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Abstract

In this essay, I propose that DNA-binding anti-cancer drugs work more via chromatin disruption 

than DNA damage. Success of long-awaited drugs targeting cancer-specific drivers is limited by 

the heterogeneity of tumors. Therefore, chemotherapy acting via universal targets (e.g., DNA) is 

still the mainstream treatment for cancer. Nevertheless, the problem with targeting DNA is 

insufficient efficacy due to high toxicity. I propose that this problem stems from the presumption 

that DNA damage is critical for the anti-cancer activity of these drugs. DNA in cells exists as 

chromatin, and many DNA-targeting drugs alter chromatin structure by destabilizing nucleosomes 

and inducing histone eviction from chromatin. This effect has been largely ignored because DNA 

damage is seen as the major reason for anti-cancer activity. I discuss how DNA-binding molecules 

destabilize chromatin, why this effect is more toxic to tumoral than normal cells, and why cells die 

as a result of chromatin destabilization.
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1. Introduction

Cancer therapy targeting tumor-specific oncogenic drivers faces the problem of tumor 

heterogeneity determined by the genetic variability and epigenetic plasticity of tumor cells. 

Moreover, recent achievements in deciphering the genomic and proteomic content of 

thousands of tumors have led to the realization that “perfect” anti-cancer targets -- molecules 

or processes that are universally abnormal in tumor cells while being completely dispensable 

for normal cells -- likely do not exist [1,2]. Because of this phenomenon, conventional 

chemotherapy targeting DNA is still the most widely and successfully used anti-cancer 

treatment [3]. However, the efficacy of DNA-targeting therapy is limited by the inability to 

deliver doses high enough to kill all tumor cells without causing serious and long-lasting 

side effects to normal tissues.

The induction of DNA damage (Fig.1) has long been accepted as the major mechanism by 

which DNA-targeting anti-cancer therapies work, and thus, a key driver of their efficacy [4]. 

At the same time, DNA damage is the reason for the inefficiency and toxicity of current 

DNA-targeting therapies, because it irreversibly damages normal tissues, causes long-term 

side effects, and further increases the genomic heterogeneity of tumors.
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Interestingly, while it is well known that DNA exists as part of a nucleoprotein complex 

(chromatin) and chromatin alterations are observed in cancer [5], the effects of DNA-

targeting drugs on chromatin have not been widely explored, and targeting of chromatin per 

se (Fig.1) has not been explicitly proposed as an anti-cancer approach. While it has been 

noted that some DNA-targeting drugs alter chromatin [6–8], the presumption that DNA 

damage is the primary source of their anti-cancer activity has placed their effect on 

chromatin outside the scope of major anti-cancer research.

In this essay, I review the published data from our and other groups demonstrating the 

destabilizing effects of DNA-binding small molecules on chromatin. Furthermore, I 

speculate as to why this effect is more toxic for tumoral than normal cells. Building on the 

accumulated data describing chromatin alterations in cancer and established anti-cancer 

activity of chromatin-destabilizing drugs, I hypothesize that destabilized chromatin -- i.e., 

chromatin in which nucleosomes are less stable and therefore DNA is easier to access -- is a 

specific feature of malignant (aggressive) tumor cells. This chromatin conformation provides 

such cells with selective advantages in the form of phenotypic plasticity. Yet, complete loss 

of chromatin is highly toxic for all cells for reasons not fully understood. Here, I propose 

some of these reasons based on our group’s experimental findings. The combination of these 

two facets of tumor genomes (the presence of destabilized chromatin and the toxicity of 

further reduction in chromatin stability) suggests the potential of exploring chromatin-

damaging therapy as a novel anti-cancer approach.

2. DNA-binding compounds may kill tumor cells without inducing DNA 

damage

Our group questioned the role of DNA damage in the anti-cancer activity of small molecules 

when we ran a phenotypic screen for novel p53-activating compounds using tumor cells with 

wild-type, but not fully functional, p53, which did not respond to DNA damage [9]. Indeed, 

the identified p53-activating compounds did not cause DNA damage. The most active 

carbazole-based compounds were named curaxins. Curaxins were more toxic to tumoral 

than normal cells, making them promising anti-cancer agents [10]. However, they were also 

toxic to p53-deficient cells, suggesting that they did not act solely via p53 [10]. Even more 

puzzling, the curaxins bound DNA, and DNA binding was obligatory for their anti-cancer 

activity.

Further investigation revealed that although curaxins do not cause any chemical DNA 

modifications (i.e., breaks or nucleotide alterations), they do change the physical properties 

of DNA [11]. Intercalation of the carbazole planar “body” between the DNA bases increases 

the inter-base pair distance such that the DNA becomes longer and thinner. The carbazole 

side chains protrude into the major and minor grooves, anchoring the molecule to the DNA 

and providing positively charged nitrogen, respectively. These effects make the helix less 

flexible and less negatively charged. While the DNA itself can tolerate these changes 

without undergoing any disintegration, the basic unit of chromatin, the nucleosome, cannot.

The nucleosome (Box 1) consists of two polar components: the positively-charged histone 

octamer and negatively-charged DNA wrapped around the octamer [12]. The octamer does 
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not exist as a standalone structure at physiological conditions due to the high positive charge 

of the histones. However, the nucleosome is very stable due to electrostatic attraction 

between the histones and DNA, binding of several histone amino acids to DNA, and the 

perfect fit between the flexibility of the DNA helix and the diameter of an octamer [12]. 

Curaxin binding to DNA disturbs each of the components required for nucleosome stability: 

(i) it reduces the negative charge of DNA; (ii) shifts the positions of base pairs relative to the 

amino acids due to the lengthening of DNA; (iii) occupies the sites used by the histone 

amino acids in the DNA; (iv) makes DNA rigid such that it cannot wrap tightly around the 

octamer. As a result, nucleosomes are destabilized and disassembled in curaxin-treated cells, 

leading to the loss of histones from chromatin [11].

Because curaxins cause dose-dependent chromatin disassembly (Box 2) without inducing 

any detectable DNA damage, we named them “chromatin-damaging” agents. The anti-

cancer activity of the lead curaxin CBL0137, which has now been shown in different tumor 

models by several groups [10,13–16], strongly suggests that chromatin-damaging agents can 
kill tumor cells without inducing DNA damage.

The introduction of this paradigm raises multiple questions. Is there anything specific in the 

curaxins’ structure that makes them capable of damaging chromatin, but not DNA? Is 

chromatin damage truly responsible for the toxicity of curaxins to tumor cells? How does 

chromatin damage kill cells? Why would chromatin damage be more toxic to tumoral than 

normal cells?

3. Which small molecules cause chromatin damage?

In principle, any small molecule that binds to DNA should alter the DNA shape, charge, or 

flexibility. If the reason for chromatin destabilization is that the small molecule alters these 

DNA properties, then theoretically all DNA-binding molecules should destabilize chromatin, 

which may occur independently of whether they can or cannot react chemically with DNA 

(i.e., cause DNA damage). In support of this hypothesis, there are reported effects of DNA-

binding small molecules on chromatin [6–8,17]. However, what structural features of a small 

molecule result in DNA or chromatin damage is not completely clear.

The effect of a small molecule on chromatin likely depends on the mode of DNA binding by 

that molecule (Box 3). Theoretically, insertion of intercalators between DNA base pairs 

leading to an increased inter-base pair distance, untwisting, or reducing DNA flexibility 

should destabilize nucleosomes. Major and minor groove binders filling the corresponding 

grooves of DNA have little effect on DNA length and twist but may change DNA flexibility 

and charge. Minor groove binders may affect nucleosome stability by interfering with DNA/

histone binding, Indeed, the tightest contact between a histone octamer and DNA occurs via 

the minor groove [12], [18].

An important consideration in understanding how small molecules affect chromatin is 

whether the molecule can compete with histones for binding DNA. Molecules may be able 

to bind free DNA but not DNA that is wrapped around histones, because nucleosomal DNA 

has less freedom to adapt to structural changes, and binding interfaces may be hidden (e.g., 
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minor groove). Another consideration is that even when a small molecule cannot bind a 

folded nucleosome, the dynamic nature of nucleosomes may provide an opportunity for the 

binding of naked DNA when the nucleosome breathes or is remodeled, which would make 

this DNA unsuitable for the wrapping of an octamer.

To test some of these assumptions, our group selected a set of compounds representing 

different types of DNA - small molecule interactions and tested their ability to induce 

disassembly of nucleosomes in living cells and cell-free conditions. We found that all of the 

tested agents that bound DNA directly, but not those that interacted with DNA indirectly 

(e.g., with the help of topoisomerase), reduced nucleosome stability under cell-free 

conditions. Intercalators had a much stronger effect than minor groove binders (no major 

groove binders were tested) [19]. The activity of these small molecules in cells was 

dependent on whether the compounds could access genomic DNA. For example, some DNA 

intercalators cannot enter living cells (propidium iodide) [20] or accumulate almost 

exclusively in mitochondria (ethidium bromide) [21]. Some compounds may bind primarily 

to the linker DNA (fragment of DNA between nucleosomes). It is not known how this 

binding affects nucleosome organization in cells.

Most importantly, when our group tested the ability of different DNA-binding compounds to 

destabilize chromatin or cause DNA damage using several tumor cell lines, a strong positive 

correlation was observed between the cytotoxicity of a compound and its ability to induce 

chromatin damage whereas a weak negative correlation was observed between cytotoxicity 

and DNA damage [19]. The negative correlation may be explained by the fact that DNA 

breaks reduce the accumulation of negative super-helicity due to nucleosome disassembly; 

and this negative super-helicity or DNA under-twisting amplifies the destabilization of 

chromatin. In addition, several molecules were toxic to tumor cells without causing any 

DNA damage but were potent inducers of chromatin damage [19]. Overall, these data 

suggest that at least some of the small molecules that directly bind to DNA are toxic to cells 
not because they damage DNA but because they destabilize chromatin. This proposition 

does not imply that DNA damage does not have an anti-cancer effect. For multiple small 

molecules with well-established anti-cancer activity and gamma-irradiation, DNA damage is 

one of the critical components of their anti-cancer activity. However, for some molecules 

(e.g., curaxins and some anthracyclines) that cause little or no DNA damage, chromatin 

damage may be the major critical component of their activity, worthy of consideration and 

investigation.

Well-established therapeutic efficacy of many “chromatin-damaging” molecules in animal 

models and human patients (e.g. [22]) infers that chromatin destabilization is more toxic to 

tumoral than normal cells. Although the therapeutic window (i.e., the difference between 

effective and toxic concentrations) for chromatin-damaging drugs, similarly to DNA 

damaging therapy, is quite narrow, especially for cells growing in vitro, a therapeutic effect 

still occurs in the absence of significant toxicity. For example, curaxin can cause tumors to 

shrink and disappear in some animals in several models without causing evident morbidity 

even in young mice, which have many proliferating cells in different tissues [10,14,15,23].
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4. Why may chromatin damage work as an anti-cancer approach?

There are several possible explanations for how destabilization of chromatin might affect 

normal and tumor cells differently. First, normal cells may be more resistant to chromatin 

destabilization due to pre-existing differences in chromatin structure. Chromatin in normal 

cells may be more compact and thus accumulate fewer drug molecules, or it may withstand 

higher drug concentrations without losing histones. Normal cells may also have better 

buffering mechanisms. Finally, normal cells may have checkpoint mechanisms that block 

cell division in response to chromatin damage, which are disrupted in tumor cells. These 

scenarios imply that (i) chromatin organization is different in tumoral and normal cells; (ii) 

cells have mechanisms to control chromatin stability and detect chromatin destabilization.

What evidence is there that chromatin structure or function is different between normal and 

tumor cells? Altered chromatin structures in cancer cells were first noticed by Theodor 

Boveri in 1902 [24] and confirmed in multiple other studies (Table 1, rev in [25] ). However, 

the underlying causes of these alterations or their benefits to tumor cells remain unclear. 

Currently, the prevailing view on chromatin alterations is that they cause changes in the 

expression (up or down) of individual cancer drivers (rev, in [26]). An alternative view is 

that the basic function of chromatin is changed in cancer [27,28].

What is the normal function of chromatin? The most popular answer is to pack ~2 meters of 

genomic DNA into a tiny nucleus with a diameter less than 10−5 meters [29]. However, 

simple calculations convincingly overthrew this assumption [30]. The other common 

explanation links the packaging of DNA into chromatin with the necessity to separate 

duplicated genomic DNA threads between two daughter cells. However, this seemingly 

simple answer disappears when one realizes how many nucleosomes are in a cell (~1.3 

million per average chromosome), a number that is likely to make the process of separation 

even more difficult. In fact, it was recently shown that metaphase chromosomes could be 

assembled from naked DNA in histone-depleted Xenopus egg extract with the help of 

condensins [31]. Therefore, chromatin is not essential even for the packaging of DNA into 

chromosomes for cell division.

Another hypothesis is that chromatin protects genomic DNA from DNA damage and access 

of non-histone proteins. To my mind, the major function of chromatin is to prevent the 

“free” access of the transcriptional machinery to DNA. However, why do eukaryotic cells 

need to restrict the access of the transcription machinery to genomic DNA? Textbooks 

suggest that transcription is regulated via the binding of sequence-specific transcription 

factors to DNA. However, incredible growth of RNA diversity (i.e., types of RNAs 

transcribed in eukaryotic cells, including long and short non-coding RNAs, promoter [32] 

and enhancer RNAs [33], and products of divergent transcription [34,35], [36] was revealed 

during last decade. Some of these RNAs likely play regulatory roles. However, their 

production is also consistent with the possibility that RNA polymerase transcribes whatever 
is accessible (i.e., not covered with chromatin). Our experiments with the induction of 

chromatin disassembly in cells by small molecules and published data suggest that 

transcription occurs almost everywhere that chromatin packaging is lost or reduced [34–40]. 

In light of these data, a major function of chromatin may be to protect DNA from 
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unnecessary, “illicit” or pervasive transcription. The emergence of pervasive transcription 

can be considered evidence of the failure or weakening of chromatin function.

There are several types of pervasive transcription. First, there is the expression of 

constitutive heterochromatin (e.g., centromeric and pericentromeric repeats), which 

theoretically should not be expressed under any circumstances. It is well documented that 

these repeat elements are overexpressed in cancer [41–43]. Endogenous retroviruses are 

another component of the heterochromatin, silencing of which is important for the safety of 

the eukaryotic genome. Again, there are multiple examples of significantly elevated 

expression of these elements in different types of cancer, which correlates with poor clinical 

prognosis [43,44]. The third type of pervasive transcription is intra- and intergenic 

transcription that does not correspond to known open reading frames and is initiated from 

cryptic promoters that are not associated with known functional transcripts. At least part of 

these cryptic promoters are remnants of ancient Long Terminal Repeats (LTR) that are kept 

inactive due to nucleosomes positioned at these sequences [37]. An accurate comparison of 

the level of cryptic transcription between normal and tumor cells has not been performed. 

However, the well-known phenomenon of intron retention in cancer cells [45] can be 

explained not only by problems with splicing but also by increased transcription initiation 

from intragenic sequences. Based on these examples, I propose that chromatin is in general 
destabilized in cancer, and therefore, drugs causing further chromatin destabilization may 

exceed the limits of cell tolerability at lower concentrations than is required to cause the 

same state in normal cells.

5. Why may chromatin be destabilized in tumor cells?

First, what do I mean by destabilization of chromatin? This process may include: (i) a 

reduction in the number of nucleosomes per unit of length of genomic DNA; (ii) an increase 

in the number of opened nucleosomes (i.e., lacking a linker histone) or nucleosomes with 

destabilizing histone modifications; (iii) enhanced chromatin dynamics (i.e., chromatin in 

tumor cells loses histones more frequently, but these losses are compensated by elevated 

activity of factors that build new nucleosomes, such as histone chaperones). Although the 

number of nucleosomes may not change in this case, the access to nucleosomal DNA is 

simplified due to the higher chance of encountering nucleosome-free DNA. Differences in 

some of these parameters (e.g., chromatin dynamics or amount of heterochromatin [i.e., 

regions with closed nucleosomes]) were already noticed between non-tumor and tumor cells 

(rev. in [46], [47]). However, an accurate comparison of nucleosome occupancy, frequency, 

positioning, and stability, and genome-wide chromatin accessibility and distribution of 

histone post-translational modifications between normal and tumor cells needs to be 

performed. These comparisons must take into account the complexity of the situation: (i) the 

origin of tumoral and normal cells (often not clearly defined); (ii) the necessity to adjust for 

the rate of proliferation (i.e., all these parameters change with cell cycle and populations of 

cells with different cell cycle distributions may appear different); (iii) the significant 

variability in these parameters within a cell depending on the genomic regions.

Chromatin destabilization may happen because there are more ongoing cycles of replication 

and transcription occurring in tumor cells compared to normal cells. However, there may be 
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benefits of having less stable chromatin, such as the acquisition of epigenetic plasticity, a 

property of tumor cells that allows phenotypic transitions to occur (e.g., epithelial vs. 

mesenchymal, stem vs. non-stem, drug-sensitive vs. drug-resistant) to adapt to different 

conditions. The phenotypic plasticity of tumor cells resembles the state of the epigenome of 

embryonic stem cells with bivalent marks of facultative heterochromatin [48] that allow 

transcription to be turned on and off without significant chromatin remodeling. 

Theoretically, the presence of fewer nucleosomes or nucleosomes with less well marked or 

irregular histone modifications (e.g., at or around promoters and transcriptional start sites 

[TSS]) presents a weak barrier for transcription initiation. The “leakiness” of transcription in 

this region can be quickly turned up or down depending on the circumstances without 

recruitment of bulky and complicated chromatin remodeling complexes that are required 

under normal conditions. This unstable chromatin creates the possibility of easy and rapid 

changes in the transcriptional program of a cell in response to different circumstances. If this 

effect is true, then chromatin alterations in tumor cells result not in a change in the 

transcriptional program from one to another, but provide tumor cells with the ability to 

change transcription as many times and as strongly as needed to adapt and continue to grow 

under various environmental conditions. Thus, chromatin destabilization may be beneficial 

to tumor cells and, therefore, selected during tumor development.

6. Why is chromatin destabilization toxic?

If chromatin destabilization is in itself beneficial, one would expect a gradual degradation of 

chromatin until its eventual loss from cells in advanced tumors, which reach a state in which 

the cells of different tumors become just “Tumor Cells” – completely undifferentiated 

creatures that proliferate but lack any signs of the tissue of origin. However, this does not 

occur. Moreover, based on transcriptional profiling, tumor cells bear the well-preserved traits 

of their tissue of origin even when they lose any “geographical” connection with the original 

tissue (e.g., upon metastasizing or propagation in vitro [http://cancergenome.nih.gov/]). 

Because a transcriptional profile is defined by the chromatin organization, it means that, in 

general, chromatin organization is preserved in tumor cells. So why do HeLa cells with 82 

chromosomes living in a dish for more than 60 years continue to be cervical epithelium? 

Why and how do tumor cells which easily lose multiple functions during tumor progression, 

continue to maintain altered but still well-organized and functional chromatin? I propose that 

neither loosening of chromatin nor its preservation are stochastic. There are pros and cons to 

having chromatin destabilized. However, tumor cells require a balance between the positive 

and negative consequences of chromatin destabilization.

The consequences of chromatin destabilization are poorly studied. The toxicity of curaxins 

towards tumor cells begins at concentrations where nucleosome opening but not 

disassembly, occurs [10,11] (Box 2). This observation indicates that cells suffer from the 

loss of proper chromatin organization before there is complete nucleosome loss. So why is 

nucleosome opening that is beyond what exists in tumor cells toxic? To answer this question, 

the accumulation of many more observations of what happens in cells in response to 

chromatin destabilization is needed. Below, I describe our observations in curaxin-treated 

cells and propose some mechanisms that likely contribute to the toxic effects of chromatin 

destabilization.
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6.1. C-trapping of FACT

The first responder to chromatin destabilization in cells is the histone chaperone 

FACT(FAcilitates Chromatin Transcription) [11]. Histone chaperones allow the step-by-step 

assembly of nucleosomes from histones and DNA. The histone chaperones bind the histones 

and prevent their irregular, non-nucleosomal binding to DNA until proper nucleosomal 

interactions occur (rev. in [49]).

Our group became interested in FACT when we found that p53 is activated in curaxin-

treated cells via its phosphorylation by casein kinase 2 (CK2) [10]. Based on the literature, 

CK2 phosphorylates p53 when it is in a complex with FACT [50,51]. FACT consists of two 

subunits, SSRP1 and SPT16. Both subunits are highly expressed in tumor cells, and their 

levels correlate with poor prognosis in several tumor types [15,16,52]. Moreover, most 

normal differentiated cells in mammals do not express FACT [53]. FACT’s function has 

been described in the literature as “facilitation” of transcription elongation through 

chromatin. This function was established based on the analysis of transcription of 

nucleosomal templates in a cell-free system [54,55]. However, most reported cell 

experiments failed to detect inhibition of transcription upon FACT inactivation (rev. in [56]). 

FACT binds almost all the components of the disassembled nucleosome, (H2A/H2B dimer, 

H3/H4 tetramer, and DNA) (rev. in [56]). However, it does not bind to the assembled, folded 

nucleosome [11,57,58] because the FACT-binding histone interfaces are hidden within the 

assembled nucleosome and binding to DNA is weakened by FACT post-translational 

modifications [59,60]. These data suggest that FACT only interacts with chromatin when it 

is destabilized.

Our group observed that under basal conditions in human tumor cells, most FACT is free in 

the nucleoplasm, and only a minor proportion is bound to chromatin at highly transcribed 

genomic regions [11,19]. Upon treatment with curaxins, DNA unwraps from the octamers to 

expose multiple FACT binding sites throughout the whole genome, which leads to the 

binding of all cellular FACT to chromatin, a phenomenon that we named chromatin 
trapping of FACT or c-trapping [11]. Surprisingly, among all histone chaperones tested so 

far, only FACT undergoes c-trapping in response to chromatin destabilization in cells.

After years of studying the effect of curaxins on FACT, manifested in the form of c-trapping 

[11], I propose that c-trapping is an extreme variation of basal FACT function or its 

performance in extreme conditions. This function is to prevent nucleosome loss under 

conditions of chromatin destabilization. FACT is a multi-domain module that binds all 

nucleosome components when they are available for binding (i.e., when nucleosomes are 

destabilized or disassembled) and keeps them together to prevent histone loss. Under normal 

conditions, this binding most likely occurs during transcription and replication, and the more 

intensive these processes are, the more FACT is needed. Curaxins are functional inhibitors 

of FACT that not only cause direct chromatin destabilization but also functionally exhaust 

FACT that normally prevents histone loss. FACT activity is critical for the viability of most 

tumor cells tested to date, but not most normal cells [10,15,53,61], which supports the 

proposition that keeping organized chromatin is more difficult for tumoral than normal cells. 

Overall, inhibition of FACT may partially explain the higher toxicity of curaxins to tumoral 
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than normal cells, but inhibition of FACT cannot explain why chromatin destabilization is, 

in principle, toxic for cells.

6.2. TRAIN

Treatment of cells with curaxins at concentrations that cause nucleosome opening is 

accompanied by an increase in transcription of constitutive heterochromatin [38]. This 

response most likely reflects the loss of linker histone H1, which keeps the nucleosomes in a 

“closed” state. Because constitutive heterochromatin consists of multiple repeats, the 

transcripts originating from these repeats form double-stranded (ds) RNAs that activate the 

type I interferon (IFN) response, a phenomenon known as TRAIN (Transcription of Repeats 

Activates IFN) [39]. IFNs are known inducers of apoptosis (rev. in [62]). Moreover, type I 

IFNs are more toxic to transformed or tumor cells than to normal cells [63–67]. Therefore, it 

is possible that the induction of TRAIN could contribute to the higher toxicity of chromatin 

damage to tumoral than normal cells.

6.3. Disruption of long-range chromatin interactions

While curaxin treatment turns on transcription of heterochromatin, expression of a number 

of specific genes, including MYC, NF-kappaB, and HSF1 target genes, is shut down. The 

mechanism(s) responsible for reduced transcription of these genes was initially unclear 

because the same curaxin doses induced transcription of p53- and IFN-regulated genes, 

indicating that there was no general inhibition of transcription [10,38]. Our recent data 

demonstrated that suppression of gene expression by curaxins is determined at least in part 

by whether an enhancer element is involved in its expression. The activity of enhancers 

typically depends on long-range chromatin interactions and curaxin treatment disrupts these 

interactions in cells and cell-free conditions [68]. Therefore, I propose that proper 

nucleosome structure is needed for the long-range regulatory interactions controlling the 

expression of certain genes. However, this hypothesis has yet to be experimentally verified. 

Because super-enhancers play an important role in tumor cell viability [69], the effect of 

chromatin destabilization on long-range regulatory interactions could be an additional 

mechanism that contributes to the toxicity of curaxins in tumor cells.

6.4. Activation of p53

Activation of p53 by the curaxins suggests that p53 can respond to changes in chromatin 

structure or stability in the absence of DNA damage [10,11]. Despite extensive investigation, 

the mechanism(s) by which curaxins activate p53 are still not completely clear. When FACT 

is trapped in chromatin in curaxin-treated cells, FACT-associated CK2 phosphorylates p53 

on serine 392, which results in p53 stabilization and full functional activation [10]. However, 

many details of this process, such as what exactly triggers CK2 towards p53 and how serine 

392 phosphorylation makes p53 active, are still obscure. Another possible cause of p53 

activation following curaxin treatment is the appearance of free histones that have been 

evicted from chromatin. Our group has found that histones accumulate in nucleoli if they are 

not accompanied by an appropriate histone chaperone or incorporated into chromatin 

[11,19]. In nucleoli, they can compete for binding to the histone chaperone nucleophosmin 

(B23) with ARF and several other nucleolar proteins that are known inhibitors of MDM2 

[70–73]. Because MDM2 is a major negative regulator of p53, the release of ARF and other 

Gurova Page 9

Bioessays. Author manuscript; available in PMC 2020 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



MDM2 inhibitors from the nucleoli caused by the accumulation of histones, could result in 

the activation of p53.

6.5. Histone “overdose”

It was previously shown that overexpression of histones (presumably accompanied by an 

increase in the pool of free histones) is highly toxic to cells [74]. This toxicity cannot be 

solely explained by the proposed mechanism by which free histones cause p53 activation 

through the release of MDM2 inhibitors because it has been observed in p53-deficient 

human cells and yeast lacking p53 [74]. The mechanism of histone toxicity in mammalian 

cells has not been adequately studied. Several scenarios can be proposed. First, histones are 

generally “sticky” to all nucleic acids and, therefore, may interfere with multiple DNA- and 

RNA-related processes. Alternatively, accumulation of “unattended histones” in nucleoli 

may be a mechanism to preserve cell viability until histone chaperones are recruited to 

incorporate them into chromatin, but this process can also cause nucleolar stress, a poorly 

understood phenomenon of nucleolar disintegration that is observed in cells treated with 

some DNA-damaging compounds [75]. Most, if not all, of these compounds cause 

chromatin damage in addition to DNA damage and, thus, could potentially drive histone 

accumulation in nucleoli. At the same time, significant histone loss from chromatin is 

observed at relatively high concentrations of chromatin-damaging drugs whereas toxicity 

occurs at doses that just cause chromatin opening.

6.6. Dysregulation of transcription

A final and potentially major mechanism underlying the toxicity of genome-wide chromatin 

destabilization is dysregulation of transcription. This hypothesis is based on the idea (which 

is suggested, but not well-elaborated on in the current literature) that nucleosomes present a 

much more serious barrier for transcription initiation than for elongation. The available data 

suggest that formation of the pre-initiating complex and initiation of transcription require 

nucleosome disassembly (rev. in [76], [77]). This process is supported by the occurrence of 

nucleosome-depleted regions at transcription start sites of transcribed genes (rev. in [77]). 

However, transcription elongation can occur in the presence of nucleosomes, as evidenced 

by the lack of any correlation between nucleosome occupancy in the coding regions of genes 

and the level of their transcription [78,79]. Moreover, nucleosomes are generally better 

organized (i.e., have higher occupancy and more accurate positioning) in transcribed regions 

of the genome (rev. in [80]). It is currently not completely clear what makes nucleosomes in 

cells “transparent” for polymerase passage. Co-factors, histone modifications, non-ideal 

nucleotide sequences (“ideal” nucleosome positioning sequences used in cell-free 

experiments do present a barrier for transcription elongation) or a combination of these may 

be involved in allowing elongation to proceed through the nucleosomes.

Because the presence of nucleosomes prevents initiation, but not elongation, of transcription, 

the major purpose of nucleosomes at the coding regions of transcribed genes may be to 

prevent cryptic initiation. It is well-known that elongating polymerase can degrade 

nucleosomes unless they are constantly restored by histone chaperones. Thus, if for some 

reason the polymerase elongates through the promoter region of an expressed gene, histone 

chaperones (e.g., FACT) add nucleosomes to the promoter to block initiation. In fact, the spt 
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phenotype (Suppressor of Ty) from which the SPT16 subunit of FACT got its name is the 

loss of the inhibitory effect of expression of the Ty transposon on nearby genes, which is 

essential for yeast survival under special conditions. This effect may be achieved via 

inhibition of Ty expression or FACT nucleosome building activity. Thus, transcription of a 

non-coding RNA through the promoter of a nearby gene may lead to the inhibition of 

transcription of that gene. There are examples of this in yeast [81–85], and it likely occurs in 

higher eukaryotes, which means that pervasive transcription not only generates useless 

transcripts and activates endogenous viruses, but also leads to the loss or alterations of 

expression of necessary transcripts encoding proteins. It is likely that genome-wide opening 

of chromatin promotes multiple instances of cryptic transcription initiation which will, in 

turn, disturb expression of nearby genes. Whether these effects depend on the features of the 

genome landscape, such as the presence of cryptic initiation sites (e.g., LTRs), or the 

strength and frequency of the usage of nearby promoter elements is currently unclear. 

Moreover, the sequencing method, which is based on the analysis of short reads, does not 

allow accurate distinction between functional and pervasive transcripts. Therefore, cis-

regulation of gene transcription within the context of all nearby coding and non-coding 

genomic elements (i.e., within the actual species-specific genomic landscape) is still 

awaiting careful investigation.

7. Conclusions and outlook

Chromatin damage represents the disassembly of nucleosomes with loss of histones from 

chromatin induced by small DNA-binding molecules independently of DNA damage. It may 

also occur following the loss of factors normally maintaining chromatin stability. The higher 

toxicity of chromatin-damaging drugs to tumoral than normal cells implies that tumor cells 

are more sensitive to chromatin destabilization. This hypothesis is likely the case because 

chromatin in tumor cells is already destabilized to some extent. Indeed, chromatin 

destabilization supports the epigenetic plasticity that enables cancer cells to thrive. Such 

destabilization may arise spontaneously due to the elevated chromatin dynamics in tumor 

cells, or because oncogenic mutations lead to transformation only when they occur in cells 

with destabilized chromatin (e.g., in cells transiting between epigenetic states). Exposure of 

tumor cells to chromatin-damaging drugs further destabilizes chromatin and results in cell 

death. The precise mechanisms that cause chromatin damage-induced cell death remain to 

be defined, but this presents a potentially new strategy for cancer treatment. The benefits of 

chromatin-damaging anti-cancer drugs include (i) broad efficacy due to the universality of 

DNA and nucleosome structure in all mammalian cells, and (ii) the low risk of development 

of drug resistance because mutations would have to occur simultaneously in several dozen 

histone genes. One limitation for this type of drug is that like DNA-damaging drugs, 

chromatin-damaging agents have a narrow therapeutic index and are likely to be toxic to at 

least some normal cells (e.g., stem cells). However, unlike the long-lasting toxicity 

associated with DNA damaging therapy, the toxicity from chromatin damage is likely 

temporary and should resolve after the end of drug administration. Multiple questions are 

still awaiting our experimental investigation, including the mechanisms controlling 

chromatin stability in cells, the existence of stress response pathways to chromatin 

destabilization, and the relationship between chromatin and DNA damage.
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Box 1.

Nucleosome structure and stability

• Nucleosomes are the structural units of chromatin, which are located every 

200+/40 base pairs throughout all eukaryotic genomes. Eighty percent of the 

human DNA is wrapped into nucleosomes. Nucleosome-depleted regions are 

found at the promoter, enhancer, transcription start and end sites. Whether 

these regions have fewer nucleosomes or the nucleosomes are more sensitive 

to the nuclease digestion used to detect nucleosomes is still a matter of 

debate.

• Nucleosomes consist of 145–147 base pairs of DNA wrapped 1.65 times 

around histone octamers – disc-like structures consisting of four pairs of core 

histones. The H3/H4 tetramer is located in the center of the nucleosome 

relative to the DNA dyad point (base pair located 72 or 73 base pairs from 

both ends of the nucleosomal DNA), and H2A and H2B form dimers located 

on both sides of the tetramer and are wrapped with DNA at the nucleosome 

entry and exit points.

• Nucleosomes with completely wrapped DNA are known as folded or closed 

nucleosomes. Closed nucleosomes may be additionally locked by linker 

histone H1, which binds three threads of DNA (entering, exiting, and 

internal), and the core histones. Nucleosomes without a linker histone and 

with different degrees of DNA unwrapping are known as opened 

nucleosomes.

• Histones are among the most positively charged proteins in eukaryotic cells. 

Due to this charge, histone octamers do not exist as stand-alone structures 

under physiological conditions. The only stable components of the 

nucleosome are the H2A/H2B and H3/H4 dimers. The H3/H4 tetramer is less 

stable than the dimers but can exist at physiological salt concentration.

• Exposure of free histones to DNA at physiological salt concentration results 

in precipitation. Thus, nucleosomes cannot be self-assembled. The positive 

charge of histones needs to be buffered, which can be achieved in vitro with 

the help of high salt (e.g., 2 M NaCl), the presence of other nucleic acids 

(e.g., RNA), or histone chaperones, which also serve this function in cells.

• The stability of assembled nucleosomes depends on the wrapping of 

negatively charged DNA around the positively charged core, the fitness 

between the DNA flexibility and diameter of the octamer, and several 

spatially-oriented contacts of the histone amino acids with DNA (e.g., the 

arginine side chain entering the minor groove when the minor groove faces 

octamer).
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Box 2.

Dose-dependent effect of curaxins on chromatin in cells

Under basal conditions, nucleosomes in cells can be closed (e.g., locked with linker 

histone H1) or opened, and partially or completely disassembled (e.g., during 

transcription or replication). In the absence of treatment, their distribution is significantly 

skewed to the left (i.e., most nucleosomes are closed [heterochromatin is prevailing in 

most mammalian cells], some are opened [transcribed regions], and a few are 

disassembled [enhancer and promoter regions]).

Curaxins cause a dose-dependent shift in the distribution of nucleosomes to the right, 

which is accompanied by different phenotypic changes that are roughly divided into three 

phases:

I – Transition from a state when most nucleosomes are closed to a state when 

most nucleosomes are opened. Marker: the occurrence of chromatin-free 

histone H1. Consequences: transcription of constitutive heterochromatin, 

activation of type I interferon response, activation of p53, and inhibition of 

several transcriptional factors (e.g., NF-kappaB, MYC, HSF1). Toxicity: 

mostly to tumor cells; short incubation with the drug is fully reversible, and 

prolonged incubation (> 24 h) causes the death of up to 50% of tumor cells 

(death occurs at approximately 72 h), but normal cells may only be growth 

arrested and resume proliferation upon drug removal.

II – Partial disassembly of a significant proportion of nucleosomes. Marker: the 

appearance of free outer histones (H2A and H2B) in the nucleoplasm. 

Consequences: Redistribution of all FACT from the nucleoplasm to 

chromatin, loss of long-range chromatin interactions, and inhibition of 

transcription. Toxicity: partially reversible depending on the time of 

incubation. Tumor cells are more sensitive than normal cells. Incubation of 

tumor cells for > 1 h results in the death of 80 to 100% of cells in 

approximately 48 h. Normal cells undergo growth arrest and resume 

proliferation when the drug is removed.

III – Complete disassembly of a significant proportion of nucleosomes. Markers: 

the appearance of chromatin-free inner histones (H3 and H4) in the 

nucleoplasm, and the transition of B-DNA into left-handed Z-DNA at regions 

of nucleosome loss, which is the point of no return for all cells. All cells 

eventually die if the drug is present when the inner histones start being lost 

from the chromatin (at least 30 min). Death occurs in approximately 24 h.
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Box 3.

DNA-targeting small molecules and their potential effects on nucleosomes

• DNA-targeting compounds can be divided into several groups. First, there are 

compounds that directly bind DNA and those that do not bind DNA 

themselves or bind very weakly, but their binding is stabilized by DNA-

binding proteins, such as the topoisomerases (e.g., etoposide or 

camptothecin).

• DNA-binding drugs can bind DNA covalently (e.g., platinum compounds) or 

non-covalently (e.g., anthracyclines). Covalent binders cause chemical DNA 

modifications (i.e., DNA damage). There is a limited number of covalent 

DNA binders used in medicine. Because DNA consists of the same elements 

as all other organic molecules, the ability of a compound to react chemically 

with DNA means that it can react with many other molecules in cells and, 

therefore, is highly toxic.

• Non-covalent binders do not cause chemical modifications to DNA 

themselves. However, many of them damage DNA via one of two 

mechanisms. (i) They have reactive substituents that cause DNA damage 

(e.g., quinacrine mustard). The DNA-binding moiety of quinacrine mustard, 

9-aminoacridine, directs the whole molecule to DNA and the nitrogen 

mustard causes a chemical modification to almost any organic molecule 

nearby. (ii) They cause a change in the helical shape of DNA, making it a 

poor substrate for enzymes that work with DNA. Cellular enzymes typically 

work with B-DNA. The right-handed helix consists of 10.5 base pairs per turn 

of 33.2 Å with a diameter of 20 Å. A deviation from these parameters makes 

DNA a poor substrate for these enzymes, and they make mistakes. These 

mistakes lead to DNA damage. The best-known examples are the 

topoisomerases, which either cannot cleave or religate DNA bound to the 

small molecules. In the latter case, topoisomerase activity leads to DNA 

breaks (i.e., DNA damage). This DNA damage is provoked by, but not 

directly caused by, the small molecule. However, in some cases, 

topoisomerase cannot cleave DNA bound to the small molecules. In this case, 

although the enzyme is inhibited, there are no breaks or DNA damage.

• Non-covalent direct DNA binders are divided into three major types: (i) 

intercalators (e.g., curaxins, anthracyclines), (ii) major groove binders 

(MaGB, e,g., methyl green), and (iii) minor groove binders (MiGB, e.g., 

DAPI). Many compounds bind DNA via several types of binding 

simultaneously.

• Intercalators are inserted between base pairs forming hydrogen bonds with 

neighboring nucleotides, which leads to an increase in the inter-base pair 

distance, untwisting of DNA, and a reduction in its flexibility, similar to the 

effects of curaxins.
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• MaGB and MiGB fill the corresponding grooves of DNA due to electrostatic 

interactions. They have little or no effect on DNA length and twist but change 

DNA flexibility and charge.
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Figure 1. 
Schematic representation of DNA and chromatin damage as individual and combined events. 

DNA damage is any chemical modification of DNA (e.g., double- and single-strand breaks, 

base modifications). Chromatin damage is the loss of histones from nucleosomes in the 

absence of chemical modifications of DNA. In many cases, both types of damage are 

observed together because DNA damage may destabilize nucleosomes, and loss of histones 

makes DNA more sensitive to chemical modifications. In contrast to DNA damage, the 

causes and consequences of chromatin damage are poorly studied.
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Table 1.

Types of known chromatin alterations in cancer

Type of chromatin
organization

Condition in normal
cells

Changes in cancer Potential significance of
changes in cancer

DNA methylation at 
CpG “islands”

Present at promoters of 
developmental genes, which 
are silenced in differentiated 
cells

Appears at promoters of tumor 
suppressor genes and genes involved 

in differentiation [86]*

Silencing of tumor suppressors and 
genes involved in differentiation

Widely spread 
methylation of cytosine 
at CpG dinucleotides 
(CpG “seas”)

Occurs throughout 
constitutive heterochromatin

Reduced or lost [87] Desilencing of heterochromatin

Core histones H2A, H2B, H3.1, H4 – wild 
type histones, basic 
constituents of chromatin

In frame point mutations [88] Interferes with function of “readers” 
and “writers” – factors responsible for 
the introduction and recognition of 
histone PTMs; Make nucleosomes less 
stable [100]

Variant histones Incorporated in certain 
defined regions depending 
on histone type, e.g. 
centromere, active enhancers 
and promoters

Mutations in histone variants; 
incorporation into wrong genomic 
regions [89]

Unclear

Linker histone H1 Mostly locks nucleosomes 
present within 
heterochromatin

Reduced expression [90] Desilencing of heterochromatin

Posttranslational 

modifications (PTMs**) 
of histones

Label different regions in 
chromatin

Multiple mutations in enzymes 
introducing and removing PTMs in 
cancer [91]

Gene expression changes

Non-histone chromatin 
proteins (HP1, HMGB 
family etc)

Condensate or decondensate 
chromatin

Overexpression of HMGB1 [92]; 
reduction in levels of HP1 family 
members [93]

Unclear, but most probably make 
chromatin in general more accessible

HATs/HDACs Add or remove acetyl 
groups to/from histones

Abnormal expression and changes in 
substrate preferences [94,95]

Change of epigenetic code; Change of 
chromatin condensation

KMTs/KDMs Add/remove methyl groups 
to/from histones

Mutations; overexpression and 
changes in substrate preferences [96]

Change of epigenetic code

ATP dependent 
chromatin remodelers

Reorganize nucleosomes at 
promoter, enhancers and 
TSS

Mostly loss of function mutations, 
gain of function mutations in some 
cancers [97]

unclear

Histone chaperones Assemble and disassemble 
nucleosomes; exchange 
histones

Mostly overexpressed [98] unclear

CTCF/cohesin Creates loops governing 
long-range enhancer 
promoter interactions

Mutations in binding sites, reduced 
expression, methylation of binding 
sites [99]

Altered enhancer/promoter interactions; 
changes in gene expression

Chromatin domains 
(TAD, LAD, NAD etc)

Long-range chromatin loops 
organized into spatially 
restricted domains differing 
in transcriptional activity

Change of long range interactions 
between promoters and enhancers 
[26]

Oncogene activation; Gene 
translocations; Changes in gene 
expression

Distribution of 
euchromatin and 
heterochromatin

Separation of 
transcriptionally active and 
inactive chromatin between 
different nuclear locations

Reduction of heterochromatin [46] General decondensation of chromatin

*
only references to the recent reviews are given;

**
abbreviations: PTM – post-translational modifications, HAT – histone acetyl transferase, HDAC – histone diacetyl transferase, KMT – histone 

(lysine) methyl transferase, KDM – histone (lysine), CTCF - CCCTC-binding factor, TAD – topologically associated domain, LAD – lamina 
associated domain, NAD – nucleoli associated domain.
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