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In most environments, the visual system is confronted with many
relevant objects simultaneously. That is especially true during
reading. However, behavioral data demonstrate that a serial bottle-
neck prevents recognition of more than one word at a time. We used
fMRI to investigate how parallel spatial channels of visual processing
converge into a serial bottleneck for word recognition. Participants
viewed pairs of words presented simultaneously. We found that
retinotopic cortex processed the twowords in parallel spatial channels,
one in each contralateral hemisphere. Responses were higher for
attended than for ignored words but were not reduced when
attention was divided. We then analyzed two word-selective regions
along the occipitotemporal sulcus (OTS) of both hemispheres (subre-
gions of the visual word form area, VWFA). Unlike retinotopic regions,
each word-selective region responded to words on both sides of
fixation. Nonetheless, a single region in the left hemisphere (posterior
OTS) contained spatial channels for both hemifields that were in-
dependently modulated by selective attention. Thus, the left posterior
VWFA supports parallel processing of multiple words. In contrast,
activity in amore anterior word-selective region in the left hemisphere
(mid OTS) was consistent with a single channel, showing (i) limited
spatial selectivity, (ii) no effect of spatial attention on mean response
amplitudes, and (iii) sensitivity to lexical properties of only one
attended word. Therefore, the visual system can process two words
in parallel up to a late stage in the ventral stream. The transition to a
single channel is consistent with the observed bottleneck in behavior.

visual word recognition | visual word form area | spatial attention |
divided attention | serial processing

Pages of text are among the most complex and cluttered visual
scenes that humans encounter. You cannot immediately

comprehend the hundreds of meaningful symbols on this page
because of fundamental limits to the brain’s processing capacity.
How severe are those limits, and what causes them? Studies of eye
movements during natural reading have fueled a long debate
about whether readers process multiple words in parallel (1, 2). In
a direct psychophysical test of the capacity for word recognition,
we recently found that participants can report the semantic cate-
gory of only one of two words that are briefly flashed and masked.
Those data demonstrate that a serial bottleneck allows only one
word to be fully processed at a time (3). Where is that bottleneck
in the brain’s reading circuitry?
Early stages of visual processing are spatially parallel. In reti-

notopic areas of the occipital lobe, receptive fields are small, such
that neurons at different cortical locations simultaneously process
objects at different visual field locations. This spatial selectivity of
neurons in early visual cortex allows spatial attention to prioritize
some objects: Activity is enhanced at cortical locations that rep-
resent task-relevant compared with irrelevant locations in the vi-
sual field (4, 5). During simple feature detection tasks, multiple
attended locations can be enhanced in parallel with no cost (6).
It is not clear whether such parallel processing extends into the

brain areas responsible for complex object recognition. Ventral
occipitotemporal cortex (VOTC) contains a mosaic of regions that
each respond selectively to stimuli of a particular category, such as
faces, scenes, objects or words (7). Receptive fields in VOTC span
much of the visual field, so it is unclear how any one region can

process multiple stimuli of its preferred category (8–10). In the
case of word recognition, nearly every neuroimaging study has
presented only a single word at a time. Moreover, while there are
detailed models of attention in retinotopic cortex, we know rela-
tively little about the function of spatial attention in human VOTC
(11–13). Of specific relevance to the present study, there have
been no investigations of selective spatial attention in word-
selective cortex. The limits of parallel processing and attentional
selection have important implications for explaining limits on
human behavior, especially during complex tasks such as reading.
We measured fMRI responses while participants performed a

semantic categorization task (Fig. 1A). On each trial, participants
viewed a masked pair of words, one on each side of fixation, and
either focused attention on one side (focal cue left or right) or
divided attention between both sides (distributed cue). Of partic-
ular interest is a specialized VOTC region for word recognition,
termed the “visual word form area” (VWFA) (14, 15). Most au-
thors refer to a single left-hemisphere VWFA that was originally
proposed to be “invariant” to the visual field position of a word
(14, 16–18). More recent fMRI studies, however, demonstrate that
VWFA voxels have some spatial tuning but are not organized
retinotopically (19–21). Words also activate right-hemisphere
VOTC, and there may be a posterior-to-anterior hierarchy within
word-selective cortex (17, 22). Recent work has further identified
two distinct subregions in the left hemisphere occipitotemporal
sulcus (OTS) (7, 23, 24). Compared with the more posterior re-
gion, the anterior region is more sensitive to abstract lexical
properties and is more strongly connected to language areas (24).

Significance

Because your brain has limited processing capacity, you cannot
comprehend the text on this page all at once. In fact, skilled
readers cannot even recognize just two words at once. We
measured how the visual areas of the brain respond to pairs of
words while participants attended to one word or tried to
divide attention between both. We discovered that a single
word-selective region in left ventral occipitotemporal cortex
processes both words in parallel. The parallel streams of in-
formation then converge at a bottleneck in an adjacent, more
anterior word-selective region. This result reveals the func-
tional significance of subdivisions within the brain’s reading
circuitry and offers a compelling explanation for a profound
limit on human perception.
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We consider two hypotheses for the bottleneck that prevents
people from being able to divide attention and recognize two
words simultaneously. The first hypothesis posits a capacity limit
at an early stage when the left and right words are processed in
separate spatial channels. We define a spatial “channel” as the
set of neurons that respond to stimuli at a particular visual field
location. Spatial attention serves to amplify the response of task-
relevant channels, improving behavioral sensitivity. A severe
capacity limit would prevent two channels from being amplified
at once, causing a serial switching of attention from side to side
across trials. As a result, the mean response when participants try
to divide attention across two words would be reduced compared
with when they focus on just one word. The opposing model is
unlimited-capacity parallel processing, which predicts that re-
sponses are not reduced when attention is divided. We previously
found such a pattern in retinotopic regions during a simple visual
detection task (6). In the present study, we investigate whether
the VWFAs contain sufficient spatial tuning to process two
words in parallel channels, and how these channels are affected
by spatial attention.
The second hypothesis is that the bottleneck lies after an early

stage of spatially parallel processing, in a critical brain area that
cannot maintain distinct representations of two words at once.
This is a different kind of capacity limit: not on how many
neurons or channels can be active at once, but on how much
information one population of neurons can process. In our task,
such a postbottleneck area would respond to only one attended
word, regardless of visual field location. It should therefore have
three diagnostic response properties: (i) relatively uniform spa-
tial tuning, (ii) no effect of spatial attention on mean BOLD
(blood oxygen level–dependent) amplitudes, and (iii) sensitivity
to the lexical properties of only one attended word on each trial.

Results
Participants Can Recognize only One Word at a Time. In an fMRI
experiment, participants viewed pairs of nouns, one on either
side of fixation, which were preceded and followed by masks
made of random consonants (Fig. 1A). At the end of each trial,
participants were prompted to report the semantic category
(living vs. nonliving) of one word. In the focal-cue condition, a
precue directed their attention to the side (left or right) of the
word they would need to report. In the distributed-cue condition,
a precue directed them to divide attention between both words
and at the end of the trial they could be asked about the word on

either side. In a training phase, we set the duration of the in-
terstimulus intervals (ISIs) between the words and the masks to
each participant’s 80% correct threshold in the focal-cue con-
dition and then maintained that timing (mean = 84 ms) for all
conditions. We excluded trials with eye movements away from
the fixation mark.
Accuracy was significantly worse in the distributed-cue than in

the focal-cue condition: The mean (± SE) difference in pro-
portion correct was 0.14 ± 0.01 (95% CI = [0.12 0.16], t (14) =
13.6, P < 10−8). Accuracy was also significantly worse on the left
than on the right side of fixation, both in the focal-cue condition
(mean difference = 0.15 ± 0.02; 95% CI = [0.11 0.19], t (14) =
7.60, P < 10−5) and in the distributed-cue condition (0.25 ± 0.02;
95% CI = [0.20 0.29], t (14) = 10.7, P < 10−7). This hemifield
asymmetry for word recognition is well established (3, 25).
In Fig. 1B we plot these data on an “attention operating

characteristic” (AOC) (26). Accuracy for the left word is plotted
against accuracy for the right word. The focal-cue conditions are
pinned to their respective axes. The distributed-cue condition is
represented by the open symbol. Also shown are the predictions
of three models for where that point should fall (26–29). First is
unlimited-capacity parallel processing: Two words can be fully
processed simultaneously just as well as one. This predicts that
the distributed-cue point falls at the intersection of the dashed
lines (no deficit), as has been found for simpler visual detection
tasks (3, 6). Second is fixed-capacity parallel processing: The
brain extracts a fixed amount of information from the whole
display per unit time, using processing resources that must be
shared between both words. Varying the proportion of resources
given to the right word traces out the black curve in the AOC (3).
Third is all-or-none serial processing: Words are recognized one
at a time, and because of the time constraints imposed by the
masking only one word can be processed per trial. Varying the
proportion of trials in which the right word is processed traces
out the diagonal black line in the AOC.
Mean dual-task accuracy fell significantly below the predic-

tions of both the unlimited- and fixed-capacity parallel models
and perfectly on top of the all-or-none serial model’s prediction
(Fig. 1B). The average minimum distance from the serial model’s
line (calculated such that points below the line have negative
distances) was 0.0 ± 0.01 (95% CI = [−0.02 0.03]; t (14) = 0.10,
P = 0.93). In sum, when participants tried to divide attention
between the two words, they were able to accurately categorize
one word (∼80% correct) but were at chance for the other. This

A B

C

Fig. 1. Stimuli and behavioral performance. (A) Ex-
ample trial sequence in the main experiment. Half
the participants attended to blue cues and half to
green cues. Note that there were two additional
blank periods with only the fixation mark: a 50-ms
gap between the precue and the premask; and a
gap between the postmask and the postcue, with
duration set to 200 ms minus the sum of the two ISIs
between the masks and words. (B) Mean semantic
categorization accuracy collected in the scanner,
plotted on an AOC. Error bars (±1 SEM, n = 15) are
so small that the data points obscure them. (C ) Ex-
amples of the four stimulus conditions in the
localizer scans.
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behavior is consistent with the presence of a serial bottleneck at
some point in the word recognition system (3).

Selectivity for the Contralateral Hemifield Decreases from Posterior
to Anterior Regions. We analyzed BOLD responses in retinotopic
visual areas (V1–hV4, VO, and LO) and two word-selective re-
gions in VOTC: VWFA-1 located in the posterior OTS and
VWFA-2 located more anterior (Fig. 2A). We use this nomen-
clature to denote these as subregions of the traditional “visual
word form area.” The mean MNI (Montreal Neurological In-
stitute) coordinates of each VWFA subregion are reported in
Table 1. In the left hemisphere, all participants had both VWFA-
1 and VWFA-2; 14 of 15 participants also had a right hemisphere
region symmetric to left VWFA-1, but only 5 of 15 participants had
a more anterior right VWFA-2, consistent with prior work (7, 30).
To assess how each region processes pairs of words that are

presented simultaneously, we first need to know the region’s
sensitivity to single words at the different visual field locations. We
analyzed the mean responses to single words presented at either
the left or right location in the localizer scan (stimuli in Fig. 1C;
results in Fig. 2B). Consistent with the well-known organization of
retinotopic cortex, the left hemisphere retinotopic areas respon-
ded positively only to words on the right of fixation, and vice versa.
The VWFAs, in contrast, are only partially selective for the

contralateral hemifield, and that hemifield selectivity decreases
from VWFA-1 to VWFA-2 (Fig. 2B). Although all of the VWFAs
respond positively to words on both sides of fixation, most voxels

still prefer the contralateral side (SI Appendix, Fig. S1). We
assessed lateralization with the index: LI = 1 − RI/RC, where RI
and RC are the across-voxel mean responses to ipsilateral and
contralateral words, respectively (19). Across participants, the
mean LI values were 0.46 ± 0.04 in left VWFA-1, 0.36 ± 0.06 in
left VWFA-2, 0.52 ± 0.08 in right VWFA-1, and 0.27 ± 0.03 in
right VWFA-2. LI differed significantly between VWFA-1 and
VWFA-2 [F(1,45) = 6.71, P = 0.013]. That difference did not
interact with hemisphere [F(1,45) = 0.92, P = 0.34] and was pre-
sent when the left hemisphere was analyzed separately [F(1,28) =
5.33, P = 0.029]. Note that the comparison of responses to words
at the left and right locations was independent of the (words –
scrambled words) contrast used to select the VWFA voxels (Ma-
terials and Methods).
In summary, retinotopic areas selectively process words in the

contralateral visual field. In contrast, the VWFAs of both
hemispheres respond to single words at both locations, with a
preference for the contralateral side. That preference is weaker
in VWFA-2 than in VWFA-1, suggesting more integration across
visual space. The magnitude of contralateral preference for
single words, however, does not indicate whether either area
could process two words at once in the main experiment. For
example, right hemisphere VWFA-1 might process the left word
while left VWFA-1 processes the right word (similar to right and
left V1), or either area could process both words in parallel. We
investigated those questions by analyzing data from the main
experiment, when two words were present simultaneously and
the participant attended to one or both.
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Fig. 2. ROIs and mean BOLD responses. (A) Ventral view of the inflated cortical surfaces of one representative participant. Colored lines are the boundaries
between retinotopic areas. The numbers below each VWFA label indicate the number of participants in which that area could be defined. Consistent with
previous studies, we find right VWFA-2 in a minority of participants and represent its data with dashed lines to indicate that it is not representative of the
average participant. (B) Mean responses to words on the left and right of fixation during the localizer scans. (C) Mean BOLD responses in the main exper-
iment. (D) Mean selective attention effects: differences between responses when the contralateral vs. ipsilateral word was focally cued. (E) Mean divided
attention effects: differences between responses when the contralateral word was focally cued vs. both words were cued. Error bars are ±1 SEM. Asterisks
indicate two-tailed P values computed from bootstrapping: ***P < 0.001; **P < 0.01.
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Left VWFAs Respond Strongly During the Categorization Task. Fig.
2C plots the mean BOLD responses in each region of interest
(ROI) and cue condition, averaging over all of the retinotopic
areas (restricted to the portions that are sensitive to the locations
of the words). See SI Appendix, Fig. S2 for each retinotopic ROI
separately. The VWFAs responded more strongly to the briefly
flashed words than retinotopic regions, and the left hemisphere
responded more strongly than the right, especially in the VWFAs.
A linear mixed-effects model (LME) found reliable effects of
region [F(7,639) = 155.5, P < 10−132], hemisphere [F(1,639) =
54.6, P < 10−12], and cue [F(2,639) = 9.34, P = 0.0001]. The effect
of hemisphere interacted with region [F(7,639) = 3.83, P =
0.0004], but no other interactions were significant (Fs < 0.25).

Hemispheric Selective Attention Effects Are Reliable in Retinotopic
Cortex but Not in the Left VWFAs. The behavioral data demon-
strate that participants cannot recognize both words simulta-
neously. In the focal-cue condition, therefore, the mechanisms of
attention must select the relevant word to be processed fully. We
first assess the selective attention effect in each region by com-
paring the mean BOLD responses when the contralateral vs.
ipsilateral side was focally cued (Fig. 2D). No prior study has
investigated such effects in the VWFAs.
An LME model found a main effect of cue [contralateral vs.

ipsilateral; F(1,426) = 12.93, P = 0.0004] that did not interact
with region or hemisphere (Fs < 0.5). We also conducted plan-
ned comparisons of the focal cue contralateral vs. ipsilateral
responses in each ROI (Fig. 2D). The selective attention effect
was reliable in the retinotopic ROIs (mean effect: 0.06 ± 0.01%
signal change) and in right hemisphere VWFA-1 (0.09 ± 0.01%)
and VWFA-2 (0.08 ± 0.02%). However, it was absent in left
hemisphere VWFA-1 (0.01 ± 0.02%) and VWFA-2 (−0.02 ±
0.02%). We propose two explanations for the lack of effects in
the left VWFAs: (i) Those areas process both words, so the
mean response is a mixture of attended and ignored words, or
(ii) they process only one attended word, which makes the mean
BOLD response identical in the focal cue left and right condi-
tions. The spatial encoding model described below allows us to
discriminate between those possibilities.

Mean BOLD Responses Show No Evidence of Capacity Limits. As-
suming that the BOLD response is proportional to the signal-to-
noise ratio of the stimulus representation, a capacity limit should
cause a reduction in the responses to each word when attention
is divided compared with focused. Fig. 2E plots the mean divided
attention effects, which are the differences between the focal cue
contralateral and the distributed-cue conditions. There was no
main effect of cue or interaction with region or hemisphere (all
Fs < 0.5). Bootstrapping within each ROI found no significant
divided attention effect except for an inverse effect (distrib-
uted > focal) in left VWFA-1 (mean: 0.07 ± 0.02% signal
change). Therefore, this analysis revealed no evidence of a ca-
pacity limit in any area. The data are similar to those in a pre-
vious study that found unlimited capacity processing of simple
visual features in retinotopic cortex (6).

Left VWFA-1 Contains Two Parallel Channels That Are Modulated by
Selective Spatial Attention. Because the VWFAs respond to words
on both sides of fixation, we cannot isolate the response to each

word within them simply by computing the mean response in the
contralateral region (as we can do for retinotopic regions). Instead,
we capitalize on differences in spatial tuning across individual voxels
and build a “forward encoding model” (31, 32). The model assumes
that there are (at least) two spatial “channels” distributed across the
region: one for the left word and one for the right word. Each
voxel’s response is modeled as a weighted sum of the two channel
responses. We estimate the two weights for each voxel as its mean
responses to single words on the left and right in the localizer scans.
We then “invert” the model via linear regression to estimate the two
channel responses in each condition of the main experiment (Fig.
3A). Each channel response is expressed as the proportion of the
BOLD response to single words in the localizer scan, in which the
participant attended to the fixation mark. Comparing channel re-
sponses across cue conditions indexes the effect of spatial attention
on voxels that are tuned to specific locations and reveals effects that
were obscured by averaging over all voxels in an ROI.
However, not all regions necessarily contain two spatial

channels; in fact, we predict that a region after the bottleneck
should only have one channel. Therefore, we also fit a simpler

Table 1. Across-participant mean (and SD) coordinates of the
center of mass of each VWFA region, converted to the MNI-
152 atlas

VWFA region x y Z

Left VWFA-1 −43.6 (3.4) −69.1 (5.7) −12.5 (4.4)
Left VWFA-2 −40.6 (3.0) −49.1 (5.2) −20.1 (3.6)
Right VWFA-1 41.2 (2.1) −64.5 (7.1) −14.2 (4.9)
Right VWFA-2 38.7 (9.8) −43.2 (4.7) −20.9 (2.6)
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Fig. 3. Estimated left hemisphere channel responses from the spatial
encoding model. (A) The left channel is plotted with solid bars and the right
channel with open bars; the bar colors indicate precue conditions. (B) Se-
lective attention effects: the differences between each channel’s responses
when its visual field location was focally cued vs. uncued. (C) Divided at-
tention effects: the differences between each channel’s response when its
location was focally cued vs. when both sides were cued. Error bars are ±1
SEM. Asterisks indicate two-tailed P values computed from bootstrapping:
***P < 0.001; **P < 0.01. See SI Appendix, Fig. S4 for right hemisphere data.
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one-channel model to each region and compared its fit quality to
the two-channel model. In the one-channel model, each voxel is
given a single weight: the average of its localizer responses to left
and right words. We then model the voxel responses in each con-
dition of the main experiment by scaling those weights by a single
channel response.
Adjusting for the number of free parameters, we found that

the two-channel model fit significantly better than the one-
channel model in left hemisphere VWFA-1: mean adjusted R2 =
0.63 vs. 0.57; 95% CI of difference between models = [0.01 0.19].
In left VWFA-2, the two-channel model fit slightly worse than
the one-channel model: 0.40 vs. 0.36; 95% CI of difference =
[−0.15 0.020]. In right hemisphere VWFA-1 and VWFA-2, the
one-channel model fit significantly better (SI Appendix, Fig. S3).
We therefore only reject the one-channel model for left hemi-
sphere VWFA-1. Given that not all participants have right
hemisphere VWFAs, and the one-channel model fit significantly
better there, we plot the estimated two-channel responses only
for the left hemisphere in Fig. 3. For the right hemisphere, see SI
Appendix, Fig. S4.
We measured selective attention effects within each ROI as

the difference between each channel’s responses when its pre-
ferred location was focally cued vs. uncued (Fig. 3B). We fit
LMEs to assess those cue effects and how responses differed
across the left and right channels. In left VWFA-1, there was a
main effect of cue [mean: 0.23 ± 0.07; F(1,56) = 12.3, P = 0.001],
no main effect of channel [F(1,56) = 0.01, P = 0.94], and no
interaction [F(1,56) = 2.41, P = 0.13]. The selective attention
effect was significant in both channels. The average cued re-
sponse was 1.38 times the average uncued response. Left
VWFA-2 showed a very different pattern, with no significant
effects of cue [mean: 0.02 ± 0.09; F(1,56) = 0.03, P = 0.87] or
channel [mean right–left difference: 0.55 ± 0.34; F(1,56) = 2.88,
P = 0.10] and no interaction [F(1,56) = 0.09, P = 0.77]. This
pattern is consistent with the observation that the one-channel
model is adequate for VWFA-2.
Channel responses in the right hemisphere VWFAs (SI Ap-

pendix, Fig. S4) partially matched what was observed in the left
hemisphere. Only the left channel within right VWFA-1 had a
significant spatial attention effect. More detail is provided in SI
Appendix, but note that the one-channel model was the best fit
for right hemisphere areas, so there is limited value in interpreting
those data. In summary, only in left VWFA-1 did we find evidence
of two parallel channels, within a single brain region, that could
both be independently modulated by selective spatial attention.

Spatial and Attentional Selectivity Are Correlated in VWFA-1. We
performed one more test of whether each region supports par-
allel spatial processing and attentional selection before the bot-
tleneck. If so, the magnitude of the spatial attention effect in
each voxel should be related to its spatial selectivity. Consider a
voxel that responds equally to single words on the left and right.
When two words are presented at once, attending left would
affect the voxel response in the same way as attending right. This
voxel with no spatial selectivity should therefore have no selective

attention effect. In contrast, a voxel that strongly prefers single
words on the right should respond much more in the focal cue
right than focal left condition. We tested this prediction by eval-
uating the linear correlation between two independent measures
from individual voxels in separate scans: (i) the difference between
responses to single words on the left and right and (ii) the dif-
ference between responses in the focal cue left and right condi-
tions. That correlation was significantly positive for all ROIs
except left VWFA-2 (SI Appendix, Fig. S5). This means that
VWFA-1 behaves like other visual areas: The differential spatial
tuning of its voxels (and neurons) allows parallel processing of
items at different spatial locations and attentional selection of
task-relevant items. This also applies to the right hemisphere
VWFAs, which primarily process the left visual field. The one-
channel model nonetheless fit them best because they do not si-
multaneously represent both the left word and the right word.
Only left VWFA-1 appears capable of doing that.
Finally, left VWFA-2 is unique in that attention effects on

individual voxels (which average to 0) are not related to their
spatial preferences. This result further supports the hypothesis
that left VWFA-2 represents a single word after the bottleneck,
perhaps in a more abstract format that can be communicated to
language regions.
In SI Appendix we report two analyses to rule out the hypothesis

that the differences between VWFA-1 and VWFA-2 are due to
lower signal-to-noise ratio of our measurements in VWFA-2.

Divided Attention Does Not Significantly Reduce VWFA Channel
Responses. Finally, we assessed the divided attention effects in
each region by comparing the responses of each channel when its
location was focally cued vs. when both locations were cued. The
divided attention effects for the left hemisphere are plotted in Fig.
3C. There was no effect of cue or interaction between cue and
channel (all Ps > 0.20). For data from the right hemisphere (where
the one-channel model was the best fit) see SI Appendix, Fig. S4C.

Neuronal AOCs Assess Capacity Limits. We introduce an analysis of
BOLD data: a neuronal AOC (Fig. 4) that can assess capacity
limits similarly to the behavioral AOC (Fig. 1B). For a related
analysis of EEG data, see ref. 33. In the behavioral AOC, the
points pinned to the axes are the focal cue accuracy levels, rel-
ative to the origin of 0.5, which is what accuracy would be for an
ignored stimulus. Correspondingly, on the neuronal AOC, we
plot the differences between responses to attended and ignored
words, with the right word on the x axis and the left word on the y
axis. The solid points on the axes are the differences in response
to each stimulus when it was focally cued vs. uncued. The single
open point represents the distributed-cue condition: Its x value is
the difference in right word response between the distributed cue
and focal uncued (i.e., focal cue left) conditions. Similarly, the y
value is the difference in left word response between the dis-
tributed cue and focal uncued conditions.
We compare that distributed-cue point to the predictions of

two models. First is unlimited capacity parallel processing: As in
the behavioral AOC, this model predicts that the distributed-cue
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point falls on the intersection of the two dashed lines. That in-
dicates no change in response magnitudes relative to when each
word was focally cued. Second is serial switching of attention:
The behavioral data suggest that on each distributed-cue trial
participants recognize one word but not the other. It is as if they
pick one side to attend to fully and switch sides sporadically from
trial to trial. This model predicts that their average brain state
should be a linear mixture of the focal-cue left state and the
focal-cue right state. That prediction corresponds to the diagonal
line connecting the two focal-cue points.
Fig. 4 contains the AOCs constructed from data averaged over

all 15 participants. For retinotopic cortex, the mean data were
clearly consistent with the unlimited-capacity model, as the dis-
tributed cue point fell just above the dashed intersection. We
also assessed the distribution of AOC points across individual
participants. The individual data in retinotopic cortex were
limited by noise, as these areas were hardly responding above
baseline (Fig. 2C). We could not construct the AOC for 4 of the
15 participants because they lacked a positive selective attention
effect in at least one hemisphere, which put the whole AOC
below one axis and rendered it uninterpretable. Among the
remaining 11 participants, the mean distance from the nearest
point on the serial switching line (calculated such that points
below the line are negative) was 0.05 ± 0.03 (95% CI = [−0.02
0.09]). We also computed the distance of each participant’s
distributed-cue point from the unlimited-capacity parallel point:
mean = 0.0 ± 0.03 (95% CI = [−0.07 0.04]). That distance was
negative if, averaged across hemispheres, distributed-cue re-
sponses were less than focal-cued responses. In sum, we cannot
definitively rule out the serial-switching model for retinotopic
cortex, but average responses were more consistent with the
unlimited-capacity parallel model (Fig. 4).
The AOC for channel responses in left VWFA-1, averaged over

all 15 participants, is shown in Fig. 4,Middle. We were also able to
construct these AOCs for 13 individuals. The mean distance from
the nearest point on the serial switching line was 0.08 ± 0.04. The
95% CI on that distance excluded 0: [0.02 0.16]. The mean dis-
tance of the distributed cue point from the unlimited capacity
point was −0.11 ± 0.09 and not significantly different from 0 (95%
CI: [−0.27 0.05]). In sum, although there was a modest reduction
in channel responses when attention was divided, we can reject the
serial switching model for left VWFA-1. That result suggests that
the computations carried out in left VWFA-1 occur before the
serial bottleneck that constrains recognition accuracy.
In left VWFA-2, the AOC collapses to the origin because

responses were approximately equal under all cue conditions
(Fig. 4, Right). This supports the hypothesis that left VWFA-
2 responds to just one attended word, regardless of location.
Indeed, two spatial channels are not necessary to explain the
voxel responses in that region.

Left VWFA-2 Is Sensitive to the Lexical Frequency of only One
Attended Word. Previous studies have shown that the VWFA
responds more strongly to words that are uncommon in the
lexicon (i.e., words with low lexical frequency; ref. 34). In con-
trast, we expect behavioral accuracy to be worse for low-
frequency words. If left VWFA-2 operates after the bottleneck,
it should be modulated by the frequency of only one attended
word per trial, as should behavioral performance.
We sorted the words into two bins: below and above the me-

dian lexical frequency in the stimulus set. (Note that frequency
was negatively correlated with word length, but length did not
explain the findings below.) As expected, categorization accuracy
(d′) was better for high- than for low-frequency words. Fig. 5A
shows the mean effect of each word’s frequency (high bin – low
bin) in each cue condition. According to an LME model, the
frequency effect on d′ was overall larger for the right than for the
left word [F(1,84) = 5.87, P = 0.018], but that difference between
sides interacted with cue condition [F(2.84) = 6.62, P = 0.002]. In
the focal cue left condition, the left word’s frequency had a large
effect on d′ (mean difference = 0.32 ± 0.09, bootstrapped P =

0.002), and in the focal cue right condition, the right word’s
frequency had an even bigger effect (0.62 ± 0.15, P = 0.002). In
the focal-cue conditions we also computed d′ for the uncued
word by comparing the participant’s categorization report to the
semantic category of the uncued word. Those d′ levels were near
0 and not affected by the frequencies of the uncued words (right
word: 0.03 ± 0.13; left word: −0.06 ± 0.12).
In the distributed-cue condition, we examined the effect on d′

of whichever word was postcued. There was a large effect of the
right word’s frequency (0.52 ± 0.18, P = 0.002) but not of the left
word’s (0.04 ± 0.19, P = 0.93). This indicates that participants
strongly favored the right word when they tried to divide atten-
tion (consistent with the AOC in Fig. 1B). Together, these
analyses show that behavioral responses depended on the fre-
quency of single attended words.
We then performed an exploratory event-related analysis of

our fMRI data to examine effects of the lexical frequencies of
the two words on each trial. We quantified the effect of the left
word as the mean difference between trials when the left word
was high- vs. low-frequency, averaging over frequency levels of
the right word, and vice versa. We then used LME models to
compare those frequency effects across sides (left vs. right) and
cue conditions.
In the mean BOLD responses of left VWFA-1, right VWFA-1,

and right VWFA-2, we found no significant main effects of
frequency or interactions with side or cue condition. However, in
left VWFA-2 (Fig. 5B) there was a significant overall effect of
frequency [F(1,84) = 9.97, P = 0.002] that depended on an in-
teraction of side and cue [F(2,84) = 3.13, P = 0.049]. In the focal
cue left condition, BOLD responses were lower when the left
word was high than low frequency (mean difference in percent
signal change = −0.019 ± 0.008, bootstrapped P = 0.009), but
there was no effect of the right word’s frequency (−0.004 ± 0.010,
P = 0.73). The opposite was true in the focal cue right condition
(effect of left word: −0.003 ± 0.008, P = 0.72; effect of right
word: −0.020 ± 0.010, P = 0.019). In the distributed-cue condition,
there was an effect of the right word’s frequency (−0.023 ± 0.008,
P = 0.002) but not of the left’s (0.002 ± 0.009, P = 0.84). That is
consistent with the behavioral result that participants favor the
right word. Overall, left VWFA-2 is modulated by the frequency
of only one attended word on each trial, consistent with processing
after the bottleneck. This pattern perfectly mirrors the effects on
behavioral accuracy (d′; Fig. 5A).
We also used the forward encoding model to examine the

effect of frequency on each spatial channel’s response within left
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VWFA-1 (SI Appendix, Fig. S6). The effects were weak and
mostly isolated to the left channel. This could be because such
word-level effects do not fully emerge until VWFA-2, and/or this
analysis of individual channels is underpowered.
In summary, the effects of lexical frequency on behavioral

sensitivity were matched only by BOLD responses in left
VWFA-2. Although in the previous analyses we found no ef-
fects of selective attention on mean response magnitudes in
VWFA-2, the effect of lexical frequency there was gated
by spatial attention. That demonstrates that left VWFA-2
processes single attended words after other words have been
filtered out by the bottleneck.

Discussion
A Bottleneck in the Word Recognition Circuit. The primary goal of
this study was to determine how the neural architecture of the
visual word recognition system forms a bottleneck that prevents
skilled readers from recognizing two words at once. Activity in
retinotopic cortex matched three criteria for parallel processing
before the bottleneck: (i) The two words were processed in
parallel spatial channels, one in each cerebral hemisphere, (ii)
attended words produced larger responses than ignored words,
and (iii) responses were equivalent when attention was divided
between two words and focused on one word. These data sup-
port unlimited-capacity processing and are summarized in the
neuronal AOC (Fig. 4A). We found a similar pattern in a prior
study of retinotopic cortex with a simpler, nonlinguistic visual
task in which accuracy was the same in the focal and divided
attention conditions (6). The fact that there was a severe
(completely serial) divided attention cost to accuracy in this se-
mantic categorization task demonstrates that attentional effects
in retinotopic cortex do not always predict behavior.
Critically, a word-selective region in the left posterior OTS

(VWFA-1) also supported parallel processing before the bot-
tleneck. This single region is not retinotopically organized and
responds to words on both sides of fixation. Nonetheless, its in-
dividual voxels are spatially tuned to different locations in the
visual field (19, 20). Here we demonstrate the functional signifi-
cance of that tuning: We were able to recover the responses to
both simultaneously presented words in parallel spatial channels
within left VWFA-1. Those channels were independently modu-
lated by spatial attention, and as shown in the AOC (Fig. 4B) the
modest reduction caused by dividing attention was not sufficient to
prevent parallel processing.
Finally, a relatively anterior word-selective region in the left

hemisphere (VWFA-2 in the mid OTS) had properties consis-
tent with serial processing of single words after the bottleneck. It
had weaker and more homogenous spatial selectivity, its mean
BOLD response was unaffected by spatial attention, and it could
be explained by a model with only one spatial channel. Fur-
thermore, the selectivity of the single channel within left VWFA-
2 was revealed in a unique pattern of lexical frequency effects: it
was modulated by the frequency of whichever word was selec-
tively attended, and not by ignored words. This pattern mirrors
the effects of lexical frequency on task performance, showing
nearly perfect attentional selection of single words.
Despite their spatial proximity and similar category selectivity,

VWFA-1 and VWFA-2 therefore play distinct roles in the visual
word recognition system. Compared to adjacent retinotopic areas
and to VWFA-2, left hemisphere VWFA-1 is unique in having
intermingled spatial channels covering both visual hemifields.
On the basis of these findings, we propose the following model

for how information flows through the word recognition circuit
(Fig. 6). Visual signals from the retinas are first projected to
contralateral retinotopic areas. Information about the left hemi-
field in right cortex then crosses over to left VWFA-1, presumably
through the posterior corpus collosum. In the transition between
VWFA-1 and VWFA-2 (or perhaps within VWFA-2 itself), there
is a bottleneck, such that only one word can subsequently reach
higher-level language and decision areas. Spatial attention can
boost one relevant word before the bottleneck to increase the

likelihood that it is fully processed. Our data cannot determine the
specific neuronal implementation of the bottleneck, but one pos-
sibility is winner-take-all normalization (35). Further research will
refine the locus and nature of the bottleneck, which we conclude
lies downstream of left VWFA-1.

Hierarchical Processing and White-Matter Connectivity. The differ-
ences we found between VWFA-1 and VWFA-2 build on pre-
vious models of the visual word recognition system. Several
studies have concluded that the anterior portion of word-
selective VOTC is more sensitive to higher-level, abstract, lexi-
cal properties (17, 22, 24). Another research group studied how
VOTC integrates both halves of a single word that are split be-
tween hemifields (30, 36). They found that a posterior left
VOTC region (the “occipital word form area,” roughly 12 mm
posterior to our VWFA-1) represented both halves of a word but
maintained them separately. In contrast, a more anterior area
(near our VWFA-2) responded to entire words more holistically.
That is consistent with our conclusion that left VWFA-1 contains
two spatial channels while VWFA-2 contains only a single
channel. Strother et al. (30, 36) also found that the right poste-
rior region was biased for the left hemifield, which is consistent
with our finding that right VWFA-1 contained a single channel
and was especially responsive when attention was focused to the
left. Our results go further to show how this circuit responds to
pairs of whole words, and to relate the multivoxel patterns to
selective attention and task performance.
Finally, our findings align with recently discovered differences

in the tissue properties and white matter connections of VWFA
subregions (24, 37, 38). Lerma-Usabiaga et al. (24) found that a
posterior OTS region was strongly connected through the vertical
occipital fasciculus to the intraparietal sulcus, which is implicated

Fig. 6. Circuit diagram of visual processing of two words. This brain is
viewed from above, so the left hemisphere is on the left. The bubble around
the word on the right side of the display indicates that it is selectively
attended, and therefore its representation is relatively enhanced (thicker
arrows). A bottleneck (black dot) prevents the unattended word from get-
ting into left VWFA-2.
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in attentional modulations (39). The MNI position of that region
overlaps our VWFA-1. That could explain why spatial attention
modulates VWFA-1 but not VWFA-2. A mid-OTS region (near
but slightly posterior to our VWFA-2) was found to be connected
through the arcuate fasciculus (38) to temporal and frontal lan-
guage regions. Lerma-Usabiaga et al. (24) postulated that this
relatively anterior VWFA “is where the integration between the
output from the visual system and the language network takes
place.” According to the present results, that output has capacity
for only one word.

Hemifield and Hemisphere Asymmetries. Another striking aspect of
our data is that participants were much better at categorizing
words to the right than left of fixation (3, 25). One potential
explanation is the necessity of word-selective regions in the left
hemisphere, which respond more strongly to words in the right
than in left hemifield (Fig. 2B). VWFA-1 in the right hemisphere
may help process letter strings in the left hemifield (19, 20, 30).
However, we found that the left hemisphere has three advan-
tages: (i) There were more roughly three times as many voxels in
left than right VWFA-1, (ii) left VWFA-1 has two parallel
channels, one for each hemifield, and (iii) only one-third of
participants had a right VWFA-2, but all had a left VWFA-2.
Left VWFA-2 may contain the single channel through which all
words must pass on the way to left-hemisphere language regions.
That means that the right hemisphere cannot fully process a
word in the left hemifield while the left hemisphere processes
another word in the right hemifield. Moreover, single words
presented to the right hemifield evoke stronger and faster re-
sponses in the left hemisphere VWFA than words presented to
the left hemifield (19). Therefore, in our paradigm, the right
word may automatically win a competitive normalization in left
VWFA-2, blocking the left word at the bottleneck. Such a pat-
tern has been observed in macaque face-selective brain regions:
The contralateral face in a simultaneous pair dominates the
neural response (10). If left VWFA-2 behaves similarly, it could
explain why accuracy for the left word is barely above chance in
the distributed-cue condition. Focal attention can shift the bias
in that competition in favor of the left word, but only partially.

Limitations and Further Questions. There are some limits to our
interpretations. First, we were limited by the spatial resolution of
our 3- × 3- × 3-mm functional voxels. We found little evidence
for multiple spatially tuned channels in the left VWFA-2, but it is
possible that it contains subpopulations of neurons with different
spatial tuning that are more evenly intermingled than in VWFA-
1. Second, it is possible that two words are in fact represented
separately in left VWFA-2, but in channels that are not spatially
tuned. It is difficult to imagine how such an architecture would
avoid interference between the two words, given that the par-
ticipant must judge them independently and location is all that
differentiates them. Another possibility is that the core mecha-
nism of the bottleneck lies in downstream language areas that
influence BOLD activity in VWFA-2 via feedback connections.
In any case, all of these speculative hypotheses are consistent
with our primary finding that left VWFA-1 supports parallel
processing before the bottleneck.
Regarding left VWFA-1, the two-channel spatial encoding

model may seem to imply that some neurons in that region are
totally selective for the left visual field location, and others for
the right. That is uncertain; indeed, 92% of voxels in left VWFA-
1 responded more strongly to the right location than the left (SI
Appendix, Fig. S1). That is consistent with recent population
receptive field measurements in VOTC (20). However, given
that the two-channel model fit best, we suppose that many voxels
contain some neurons with receptive fields shifted far enough to
the left that, when the participant attends to the left, they are up-
regulated so left word is represented most strongly. The corre-
lation between spatial preference and selective attention effects
supports this interpretation (SI Appendix, Fig. S5).

The conclusion that retinotopic areas had no capacity limit rests
on an assumption that is common in the literature but deserves
further scrutiny. Specifically, it assumes that the magnitude of the
BOLD response is proportional to the signal-to-noise ratio of the
stimulus representation used to make the judgment (40, 41). We
found that responses in the distributed-cue condition were not
lower than in the focally cued condition. We are aware of no prior
results that could specifically explain that lack of divided attention
effect, but some studies suggest that the total BOLD signal is a
mixture of factors related to the stimulus, the percept, attention,
anticipation, arousal, and perhaps other factors time-locked to
the task (42–45). In principle, the total BOLD response in the
distributed-cue condition could have been elevated by factors re-
lated to the increased task difficulty while the strength of the
stimulus representation was actually lowered. However, no such
factors could explain the selective attention effects, which are
measured in trials with only focal cues. Our core conclusions hold
even if we exclude the distributed-cue condition.
A final caveat is that the task we used differs markedly from

natural reading. Specifically, participants fixated between two
unrelated nouns and judged them independently. This study sets
important boundary conditions for the limits of parallel pro-
cessing of two words, but future work should attempt to gener-
alize our model to conditions more similar to natural reading.

Conclusion
The experiment reported here advances our understanding of
the brain’s reading circuitry by mapping out the limits of spatially
parallel processing and attentional selection. Surprisingly, par-
allel processing of multiple words extends from bilaterial reti-
notopic cortex into the posterior word-selective region (VWFA-
1) in the left hemisphere. We propose that signals from the two
hemifields then converge at a bottleneck such that only one word
is represented in the more anterior VWFA-2. An important
question for future work is whether similar circuitry applies to
other image categories. Faces and scenes, for instance, are also
processed by multiple category-selective regions arranged along
the posterior-to-anterior axis in VOTC (7). Recognition for each
category might rely on similar computational principles to funnel
signals from across the retina into a bottleneck, or written words
might be unique due to their connection to spoken language.

Materials and Methods
Participants. Fifteen volunteers from the university community (eight female)
participated in exchange for a fixed payment ($20/h for behavioral training
and $30/h for MRI scanning). The experimental procedures were approved by
the Institutional Review Board at the University of Washington, and all
participants gave written and informed consent in accord with the Decla-
ration of Helsinki. All participants were right-handed, had normal or
corrected-to-normal visual acuity, and learned English as their first language.All
scored above the norm of 100 (mean ± SEM: 116.6 ± 2.7) on the composite Test
of Word Reading Efficiency (46). The sample size was chosen in advance of
data collection on the basis of a power analysis (SI Appendix). Three partici-
pants had to be excluded and replaced. Two were excluded before any fMRI
data collection because they broke fixation on at least 5% of trials during the
behavioral training sessions. Another was excluded after one MRI session be-
cause he was unable to finish all of the scans and failed to respond on 9% of
trials (compared with the mean of 0.7% across all included participants).

Stimuli and Task. Word stimuli were drawn from a set of 246 nouns (SI Ap-
pendix, Tables S1 and S2). The nouns were evenly split between two se-
mantic categories: “living” and “nonliving.” The words were four, five, or six
letters long, in roughly equal proportions for both categories. To estimate
the lexical frequency of each word, we averaged the frequencies listed in
two online databases (47, 48). The mean frequencies in the living and
nonliving categories were 18.6 and 14.3 per million, respectively. On each
trial, one word was selected for each side, with an independent 50% chance
that each came from the “living” category. The same word could not be
present on both sides simultaneously, and no word could be presented on
two successive trials. Masks were strings of six random constants. Words and
masks were presented in Courier font. The font size was set to 26 points
during training and 50 points in the scanner, so that the size in degrees of
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visual angle was constant. The word heights ranged from 0.54° to 0.96°
(mean = 0.78°), and their lengths varied from 2.5° to 4.2° (mean = 3.25°). All
characters were dark gray on a white background (Weber contrast = −0.85).
A fixation mark was present at the screen center throughout each scan: a black
cross, 0.43 × 0.43° of visual angle, with a white dot (0.1° diameter) at its center.

Each trial (Fig. 1A) began with a precue for 1,000 ms. The precue consisted
of two horizontal line segments, each with one end at the center of the
fixation mark and the other end 0.24° to the left or right. In the distributed-
cue condition, both lines were the same color, blue or green. In the focal-cue
condition, one line was blue and the other green. Each participant was
assigned to either green or blue and always attended to the side indicted by
that color. After a 50-ms ISI containing only the fixation mark, the premasks
appeared for 50 ms. The masks were centered at 2.75° to the left and right
of fixation and were followed by an ISI containing only the fixation mark
(duration variable across participants; discussed below). Then the two words
appeared for 50 ms, centered at the same locations as the masks. The words
were followed by a second ISI with the same duration as the first, and then
postmasks (different consonant strings) appeared for another 50 ms. After a
third ISI, the postcue appeared. This consisted of a green and a blue line,
which in the single-task condition matched the precue exactly. The line in
the participant’s assigned color indicated the side to be judged. The postcue
remained visible for 1,500 ms. During that interval the participant could
respond by pressing a button (task description below). A 450-ms feedback
interval followed the postcue: The central dot on the fixation mark turned
green if the participant’s response was correct, red if it was incorrect, and
black if no response was recorded. Finally, there was a 650-ms intertrial in-
terval with only the fixation mark visible. Each trial lasted a total of 4 s.

The two ISIs between the words and masks had the same duration. That
duration was adjusted for each participant during training to yield ∼80%
correct in the focal-cue conditions and then held constant in all conditions
(mean = 84 ± 5 ms). The duration of the third ISI, between the postmasks
and the postcue, was set such that the sum of all three ISIs was 200 ms.

The participant’s task was to report whether the word on the side in-
dicated by the postcue was a nonliving thing or a living thing. The partici-
pants used their left hand to respond to left words and their right hand to
respond to right words. For each hand, there were two buttons, the left of
which indicated “nonliving” while the right indicated “living.”

In the focal-cue condition, the precue indicatedwith 100% validity the side
to be judged on that trial. In the distributed-cue condition, the precue was
uninformative, so the participant had to divide attention and try to recognize
both words.

Main Experimental Scans. Each 6-min scan contained nine blocks of seven
trials. All trials in each block were of the same precue condition: distributed,
focal left, or focal right. During MRI scanning, there were 12-s blanks after
each block, during which the participant maintained fixation on the cross.
During behavioral training sessions, those blanks were shortened to 4 s.
During the last 2 s of each blank, the precue for the upcoming trial was
displayed with thicker lines.

Localizer Scans. We used localizer scans to define ROIs, presenting two types of
stimuli one at a time at the same locations as the words in the main experiment
(Fig. 1C). Each 3.4-min localizer scan consisted of 48 4-s blocks, plus 4 s of blank at
the beginning and 8 s of blank at the end. Every third block was a blank, with
only the fixation mark present. In each of the remaining blocks, a rapid sequence
of eight stimuli was flashed at 2 Hz (400ms on, 100ms off). Each block contained
one of two types of stimuli: words or phase-scrambled word images, all either to
the left or right of fixation (center eccentricity 2.75°). Therefore, there were four
types of stimulus blocks. Each scan contained eight of each in a random order.

The words were drawn from the same set as in the main experiment, in the
same font and size, butwith 100%contrast.We createdphase-scrambled images
by taking the Fourier transform of eachword, replacing the phaseswith random
values, and inverting the Fourier transform. Each image was matched in size,
luminance, spatial frequency distribution, and rms contrast to the original word.

The participant’s task was to fixate centrally and press a button any time
the black cross briefly became brighter. Those luminance increments occurred
at pseudorandom times: The intervals between them were drawn from an
exponential distribution with mean 4.5 s, plus 3 s, and clipped at a maximum
of 13 s. Hits were responses recorded within 1 s after luminance increment;
false alarms were responses more than 1 s after the most recent increment. An
adaptive staircase (49) adjusted the magnitude of the luminance increments to
keep the task mildly difficult (maximum reduced hit rate = 0.8).

MRI Data Analysis. We performed all analyses in individual brains, averaging
only the final parameter estimates extracted from each individual’s ROIs.

After standard initial preprocessing (SI Appendix), we analyzed functional
scans (combining across sessions) with the glmDenoise package in MATLAB
(50). The glmDenoise algorithm fits a general linear model (GLM) to the task
blocks and includes noise regressors estimated from voxels that were un-
correlated with the experimental protocol. To analyze the effects of lexical
frequency of the two words on each trial, we performed an additional
event-related GLM. It included predictors for each trial type defined by the
combination of high- or low-frequency words (e.g., left low – right low, left
low – right high, etc.) in each cue condition.

ROIs in retinotopic areas (V1–V4, VO, and LO) were defined from the
localizer data by contrasting responses to scrambled words on the left minus
scrambled words on the right. We defined each ROI as the intersection of
voxels within that retinotopic area and the voxels that responded more to
the contralateral stimuli at a conservative threshold of P < 10−6.

The VWFA ROIs were defined by the contrast of words – scrambled words,
regardless of side, with the false discovery rate q < 0.01. Voxels in all reti-
notopic regions were excluded from the VWFAs. Consistent with the
emerging view that the visual word recognition system contains two sepa-
rate regions in VOTC (at least in the left hemisphere), we separately defined
VWFA-1 and VWFA-2 for each participant and hemisphere. In both hemi-
spheres, VWFA-1 was anterior to area V4, often lateral to area VO, near the
posterior end of the OTS. VWFA-2 was a second patch anterior to VWFA-1. In
the left hemisphere, VWFA-2 was always anterior and/or lateral to the an-
terior tip of the midfusiform sulcus. Left VWFA-2 was usually also in the OTS,
although in four cases it appeared slightly more medial, encroaching on the
lateral fusiform gyrus. In a few cases, VWFA-1 and VWFA-2 were contiguous
with each other at the chosen statistical threshold for the words – scrambled
contrast. However, raising the threshold always revealed separate peaks,
and VWFA-1 and VWFA-2 were defined to be centered around those peaks.

In the right hemisphere, there were fewer word-selective voxels that met
our statistical threshold (Table 2). We found VWFA-1 in 14 of 15 participants,
and VWFA-2 in 5 of 15 participants. Three of those VWFA-2s were medial of
the OTS, on the fusiform gyrus. Previous studies have also reported less word
selectivity in the right hemisphere than in the left, and constrained to a
single region (7, 30). A representative participant’s brain is illustrated in Fig.
2A, and Table 2 lists the numbers of voxels within each ROI. The mean MNI
coordinates of the center of mass of each VWFA are listed in Table 1.

We analyzed the main experiment with GLM regressors for each type of
block: distributed cue, focal cue left, and focal cue right. Blocks with one or
more fixation breaks were flagged with a separate regressor. An average of
5 ± 1.4% of blocks were excluded in this way.

Spatial Encoding Model. For each VWFA, the two-channel model assumes that
there is one “spatial channel” for each word. Left and right channel response
strengths are denoted cL and cR, respectively. Each voxel i’s response di is a
weighted sum of the two channel responses:

di =wiLcL +wiRcR +noise.

Weights wiL and wiR describe how strongly the two channels drive each
voxel. We estimated those weights as the mean localizer scan responses to
single words on the left (which evoke channel responses cL = 1, cR = 0) and
single words on the right (cL = 0, cR = 1). That yielded a v-by-2 matrix W of
voxel weights, where v is the number of voxels, with one column for each
channel. Each condition of the main experiment produced a v-by-1vector D
of voxel responses. The spatial encoding model can then be expressed as

D=WC +noise.

Table 2. Mean (SE) numbers of voxels in each ROI

ROI Left hemisphere Right hemisphere

V1 68 (5) 68 (7)
V2 82 (8) 90 (10)
V3 129 (15) 126 (14)
V4 77 (9) 90 (9)
VO 45 (7) 50 (10)
LO 61 (15) 82 (16)
VWFA-1 56 (7) 17 (4)
VWFA-2 41 (5) 19 (5)

We were able to define each ROI in all 15 participants except right VWFA-
1 (14 of 15 participants) and right VWFA-2 (5 of 15 participants).
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Linear regression gives the best-fitting estimate of C, a 2-by-1 vector of
channel responses:

Cest =
�
WTW

�-1
WTD.

We compared that two-channel model to a one-channelmodel, inwhich each
voxel i was assigned a single weight wi,avg that was the average of its re-
sponses to left and right words in the localizer. Then there is a single channel
that responds with strength cavg, such that

D=Wavgcavg.

We estimated cavg using linear regression as well. For each model, in each
participant and each ROI, we computed the proportion of variance explained,
R2. We then adjusted each model’s R2 for the number of free parameters, p (i.e.,
the number of channels):

R2
adj = 1−

�
1−R2� * ðv− 1Þ�ðv−p− 1Þ.

See SI Appendix for more detail on the display equipment, eye tracking, MRI
data acquisition and preprocessing, retinotopy, procedure, and statistical
analyses.

Data and analysis code are publicly available online (51).
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