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Abstract

The QM/MM method has become a useful tool to investigate various properties of complex 

systems. We previously introduced the Layered Interacting Chemical Models (LICHEM) package 

to enable QM/MM simulations with advanced potentials by combining various (unmodified) QM 

and MM codes (JCC, 27, 1019). LICHEM provides several capabilities such as the ability to use 

polarizable force fields, such as AMOEBA, for the MM environment. Here, we describe an 

updated version of LICHEM (v1.1), which includes several new functionalities including a new 

method to account for long–range electrostatic effects in QM/mm (QM/MM–LREC), a new 

implementation for QM/MM with the Gaussian Electrostatic Model (GEM), and new capabilities 

for path optimizations using the quadratic string model (QSM) coupled with restrained MM 

environment optimization.
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Introduction

The Layered Interacting CHEmical Models (LICHEM) program,1 enables the use of 

unmodified quantum mechanics (QM) and molecular mechanics (MM) packages for 

QM/MM simulations. LICHEM provides a platform to perform QM/MM calculations with 

polarizable force fields such as AMOEBA,2–4 as well as several different simulation modes 

including single-point energies, frequencies, geometry optimizations, reaction path 

optimizations, and Monte Carlo simulations. The calculations are performed by interfacing 

different software packages including Gaussian,5 PSI4,6 NWChem,7 TINKER,8 and 

TINKER–HP.9 Here, we present recent improvements to our code, as well as new 

capabilities, to address several issues that may arise in QM/MM calculations.

Most QM/MM simulations are performed by neglecting the effect of long–range 

electrostatics (LRE) or are carried out using approximations such as spherical or stochastic 

boundary conditions. Several methods have been developed to take these long–range effects 

into account including the local reaction field method for empirical valence bond/molecular 

mechanics (EVB/MM),10,11 generalized solvent boundary potential (GSBP),12,13 the 

solvated macromolecule boundary potential (SMBP),14,15 the spherical solvent boundary 

potential (SSBP),16 QM/MM–Ewald,17,18 QM/MM–PME,19 Ladd lattice summation,20 

shifting–switching function,21–24 among others. We have recently introduced the QM/MM 

long range electrostatic correction (QM/MM–LREC),25,26 which uses a smoothing function 

coupled with the minimum image convention approach to smoothly decrease the 

electrostatic interactions and forces to zero at the cutoff radius.

The use of polarizable/multipolar potentials such as AMOEBA2–4 in QM/MM simulations 

provides an improvement on the description of the MM environment. However, some issues 

still remain, including (but not limited to) possible over–polarization of the QM wave-

function27 and loss of anisotropy and errors related to charge penetration effects.28,29 We 

have recently reported a proof–of–principle implementation in LICHEM for QM/MM 

simulations using our Gaussian Electrostatic Model (GEM).30–35 GEM is a density–based 

polarizable force fields that uses Hermite Gaussians to reproduce the molecular electronic 

density of individual fragments, and includes separate terms for Coulomb, exchange–

repulsion, polarization, charge–transfer, and dispersion. We have recently developed an 

initial implementation of QM/GEM in LICHEM that provides the ability to employ GEM 

for the MM environment.36

One of the main applications of QM/MM simulations is to investigate the kinetics of 

chemical processes. To this end, it is useful to determine the minimum energy paths (MEPs) 

and transition states (TSs) associated with the desired processes. A popular group of 

methods to determine MEPs on a potential energy surface (PES) is the so–called chain–of–

replica family. These methods rely on the knowledge of two minima on the PES (e.g. 

reactant and product). Based on these points, it possible to create a series of images 

(replicas) connecting the two end–points and use the relation between the gradient of the 

energy and the tangent to the path to optimize the MEP.
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One widely used method to determine MEPs is the nudged elastic band (NEB) method.37 

NEB is a first order method that uses a ”spring” between adjacent images (replicas of the 

system), to maintain them equidistant along the path and the path is minimized in the 

direction perpendicular to the spring force. Burger and Yang introduced the quadratic string 

method (QSM), where each point on the MEP is minimized in a downhill direction 

perpendicular to the path using a quadratic surface, which is approximated by a damped 

BFGS updated Hessian and the integration is done by an adaptive step-size method (N-order 

Runge-Kutta).38 This method has the advantage that it is independent of the integration step-

size and the spring constant, and it can be used in reactions with multiple barriers.

One more issue that can arise in path optimization calculations involves the initial guess for 

the structures along the path (i.e. the chain–of– replicas). This initial guess is generally 

obtained by performing a simple linear interpolation between the two local minima (e.g. 

reactant and intermediate/product). When this approach is performed in a QM/MM system, 

the interpolation is usually done only for the QM region, whereas the environment atoms in 

the MM region is generally approximated by the environment from one of the two local 

minima, and is replicated for all the images. This approximation of the MM environment 

may result in path discontinuities in early iterations, especially if overlapping atoms exist 

within the intermediate structures or if multiple MEPs exist between the endpoints.39–41

In the restrained environment optimization approach, the initial path is iteratively 

minimized, first optimizing the QM atoms with QSM followed by the restrained 

optimization of the environment using a truncated Newton method.40,42 In the MM 

optimization, the environmental atoms are under restrain constants, which are gradually 

removed in each internal cycle, until all restraints are removed.39

In this new update, LICHEM v1.1, we include four major capabilities: the long–range 

electrostatic corrections (QM/MM–LREC) approach,25,26 the QM/GEM implementation,36 

the Quadratic string method (QSM)38,43 for determining minimum-energy path, and the 

Restrained environment optimization. 39,40,42 In addition, we have included other minor 

improvements to LICHEM such as the capability to freeze QM atoms in QM/MM 

optimizations, the ability to specify particular QM atoms involved in the QSM or NEB 

calculations (to better describe the degrees of freedom involved in the elementary reaction 

step39), additional flexibility for QM/MM optimizations by enabling the use of specific 

energy and force tolerances for both QM and MM regions, and a debug option to save all 

output files from the QM and MM software.

The paper is organized as follows, in the next section (Methodology), we introduce a 

description for the new algorithms and approaches implemented in LICHEM. Given that the 

implementation details for LREC can be found elsewhere,25,26,36 and the QM/GEM 

implementation36 is in the initial stages (the full implementation with pmemd.gem will be 

we reported in a forthcoming report), we will only provide a brief overview, and concentrate 

on the new implementation of the quadratic string method and the restrained environment 

optimization, and how they were incorporated into LICHEM QM/MM scheme. 

Subsequently, results and discussion are presented on two model systems: a double proton 
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transfer between two aspartic acids, and the path optimization for the reaction mechanism of 

N-tert-butyloxycarbonylation of aniline in [EMIm][BF4], followed by concluding remarks.

Methodology

QM/MM Long–range electrostatic correction

Our recently developed algorithm to include long–range electrostatic (LRE) effects, 

QMMM–LREC, relies on the use of a smoothing function to scale the electrostatic potential 

(coupled with the minimum image convention where needed) based on the distance between 

the atoms.25,26 This approach smooths the electrostatic potential and forces until they are set 

to zero at the cutoff radius and has been designed to produce energies and forces in good 

agreement with PME.

The smoothed Coulomb potential resulting from the LREC method, Vij,lrec, is given by

V i j, lrec ri j = f ri j′ , s
qiq j
ri j

, (1)

where

f ri j′ , s = 1 − 2ri j
′3 − 3ri j

′2 + 1 s , (2)

and

ri j′ = 1 −
ri j
Rc

. (3)

The function f in Eq. 2 is the LREC smoothing function and s is an adjustable integer 

exponent. The LREC exponent and cutoff can be adjusted to control the convergence, cost, 

and accuracy of the method. In general, QMMM–LREC shows energies and forces in good 

agreement with PME with a cutoff ≥ 20 Å.25,26 In addition, the LREC smoothing function 

can be combined with other LRE methods such as PME, as well as used for multipolar 

potentials. 26

QM/MM simulations with GEM

The combination of QM and MM descriptions can lead to issues of over-polarization at the 

QM/MM boundary. One possibility to ameliorate this issue is to employ a continuous 

description of the charge density on the MM environment. The Gaussian Electrostatic Model 

(GEM) is a force field based on frozen molecular densities that can be used to represent the 

MM environment, as we have recently reported.36 In our first proof–of–principle 

implementation, the total energy of the system in QM/GEM calculations is expressed by:
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ETot = EQM + EGEM + EQM /GEM, (4)

where the last term in the left hand side of Eq. 4 denotes the QM/MM inter–molecular 

interactions. This last term can be separated as follows:

EQM /GEM = ECoul
QM /GEM + Eexch

QM /GEM + Epol
QM /GEM + Edisp

QM /GEM, (5)

where ECoul
QM /GEM, Eexch

QM /GEM, Epol
QM /GEM, and Edisp

QM /GEM correspond to the Coulomb, 

exchange–repulsion, polarization and dispersion interactions between the two subsystems 

respectively. In our recent implementation, the first two terms (Coulomb and exchange–

repulsion) are explicitly included in the effective Hamiltonian.36 As mentioned above, this 

initial implementation is only at the experimental stages and thus is not included in the 

release version of LICHEM. The QM/GEM implementation including the use of 

pmemd.gem34,44 will be reported in a forthcoming contribution.

Quadratic string method

The new version of LICHEM also includes an implementation of QSM for reaction path 

optimizations in order to address convergence and efficiency issues. The method eliminates 

the need for an artificial spring constant, and does not require a predetermined step size. 

Instead, the surface and the trust radius of the approximate Hessians are updated at the end 

of each iteration.

The details of the QSM algorithm can be found in the work of Burger and Yang.38 Briefly, in 

the QSM implementation available in LICHEM, the QSM algorithm starts with the 

calculation of energies and gradients of all beads that are provided by the user. The 

approximate Hessians (Hk) that were constructed with the gradients in the initial step are 

then updated with the damped Broyden-Fletcher-Goldfarb-Shanno (DBFGS) algorithm;

Hi + 1 = Hi −
Hiδi δi THi

δi THiδi
+

ri ri T

ri Tδi
(6)

where i represents the iteration number. The δi and ri in Eqn. 6 are defined as;

δi = xi + 1 − gi (7)

ri = θiγi + 1 − θi Hiδi (8)
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with γi and θi as;

γi = gi + 1 − gi (9)

θi =

1, if δi Tγi > 0.2 δi THiδi

0.8 δi THiδi

δi THiδi − δi Tγi
, otherwise

(10)

The update of Hk is followed by the update of the trust radii using the energy as a merit 

function;

ρ =
Ek

i + 1 − Ek
i

1
2dxk

THk
i dxk + dxk

Tgk
i (11)

where k represents the respective bead and ρ is used to compute how close the merit 

function is to the expected value. After the computation of the new trust radii, the path is 

integrated by using Runge–Kutta explicit 4/5 integration scheme with Cash–Karp 

parameters. The integration is performed until a bead reaches its trust radius, or the 

calculation is converged. The beads are redistributed if necessary by using a polynomial 

interpolation scheme.38 In our QSM implementation, the projection of the gradients, and the 

redistribution of the beads are performed by taking only the coordinates of the “active” 

atoms into consideration (see below). If no “active” atoms are specified, all atoms in the QM 

subsystem are considered as active.

A flowchart of the QSM algorithm implemented in LICHEM is depicted in Figure 1. Briefly, 

after the calculation of initial energies and gradients, a QM optimization is performed where 

the reaction path is updated in every QM step (minor iteration). QM iterations are finalized 

when convergence is achieved or the maximum number of QM steps is reached. If the 

desired calculation type is QM/MM, an MM optimization is performed. Calculations are 

carried out until convergence is achieved or the maximum number of optimization steps is 

reached (major iteration). In our implementation, calculations are performed with frozen 

ends, meaning that the optimization is performed only for the beads between the reactant 

and the product. Thus, the choice of the reactant and the product beads will have a great 

impact on the computed MEP.

Restrained MM path optimizations

If the initial guess for the reaction path optimization is generated using the LICHEM path 

utility, beads are generated by performing a linear interpolation only for the atoms in the 

QM region. Atoms located in the MM region are assigned the same coordinates as the MM 

subsystem of the reactant structure for all beads except for the product bead. However, this 
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approximation may not be an appropriate choice if the MM environment between the 

reactant and product are significantly different, which can lead to path discontinuities during 

the QM/MM path optimization.39,40 This obstacle can be overcome by performing a 

restrained MM optimization in the initial stages of the path optimization. At each subsequent 

iteration, the restraints are reduced until no restraints are left.39,40

We have included a version of this restrained MM path optimization approach for QSM path 

optimizations. In this implementation, the number of restrained MM iterations is defined by 

the initial force constant in kcal mol−1 Å−2 for the harmonic restraint potential. After every 

MM optimization with restrains, the force constant is reduced by half. The updated force 

constant is used in the following QSM iteration. The positions of the MM atoms are 

restrained in every QSM iteration until the force constant is < 2 kcal mol−1 Å−2. When the 

new force constant is < 2kcal mol−1 Å−2, the restrain position switch is turned off to perform 

MM optimizations without restrains in the following QSM steps (macro iterations). For 

instance, if the initial force constant, k, is defined as 100 kcal mol−1 Å−2, the number of 

restrained MM iterations will be 6 (k=100, 50, 25, 12, 6.25, and 3.125 kcal mol−1 Å−2). 

After the restrained MM iterations are finished (force constant is < 2), the MM optimizations 

are performed without restrains for at least two QSM iterations.

The QSM version in LICHEM has been also developed using a hybrid–parallel paradigm. 

Given that the codes used for the QM and MM calculations for each bead can be performed 

in parallel using the native parallelization of the specific code (OpenMP, MPI, cuda, etc), it 

is possible to add a hybrid parallelization scheme where the QSM optimization algorithm is 

further parallelized such that each bead may distributed to a separate compute resource as 

assigned by the user.

The hybrid–parallel QSM algorithm in LICHEM is implemented with the use of the MPI 

library. Here, the reactant bead is always owned by the first processor/node, while the 

product bead is always owned by the last processor/node. The remaining beads are then 

distributed in a cyclic manner. Calculations for reactant and product beads are performed 

only in the first optimization step since the QSM algorithm requires frozen ends.

Therefore, the best load balance in QSM calculations (with odd number of beads) is 

achieved when

N procs = Nbeads − 2 (12)

where Nprocs is the total number of MPI cores (processor/node), and Nbeads is the total 

number of beads. During QSM calculations, each processor/node performs QM and MM 

calculations for the beads that they own (force calculations). After the forces are computed, 

the information is collected to the first processor which then computes the new path. Before 

every macro and micro iteration, first processor that owns all of the information distributes 

the new information (path, forces, switches etc.) to the remaining processors/nodes.

In addition to the inclusion of the new algorithms, several minor improvements have been 

introduced for performance and/or accuracy. These include added flexibility for convergence 
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parameters in QM/MM optimization procedures by enabling user–defined maximum 

number of iterations, convergence parameters for deviation of the atomic coordinates, root 

mean square (RMS) force, and maximum force. Additional improvements involve an option 

to save all of the outputs from QM and MM software packages, the capability to freeze QM 

atoms in QM/MM optimizations, and an option to specify specific QM atoms involved in the 

reaction path optimization algorithms.

Computational Details

This subsection presents selected cases to test the new utilities in LICHEM, in particular the 

new path optimization options. As explained above, the LREC and QM/GEM 

implementations have been described in detail previously,25,26,36 and thus specific examples 

will not be provided here. All calculations were performed on a cluster based on individual 

nodes containing 20 core Intel SkyLake (E5–2660@2.6GHz) with 128 GM of memory and 

InfiniBand 56 mbps fully non-blocking interconnect (for the parallel calculations).

In order to compare NEB and QSM capabilities in LICHEM, we have conducted 

calculations for two reactions. The first reaction involves a double proton transfer between 

the side chains of two aspartic acids (di–Asp). This reaction is chosen in order to test the 

effect of different convergence criteria, to compare computed MEPs, and the required times 

for computation by NEB and QSM algorithms (this model system had been previously 

employed).26 The second test case involves the calculations of the rate limiting-step for the 

reaction mechanism of the N-tert-butyloxycarbonylation of aniline in [EMIm][BF4] using 

QM/AMOEBA, which as been previously reported.45

Double proton transfer in a model di–Asp system—The di–Asp test case has been 

carried out using the Gaussian 09 program package5 for energy and gradient calculations for 

the QM region, and TINKER8 for MM optimizations. The QM calculations are performed 

using ωB97}D level of theory using 6–311G(d,p) basis for atoms in the QM region, and 

pseudobonds for the boundary atoms. 46 The total number of beads for the path is set to 9 

and the initial guess for the path was generated using the path utility in LICHEM. The 

optimization conditions for NEB and QSM calculations are set to be same. Optimizations 

are performed only for the beads between reactant and product. The maximum number of 

NEB/QSM iterations (macro iterations) was set to 10, while the maximum number of QM 

steps (micro iterations) was set to 25. The tolerance for the deviation of the atomic positions 

for the QM atoms was set to 0.001 Å. Three different combination of tolerance values for 

the maximum force and the RMS force were tested. The combination of these criteria are 

depicted in Table 1. For the NEB calculations the RMS force tolerance for the MM 

optimization was set to 0.1 kcal/Å, The spring constant was set to 1 eV/Å2, and the 

maximum step size and step scale factor were set to 0.1Å and 0.5 respectively. All 

calculations involved 14 QM atoms (with 6 active atoms involved in the reaction), 2 

pseudobonds, 10 boundary atoms, and 24 MM atoms as depicted in Figure 2.

The parallel implementation of QSM was tested with the same di–Asp model system 

solvated in a box containing 31981 water molecules using the polarizable AMOEBA force 

field.2–4 Calculations were performed with frozen ends using 7 nodes in order to obtain an 
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optimal load balance. The distribution of the beads are depicted in Figure 3. Each node was 

set up to own one bead except the reactant and the product beads which were owned by the 

first and the last node respectively.

The same QM and MM subsystem definitions were employed for the solute as in gas phase 

calculations (see Figure 2), and all the solvent molecules were described by the MM 

environment. The QM region was calculated using the Gaussian 16 program package,47 at 

the HF/6–311G(d) level. The convergence criteria for the QM calculations were defined as 

0.025 Hartree/bohr, 0.05 Hartree/bohr and 0.0lÅ for RMS force, maximum force, and the 

deviation of atomic positions respectively. The RMS force tolerance for the MM 

optimization was set to 0.1 kcal/Å. The LRE effects were taken into account using LREC 

with a cutoff radius of 25Å. Two different scenarios were taken into account for the 

calculations using QSM; calculations without restrains on MM atoms, and calculations with 

positional restrains on MM atoms for a certain number of macro iterations (see Figure 1). 

The initial force constant for calculations using restrains on positions was defined as 100 

kcal mol−1 Å−2 leading to a total number of 6 pre-iterations. The same system is also 

investigated with the serial NEB algorithm using the same spring constant, maximum step 

size, and step scale factor as in gas phase calculations.

Rate-limiting step in the N-tert-butyloxycarbonylation of aniline in [EMIm][BF4]
—Some of us have previously studied the N-tert-butoxycarbonylation of aniline in a 

water/IL mixture.45 Here, we present one of the proposed reaction mechanisms 

(configuration 1, nearby IL ion pair). This reaction mechanism corresponds to the 

nucleophilic attack by the aniline to the carbonyl of one of the Boc groups, without the 

simultaneous formation of CO2.

Details of the parameter determination and system setup for the simulations have been 

described previously.45 All the QM/MM calculations were performed using LICHEM.1 The 

QM region (149 atoms) was calculated at the ω97XD/6–31G(d) level. The MM region 

(26,688 atoms) was modeled using the AMOEBA force field.2–4 LRE effects were taken 

into account using LREC,26 with an LREC exponent of 2 and a cutoff radius of 20 Å ( see 

Ref.45 for details). The initial guess for the MEP was obtained by a linear interpolation 

between the reactant and product structure using 7 beads (Figure 4) using the path utility in 

LICHEM.

The QSM–parallel implementation was used to minimize the path and approximate the TS 

structure. The maximum number of QSM iterations (macro iterations) was set to 15, and the 

maximum QM iterations was set to 50 (micro iterations). The tolerances for the simulation 

were set to: QM RMS deviation: 0.001 Å, QM RMS force: 0.005 EH/Bohr, QM max force: 

0.025 EH/Bohr, MM RMS deviation: 0.2 Å, MM RMS force: 0.2 kcal mol−1 Å−2. The path 

was optimized using the restrained MM optimization method described above, starting with 

an initial restraint on the MM atoms of 100 kcal mol−1 Å−2. Additionally, the same initial 

MEP was optimized without the contribution of the polarization term from the AMOEBA 

force field,2–4 using the same optimization criteria previously described, to qualitatively 

investigate the effect of the contribution of the polarization term from the MM environment 

for this system.
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Results and Discussion

Double proton transfer in a model di–Asp system

Reaction path optimizations were performed using both the NEB and QSM algorithms in 

serial in order to asses the new path optimization utilities implemented in LICHEM. 

Inclusion of new convergence criteria enabled us to perform calculations with different 

tolerance values. The effect of the convergence criteria on the final path, and on the total 

wall time wass studied by performing calculations with tight, moderate, and loose tolerance 

values.

The double proton transfer reaction of di-Asp case was studied using seven intermediate 

structures, which were optimized throughout the calculations. The results obtained with 

NEB and QSM algorithms are depicted in Figure 5.

The computed relative energies of every bead along the reaction coordinate for the di–Asp 
system are similar regardless of the chosen path optimization algorithm. In addition, the 

relative energies of any corresponding bead differ from each other at most 0.001 kcal mol−1 

using different convergence criteria. These results suggest that the optimization of this 

double proton transfer reaction path is not significantly affected by the convergence criteria. 

However, it should be noted that a very tight or a very loose convergence criterion may alter 

the final reaction path, especially for larger systems. Thus, a moderate convergence criteria 

would be sufficient for small systems such as the di-Asp model system. In case of larger 

systems that involves hundreds of atoms, using a slightly tight convergence criteria with high 

number of QM iterations and/or high number of path optimization steps will provide more 

reliable results (see below).

The locations of the optimized beads along the reaction coordinate are almost the same with 

the NEB and QSM algorithms. However, the computed relative energies of the beads are 

slightly different from each other regardless of the convergence criteria. It is observed that 

the NEB algorithm results in slightly higher relative energies than QSM. The largest 

difference is approximately 0.58 kcal mol−1 for bead 6 which is located after the transition 

state structure, bead 5 (see Figure 5). Both algorithms found a slightly more stable reactant 

structure (bead 2) that has a relative energy of −0.47 kcal mol−1 and −0.38 kcal mol−1 with 

QSM and NEB respectively. Furthermore, the activation energy barrier for the double proton 

transfer in di-Asp case found almost same with QSM and NEB algorithms, 7.02 kcal mol−1 

and 7.03 kcal mol−1 respectively.

Total wall times for QSM and NEB using the three convergence criteria are computed and 

are depicted in Figure 5. It is observed that NEB requires more time relative to QSM 

algorithm for all convergence criteria. The reaction path optimization with NEB is found to 

require 10 micro iterations and 2 macro iterations. Conversely, for QSM the MEP is 

converged in 7 micro iterations and 2 macro iterations The total wall time for QSM is 

approximately 0.31 hours regardless of the convergence criteria. Conversely, NEB required 

approximately 0.06 hours (3.6 min) more than QSM. Wall time for MM optimization was 

about 0.03 hours (1.8 min) regardless of the convergence criteria for both algorithms. As 

expected, the most time consuming part of the reaction path optimization is the QM 
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subsystem optimization. It is observed that even with a small number of QM atoms, QSM is 

approximately 18% faster relative to NEB.

The parallel implementation of QSM was investigated for the same test system including 

explicit solvent. Specifically, the di–Asp system was embedded in a 90 Å3 box of 

AMOEBA2–4 water. The QSM calculations were performed both with and without restraints 

on the MM atoms. The reaction path for the solvated system was also calculated with NEB 

for comparison. The results are depicted in Figure 6. The energy barrier for the di–Asp 
system was found to be 25.4 kcal mol−1, 20.0 kcal mol−1, and 19.2 kcal mol−1 using the 

QSM algorithm without restrained MM optimization, NEB (climbing image in serial), and 

QSM with restrained MM optimization (parallel) respectively. The paths obtained with QSM 

with restrained MM, and NEB give similar relative energies for the first half of the reaction 

(beads before the TS). However, the path is slightly steeper after the transition state with 

NEB than with QSM. The use of restraints on the MM region in the initial stages of the path 

optimization result in an optimized MEP with a corresponding activation energy that is 

about about 6.2 kcal −1 lower compared with the QSM calculations without the restrained 

MM optimization.

The lower barrier for the QSM path with restrained MM is most likely due to a better 

convergence of every image to the MEP. The initial guess for every image along the path in 

all cases is obtained by a linear interpolation of the QM degrees of freedom (DOF), while 

the MM DOF for every image are approximated by the MM coordinates of one of the end–

points. Thus, the MM environment for the images that are further away from the end point 

used to approximate the MM environment will not have an MM environment that is close to 

the minimum. The use of restraints in the initial stages allows for a smoother convergence of 

the MM DOF especially for the images that are far from the minimum.

The restrained MM optimization approach is useful in cases where the MM environment for 

the images along the path is not optimal. In our experience, this is observed for elementary 

steps. In cases where the MEP is comprised of several elementary steps, as in the case of the 

reaction catalyzed by TET2,48 although it is theoretically possible to optimize the full path 

from the reactant to the final product, the MM environment is significantly different between 

the two end points. In these cases, even the use of the restrained MM might be useful only to 

an extent and path discontinuities can arise. A possible alternative is to separate every 

elementary step of the path, optimize the critical points and perform separate MEP 

optimizations.

The wall time for QSM was about 8 hours without the restrained MM optimization. 

Applying restrains on the MM region for 6 iterations (reducing them at each iteration) in 

QSM increased the total wall time for the calculation by about 16 hours. The wall time for 

NEB was found to require almost twice as much time to obtain a converged path relative to 

QSM with restrained–MM. Most of the time was spent for the calculations involving MM 

region. The time required for the system calls is around 1 hour longer in QSM than in NEB. 

This is due to the calls by the MPI library for the communications between 7 nodes. The 

increase of the total number of macro and micro iterations when restrains are applied to the 

MM region (8 macro and 27 micro iterations) did not increase the wall time for the system 
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calls relative to the QSM calculations without restrained MM (2 macro and 7 micro 

iterations). Taken together, these results suggest that the use of the hybrid-parallel scheme in 

QSM coupled with the restrained MM optimization during the initial stages of the 

calculation provides an efficient strategy for path optimization.

Rate-limiting step in the N-tert-butyloxycarbonylation of aniline in [EMIm][BF4]

The second test system used to investigate the performance of the new QSM investigation is 

the rate limiting step for one selected configuration (configuration 1) of the N-tert-

butyloxycarbonylation of aniline in a mixture of [EMIm][BF4]/water.45 This step involves a 

concerted nucleophilic attack by the aniline coupled with release of carbon dioxide. For the 

aniline nucleophilic attack, the calculated energy barriers with explicit polarization using 

NEB, QSM without restrained MM and QSM with restrained MM were 24.08 kcal mol−1, 

21.08 kcal mol−1 and 18.35 kcal mol−1 (Figure 7), respectively. On the other hand, the 

energy barriers without explicit polarization using NEB, QSM without restrains and QSM 

with restrains were 35.97 kcal/mol, 30.43 kcal/mol and 29.89 kcal/mol (Figure 8), 

respectively.

The large energetic differences (approx. 10 kcal/mol in all cases) are due to the lack of the 

polarization component, which results in the rearrangement of solvent molecules in the MM 

environment,1,45 which is comprised by highly polarizable monomers49 (water and [EMIm]

[BF4]). The MM optimizations with restrains result in a decreased of the energy barriers for 

both cases: 2.72 kcal/mol with polarization and 0.54 kcal/mol without polarization (Figures 

S2 and S3). Additionally, the MEP found using QSM with and without restrains result in 

product (and reactant without polarization, Figure 8) structures with lower relative energy; 

these behaviour is characteristic of QM/MM simulations without the inclusion of thermal 

and entropic effects.

A comparison for the total wall time employing NEB, QSM without restrains and QSM with 

restrains for both cases is depicted in figures S4 and S5 (see supporting information). In 

general, the NEB and QSM calculations with restrains for both cases required a similar total 

wall time; in contrast, the QSM optimization without restrained MM took between 36–38% 

of the total wall time of the QSM calculations with restrained MM.

Conclusions

The new version of LICHEM provides several new algorithms and improvements including 

methods to address long–range electrostatic effects via the QM/MM–LREC approach, and 

new path optimization methods including QSM. The ability to perform restrained MM 

environment optimizations during the initial cycles of the QM/MM path optimization 

procedure provides a more robust procedure for path optimization of high–dimensional 

systems. Additional improvements for path convergence and selection of specific degrees of 

freedom related to the reaction process provide increased performance and accuracy. Two 

test cases have been presented to test the new path optimization capabilities with an 

observed reduction of 15–20% in computational time. LICHEM is available free of charge at 

https://github.com/CisnerosResearch/LICHEM.
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Figure 1: 
Flowchart of QSM algorithm implemented within LICHEM.
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Figure 2: 
The QM (red), MM (gray), boundary (blue), pseudo (green), and active (light orange) atoms 

during NEB and QSM path optimizations for di–Asp test case.
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Figure 3: 
Distribution of 9 beads among 7 nodes in parallel QSM calculations. Each bead is depicted 

alphanumerically (Bbead_number) and is represented with different colors of circles except the 

frozen ends. The reactant (R) and the product (P) beads are depicted with gray circles. Each 

node, consisting 20 CPU cores, is depicted alphanumerically (Nnode_number) and represented 

with squares.
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Figure 4: 
Optimized reactant (a) and product (b) QM regions for the N-tert-butyloxycarbonylation of 

aniline. Atoms are colored by: C-gray, O-red, N-blue, H-white, B-pink, F-cyan.
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Figure 5: 
Relative energies that are obtained by NEB (blue, square) and QSM (red, circle) along the 

reaction coordinate (left), and total wall time required for the optimization in hours (right). 

Different convergence criteria are depicted in different rows. Reactant, product and the 

optimized structures (beads) are represented with filled dots.
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Figure 6: 
Relative energies obtained by NEB (blue, square) and QSM (red, circle), and QSM using the 

restrained–MM method (green, triangle) along the reaction coordinate (left), and total wall 

time required for the optimization in hours (right). Reactant, product and the optimized 

structures (beads) are represented with filled circles. The wall time for MM calculations, 

QM calculations, and for system calls are depicted above the wall time bars (right).
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Figure 7: 
Minimum energy path for the aniline nucleophilic attack, with explicit polarization.
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Figure 8: 
Minimum energy path for the aniline nucleophilic attack, without explicit polarization.
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Table 1:

Convergence criteria for the QM steps (micro iterations). RMS and MAX force tolerances are given in 

Hartree/Bohr while the deviation of the atomic positions are in Å.

Tolerance Atomic Positions RMS Force MAX Force

Tight 0.001 0.0025 0.015

Moderate 0.001 0.0250 0.015

Loose 0.001 0.0250 0.150

J Chem Theory Comput. Author manuscript; available in PMC 2020 May 14.


	Abstract
	Graphical TOC Entry
	Introduction
	Methodology
	QM/MM Long–range electrostatic correction
	QM/MM simulations with GEM
	Quadratic string method
	Restrained MM path optimizations
	Computational Details
	Double proton transfer in a model di–Asp system
	Rate-limiting step in the N-tert-butyloxycarbonylation of aniline in [EMIm][BF4]


	Results and Discussion
	Double proton transfer in a model di–Asp system
	Rate-limiting step in the N-tert-butyloxycarbonylation of aniline in [EMIm][BF4]

	Conclusions
	References
	Figure 1:
	Figure 2:
	Figure 3:
	Figure 4:
	Figure 5:
	Figure 6:
	Figure 7:
	Figure 8:
	Table 1:

