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ABSTRACT
Molecular mechanisms that inform heterochronic adaptations of neurogenesis in Homo sapiens
remain largely unknown. Here, we uncover a signature in the cell cycle that amplifies the
proliferative capacity of human neural progenitors by input from microRNA4673 encoded in
Notch-1. The miRNA instructs bimodal reprogramming of the cell cycle, leading to initial synchro-
nization of neural precursors at the G0 phase of the cell cycle followed by accelerated progression
through interphase. The key event in G0 synchronization is transient inhibition by miR4673 of
cyclin-dependent kinase-18, a member of an ancient family of cyclins that license M–G1 transition.
In parallel, autophagic degradation of p53/p21 and transcriptional silencing of XRCC3/BRCA2 relax
G1/S cell cycle checkpoint and accelerate interphase by ≈2.8-fold. The resultant reprogrammed
cell cycle amplifies the proliferative capacity and delays the differentiation of human neural
progenitors.
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Introduction

Remarkable adaptations of human neurogenesis
within the primate order despite minimal genomic
innovation remain hard to explain. The proteomic
homology of human and chimpanzee is estimated to
be >99% [1] and the corresponding genomic homol-
ogy is >95% [2]. Despite such remarkable genomic
and proteomic similarities, the ontogeny of human
brain diverges significantly from that of other pri-
mates. One aspect of brain development that shows
characteristic interspecies differences is the timespan
of neurogenesis [3]. Humans benefit [4,5] from the
neuroplasticity and enhanced learning capacity pro-
vided by a protracted ontogeny [3]. Due to the pro-
longed development, interactions with external
stimuli can enrich the postnatal wiring of the human
brain as opposed to the predominance of intrinsic self-
organization in other primates. It is likely that the
protracted neurogenesis in human is induced by het-
erochronic reprogramming. Heterochrony refers to
the evolution of complex morphological traits pro-
pelled by changes in the temporal dimension of onto-
geny [6]. In axolotl, for example, the heterochronic
reprogramming of ontogeny uncouples accelerated

sexual maturity from metamorphosis [7]. The resul-
tant heterochronic phenotype, such as retention of
gills, enables axolotl to occupy deeper aquatic habitats.
Heterochronic reprogramming of development
occurs by rewiring the signaling cascades and requires
minimal genomic innovation.Given thehigh genomic
homology in the primate lineage, it was curious to
know the molecular mechanisms that efficiently
reprogram the temporal dimension of human neuro-
ontogeny and amplify the proliferative capacity of the
brain. Unraveling such a mechanism not only would
shed light on aspects of the human evolutionary jour-
ney but may also provide clues regarding pathologies
such as neurodegenerative disorders that affect the
human nervous system.

While heterochronic regulators of neurogenesis in
human remain equivocal, regulation of developmen-
tal clock in nematodes has been extensively studied.
In nematodes, the developmental clock is effectively
reprogrammed by a restricted group of small tem-
poral microRNAs [8,9]. For example, the first larval
stage (L1) of Caenorhabditis elegans hermaphrodite
may be repeated or entirely skipped under instruc-
tion from lin-4 and lin-14/lin-28 microRNAs,
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respectively [10]. Modulation of the cell cycle by the
latter microRNAs is key to the heterochronic regula-
tion of larval cell fates. To induce heterochrony,
activity of lin-14 and lin-28 at larval stage 1 delays
entry into G1 phase of cell cycle and inhibition by
lin-4 of lin-14/lin-28 reverses this effect by short-
ening G1 [10]. Regulation of cell cycle by
microRNAs is not limited to nematodes. In
Drosophila, the heterochronic bantam gene encodes
a potent microRNA that stimulates cell proliferation
and prevents apoptosis and hence promotes tissue
growth [11]. Notably, reprogramming of the cell
cycle is known to instruct evolutionary adaptations
of the central nervous system of primates [12]. In
particular, a short G1 phase is proposed to drive areal
specialization during corticogenesis [13]. The
abridged G1 signature suggests a potential involve-
ment of upstream temporal microRNAs in hetero-
chronic regulation of human neurogenesis, similar
to lin-4 signaling in C. elegans. This scenario is
potentially attractive as limited mutational changes
are required to propel the evolution of mature
microRNAs that induce major heterochronic adap-
tations. This is because microRNAs interact with
various targets (≈200–300) leading to efficient rewir-
ing of major developmental signaling cascades [6].

Herein we dissect the molecular blueprint of a
key heterochronic cascade in human neurogenesis
that is accessed by microRNA4673, encoded in the
intron 4 of human Notch-1 [14]. The miRNA
amplifies the neurogenic potential of notch-1 by
reprogramming of the cell cycle of neural progeni-
tors. The reprogrammed cell cycle enhances pro-
liferative capacity and delays differentiation of
human neural progenitors.

Materials and methods

All chemicals were purchased from Sigma–Aldrich
Inc. unless stated otherwise. All primers were pur-
chased from IDT DNA.

Immunohistochemistry

After blocking in incubation buffer containing 0.1
M phosphate-buffered saline, 1% BSA, 0.1%
Tween-20, and 5% normal goat serum (for detec-
tion with rabbit Abs) or 5% normal rabbit serum
(for detection with mouse Abs) for 40 min,

sections were incubated with the primary antibo-
dies overnight at 4°C and secondary antibodies for
1 h at room temperature. Specificity controls were
carried out by incubating sections with rabbit or
mouse IgG negative control antibodies.

Transmission electron microscopy

For transmission electron microscopy (TEM) analy-
sis, cells were fixed in Karnovsky’s fixative for 4 h at
room temperature followed by post-fixation in OsO4

for 1 h. Preparations were dehydrated in graded alco-
hols and embedded in low viscosity resin (TAAB
Laboratory and Microscopy, United Kingdom).
Ultrathin sections were mounted on Pioloform/for-
mvar-coated slot grids, stained in uranyl acetate and
lead citrate, and examined in a Phillips CM120
BioTWIN electron microscope.

Immuno-gold labeling

Cells were fixed with 4% paraformaldehyde (PFA)/
0.1% glutaraldehyde in 0.1 M PBS for 2 h at room
temperature. Immuno-gold labeling was per-
formed using the Leica IGL processor (Leica
Microsystems). After washing with PBS, sections
were exposed to anti-rabbit IgG antibody conju-
gated with colloidal gold particles of 10-nm dia-
meter (Biocell International, Medford, MA),
diluted with PBS (1/40), for 2 h at room tempera-
ture. Specificity controls were carried out by incu-
bating sections with rabbit IgG negative control
antibody.

Cell culture

Human brain pericytes, with a demonstrated neural
differentiation capacity [15], were purchased from
ScienCell (Carlsbad, CA). DMEM/F12 supplemen-
ted with 10% fetal calf serum, recombinant human
FGF-2 20 ng/mL (R&D Systems, 233-FB) and
Antibiotic-Antimycotic (100X, Life Technologies)
were used for culturing the neural progenitors for
analysis of mitotic cycle. Cells were passaged every
24 h at 70–80% confluence stage. Experiments were
performed at passages 8–10 [15].

Induction of neural differentiation

To differentiate neural progenitors, cells were cul-
tured in differentiation medium containing
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Knockout™ DMEM (Gibco), GlutaMAX™ supple-
ment, N2 supplement (Gibco), and brain-derived
neurotrophic factor (10 ng/mL, Sigma) in the absence
of FGF-2.

Amplification and inhibition of endogenous
miRNA activity

Naked pre-miRNA4673 and antisense 2′-O-
methyl inhibitor of the miRNA rendered
RNAse-resistant by terminal N,N-diethyl-4-(4-
nitronaphthalen-1-ylazo)-phenylamine (ZENTM,
IDTDNA) were purchased from IDTDNA®. To
amplify the effect of the miRNA and its cognate
antisense inhibitor, pGeneClip® vector (Promega)
was utilized. Pre-miRNA was cloned into
pGeneClip® vector (Promega) using terminal
adapters. Extraction and purification of the plas-
mids were achieved using EndoFree Plasmid Kit®
(QIAGEN). A second plasmid was engineered to
express miRNA inhibitor based on a “tough
decoys” (TuDs) strategy. TuDs hybridize to and
inhibit the activity of specific microRNAs via an
imperfect structure due to an internal loop.

Electroporation

For electroporation with the miRNA, harvested cells
were counted and resuspended in 400 μL of electro-
poration buffer (106 cells/400 μL). Electroporation
buffer comprised 20 mM HEPES, 135 mM KCl, 2
mM MgCl2, 0.5% Ficoll 400, and 2 mM ATP/5 mM
glutathione (pH 7.6). Naked pre-miRNA4673 was
applied at a final concentration of 200 nM.
Electroporation was carried out at 1700 V/cm, 700
μs, four pulses at 1-s intervals.

RNA extraction and reverse transcription

RNA was isolated using Trizol reagent (Invitrogen).
After DNase treatment, reverse transcription of the
extracted RNA was carried out using 1 μL of primers
(250 nM final concentration), 4 μL total RNA, 1 μL
dNTP Mix (10 mM each), 4 μL of 5x First-Strand
Buffer, 2 μL of 0.1 M DTT, 1 μL of RNaseOUT (40
units/μL), 1 μL (200 units) of SuperScript-III reverse
transcriptase, and 0.5 μL of T4 gene 32 protein (NEB).

Primer design

Gene sequence data and exon/intron boundaries
were obtained from the GenBank database. In each
of the primer sets (see supplementary Table 1), the
common 3΄ or 5΄ primer spanned the adjacent
exons to prevent amplification of genomic DNA.

Polymerase chain reaction

PCR reaction (40 cycles) comprised 4 μL of template
cDNA, 250 nM forward/reverse primers (1 μL/pri-
mer), 12.5 μL of HotStarTaq Master Mix (Qiagen),
and 6 μL of PCR-grade water. PCR algorithm was
adopted from the manufacturer’s recommendations
through 38 cycles of denaturation (94°C, 15 s),
annealing (60°C, 30 s), and extension (72°C, 45 s)
and a final single extension step (72°C, 7 min).

Real-time qPCR

Real-time quantitative PCR (38 cycles) was per-
formed using SensiFAST™ SYBR® Lo-ROX reagents
(BIOLINE®). Reactionmix comprised 2 μL of cDNA,
400 nM inner primers (1.5 μL/primer), 10 μL of 2x
SensiFAST SYBR Lo-ROX Mix, and 5 μL of PCR-

Figure legend. Structural representation of TuD inhibitor used for plasmid-driven suppression of miR4673. Two microRNA-
binding sites (MBS) in TuD inhibitor bind to and inactivate the endogenous miRNA.
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grade water on a Stratagene® Mx3000P real-time
PCR instrument. Average efficiency of PCR amplifi-
cation for each gene of interest was quantified based
on a linear regression model using the LineRegPCR
software. Relative expression of transcripts for each
gene was plotted as the ratio between the average
concentration of transcript in the test and control
groups normalized to the average concentration of
β-actin transcripts in both groups (above formula).

Stem-loop PCR for detection of endogenous
miRNA

Small RNA from proliferating cells was isolated
using mirVana™ miRNA isolation Kit (Ambion)
according to the manufacturer’s protocol.
Detection of the miRNA was accomplished using
stem-loop RT-PCR. Specific primers were
designed for reverse transcription and stem-loop
RT-PCR amplification of the miRNA as shown in
supplementary Table 2. Reverse transcription of
the extracted small RNA was carried out using a
mixture of 1 μL of 5 μM RT primer, 4 μL total
RNA, 1 μL dNTP Mix (10 mM each), 4 μL of 5x
First-Strand Buffer, 2 μL of 0.1 M DTT, 1 μL of
RNaseOUT (40 units/μL), and 1 μL (200 units) of
SuperScript-III reverse transcriptase. Reverse tran-
scription was performed at 16°C for 30 min fol-
lowed by 42°C for 30 min. PCR reaction (35
cycles) comprised 4 μL of template cDNA, 1 μL
of 5 μM forward/reverse primers, 12.5 μL of
HotStarTaq Master Mix (Qiagen), and 6 μL of
PCR-grade water. PCR amplification was achieved
through 40 cycles of denaturation (94°C, 15 s) and
annealing (60°C, 45 s).

Cell cycle analysis by Premo™ Fucci sensor

The mihighΔpl (24-h post-electroporation) and
control cells were transferred into 35 mm glass
bottom dishes (MatTek®) and incubated for 12 h
prior to experimentation. Transfection parameters
were determined as follows:

Particles per cell: 40
Cell number per dish: ≈40,000–50,000
Volume of geminin-GFP or Cdt1-RFP used for
each well = 20 μL
After adding the reagent based on the calcula-

tions above, cells were incubated overnight (16 h)

and subsequently fixed and visualized using a
fluorescence microscope.

Transcriptional imprint of endoplasmic reticulum
stress

Unfolded protein response-mediated splicing of
XBP-1 was used for transcriptional fingerprinting
of the endoplasmic reticulum stress response based
on the primers of supplementary Table 3.

Comet assay

Transfected cells were collected using a glass capil-
lary micro-pipette (20 cells/group) and loaded
onto pre-coated (1% agarose) microscopy-grade
glass. In order to detect DNA double-stranded
breaks, neutral lysis comet assay was performed.
Slides were gently submerged in a dish containing
neutral lysis solution (2% Sarkosyl, 0.5 M
Na2EDTA, 0.5 mg/mL proteinase K, pH 8.0) and
incubated at 37°C overnight. Slides were then
washed three times at 30 min intervals using
rinse/electrophoresis buffer (90 mM Tris buffer,
90 mM boric acid, 2 mM Na2EDTA, pH 8.5).
Gel electrophoresis was conducted at 20 V and 7
mA for 25 min. Samples were then stained with
4′,6-diamidino-2-phenylindole (DAPI) and visua-
lized under a fluorescence microscope.

Detection of telomerase activity by standard
telomere repeat amplification (TRAP) assay

Lysis buffer comprised 10 mM Tris-HCl (pH: 7.5),
1 mM MgCl2, 1 mM EGTA, 0.1 mM PMSF, 5 mM
β-mercaptoethanol (2-ME), 0.5% (v/v) CHAPS,
10% (v/v) glycerol, and DEPC water. After incuba-
tion of the cells with lysis buffer on ice for 30 min,
lysates were centrifuged for 30 min at 40,000g and
4°C. A wax interface separated 0.1 μg of CX-pri-
mers (bottom phase, see supplementary Table 4)
from the top phase comprising 20 mM Tris-HCl,
pH 8.3, 1.5 mM MgCl2, 63 mM KCl, 0.005% (v/v)
Tween-20, 1 mM EGTA, 50 μM dNTPs (Roche),
0.1 μg of TS-primer, 1 μg of T4g32 protein (NEB),
5 μg of BSA, 2 U of Taq DNA polymerase
(Qiagen), DEPC-treated Milli-Q water, and cell
lysates (0.5 μg). After incubation at room tempera-
ture for 30 min, the reaction was heated at 90° for
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90 s and then subjected to 30 cycles of 94°C for 30
s, 50°C for 30 s, and 72°C for 45 s. The reaction
products were then run on a 1.5% agarose gel at 5
V/cm, stained in SYBR Gold for 45 min, and de-
stained in 1 × TAE buffer for 30 min before
imaging.

UVC irradiation

For Ultraviolet-C (UVC) irradiation, transfected
and control cells were trypsinized, collected, re-
suspended in PBS, and transferred into an agar
plate. A 30-W UVC generator at a distance of 40
cm from the agar plate was used as a source of
ionizing radiation. The cells were exposed to six
pulses of UVC (pulse duration: 10 s, intervals: 10
s). The cells were then incubated overnight and
visualized after 24 and 48 h of incubation.

Live-imaging analyses and mathematical
modeling

For live imaging analysis, cells were cultured in
six-well plates overnight and transferred into the
live-imaging platform (Leica DMI6000B live cell
imaging microscope). Phase-contrast images were
captured every 4 min for 36 h from multiple wells
(10x magnification). To analyze mitotic activity,
images were imported into FIJI (ImageJ) platform
and cell divisions (mi: mitosis) were binned in 40-
min periods (ti: periods) with M-phase defined as
cell rounding until the end of cytokinesis. The
cumulative division graphs (continuous lines of
Figure 2b) for the data points (ti, mi) were gener-
ated as follows:

i ¼ f1; . . . ; 50g
ti ¼ i� 40

mi ¼
P2000

ti¼1 mitotic eventsti

The cumulative linear mitotic rate (Lmr) defined
the slope (α) of the least-squares regression line,
where m and t correspond to the data points (ti,
mi). The second parameter measures deviation
(dmi) of the observed mitotic events (ti, mi) from
those predicted by the linear regression model

Residual ¼ Observedm�Predicted m

dmi ¼ Observedmi�Predictedmi

Data were imported into MATLAB to build the
regression model and calculate mitotic residuals
using the curve fitting app of MATLAB.

Gyrification index

Histological sections (horizontal, sagittal, and
coronal) of the studied species were obtained
from Brain Biodiversity Bank of Michigan State
University (https://msu.edu/~brains/index.html)
and BrainMaps (http://brainmaps.org).
Gyrification index (GI) in each plane was cal-
culated according to the following equations:

GI ¼ SAgyr

SAhull

SAgyr is a 2D representation of cerebral and cerebel-
lar cortical surface area calculated as the average
length of two lines drawn on external (green line)
and internal (orange line) boundaries of the cortex.
The line was drawn using a digital pen in ImageJ,
and measurements were also done in the same plat-
form. SAhull is the hull surface.

Neural organoids (generation and
electroporation)

Neural organoids were generated using the hanging
drop method. Briefly, the cultured neural progeni-
tors were gently trypsinized, collected, and counted.
The collected cells were resuspended in DMEM/F12
supplemented with 10% fetal calf serum, recombi-
nant human FGF-2 (20 ng/mL), and Antibiotic-
Antimycotic. A minimum of ≈104 cells were resus-
pended in 35 μL of the growth medium and loaded
onto the cover of an agar plate. After incubation for
24 h, the aggregated organoids were gently trans-
ferred into a new agar plate and cultured in suspen-
sion for one more day. The organoids were then
embedded in Matrigel and incubated in the growth
medium for an additional 12 h. To electroporate the
organoids, naked miR4673 or the cognate naked
inhibitor was diluted in the electroporation buffer
(final concentration 200 nM). The growth medium
was replaced with the electroporation buffer, and
Tweezertrodes (BTX, Harvard Apparatus) were
used to electroporate the organoids (50 V, 25 ms,
five pulses, interval: 1 s). Neural induction was
initiated by substitution of the growth medium
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with neural induction medium and culturing for an
additional 3 d in suspension. The organoids were
then fixed, cryoprotected, and histologically pro-
cessed for immunohistochemical staining.

Mathematical modeling of corticogenesis

To simulate the morphogenic signature of
miR4673, we adopted the intermediate progenitor
model of corticogenesis [16]. In the latter model,
proliferation dynamics of the subventricular zone
(SVZ) intermediate progenitor cells (IPC) will be
mirrored in spatial micro- and macro-organiza-
tion of the cortical plate. The cellular kinetics of
this zone can be accurately described based on the
universal morphogens of the Gray–Scott model of
reaction-diffusion (R-D) [17]. It is noteworthy that
the concept of morphogen in the R-D model is
more universal than a simple graded morphogen
in the biological sense such as secreted growth
factors. The unit of the universal morphogen in
the current R-D model is a neural progenitor cell
that creates morphologies by the occupation of
space. As such, our applied concept of a universal
morphogen closely resembles that of a Turing
morphogen [18].

In the model, universal morphogen U is added to
the reaction at a fixed rate f. Biologically, symmetric
division of IPCs in the SVZs determines the feed rate
or f. Subsequently, morphogenU is converted intoB.
From a biological perspective, differentiation of IPCs
into neuro-glial elements corresponds to such a con-
version. Eventually, V is depleted at a fixed kill rate
(k). In our model, migration to the cortical plate of
differentiated cells provides the biological correlate
of the abstract parameter k. Therefore, our model
simulated cellular kinetics that occur in a narrow
transitional slice between SVZ and cortical plate
based on the following equations:

@U
@t

¼ Du�2U � UV2 þ Fð1� UÞ
@V
@t

¼ Dv�2V þ UV2 � ðF þ kÞV
Simulation of the Gray–Scott system was achieved
using the open-source software READY. To simulate
the R-D reaction on a spherical surface, we utilized a

method originally developed by Turk [19]. A spherical
mesh (polygonal mesh, 32,256 cells, and 16,130
nodes) was generated using Paraview platform and
imported into READY. The simulation was initialized
with U = 1 and V = 0, and a small area was fed with
V= 1 to begin the R-D reaction. To simulateMacaque
brain morphogenesis (in the absence of bimodal reg-
ulation of cell cycle), we applied the values f = 0.035,
k = 0.057, Du = 0.05, and Dv = 0.041. These values
resulted in the most accurate simulation of the
Macaque brain. To alter the R-D parameters based
on bimodal regulation of cell cycle, we utilized find-
ings from the collective locomotory landscape of
neural progenitors after amplification (mihighΔmi)
and following inhibition of the endogenous
miRNA4673 (milowΔAs). The feed (f) and the diffu-
sion rates of U (Du) were scaled up by ≈ 74% (the
difference in locomotion mihighΔmi and milowΔAs
cells). As such, the human brain, based on bimodal
alteration of the cell cycle, was modeled with the
values f = 0.06, k = 0.061, Du = 0.087, and
Dv = 0.041. In the simulated pattern, areas with a
high concentration of U correspond to domains of
active proliferation that generate tangential spatial
expansion of the cortex (gyri). Areas with a high
concentration of V, on the other hand, represent
cellular differentiation zones that are non-prolifera-
tive and hence generate the brain sulci. The resultant
spherical map of morphogenesis was subsequently
imported into Paraview to generate a 3D interpreta-
tion based on the logic explained above. In Paraview,
cell attributes were transformed into point attributes
by applying CellDatatoPointData filter. Subsequently,
surface normals were generated and warped by apply-
ing the warpbyScale filter of Paraview (scale
factor = −10).

Quantification and statistical analysis

SPSS statistical software (SPSS v.16, Chicago, IL,
USA) was used for the statistical analysis of data.
The relative expression levels of genes of interest
were compared using univariate ANOVA and
non-parametric Mann–Whitney U test. In the pre-
sent study, a p-value of <0.01 was considered sta-
tistically significant.
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Results

MiRNA4673 instructs bimodal reprogramming of
cell cycle

We used human neural progenitors [15] with endo-
genous (miend ct.) miR4673 activity (Figure 1a) to

investigate the dynamics of miRNA signaling.
Amplification of the endogenous miRNA was
achieved by application of the pre-miRNA cloned
into pGeneClip-U1 vector (mihighΔpl, 100 nM/2 ×
106 cells) or the naked pre-miRNA (mihighΔmi, 200
nM/2× 106 cells). ThemihighΔmi cellsmimic transient

Figure 1. Amplification of miR4673 reprograms G0–G1 transition.(a) MiR4673 is expressed endogenously in cycling human
neural progenitors. (b) Ki-67 profile of untreated control (ct.), serum-starved (ser. st.) control, and mihighΔpl populations after 24 h
(t1) and 36 h (t2) (blue: nuclear DAPI) (n = 20 random fields from five samples/group; error bars: SD; ** p < 0.01) (scale bars = top
left: 30 μm, top right: 50 μm, bottom left: 50 μm, bottom right: 30 μm). (c) The amplification of miR4673 transiently arrests the
cycling mihighΔpl cells at G0 followed by synchronized entry into G1. (d) The mihighΔpl cells dwell longer in G0 where Geminin (green
probe) is degraded by Anaphase-promoting complex (APC/C) and Cdt-1 (red probe) is degraded by SCF (Skp2) E3 ligase (hence the
colorless phase as shown in the bottom schematic diagram) (scale bars = 30 μm). (e) To measure the differentiation propensity of
synchronized cells, the transcriptional profile of control cells cultured in neural differentiation (Diff.) medium was compared to that
instructed by the amplification (Δpl) and inhibition (ΔTuD) of miR4673 in the growth medium (tr: post-transfection, bl: baseline
control, arrowheads indicate temporal directionality of change in gene expression). All values are normalized to β-actin and
referenced to the control cells cultured in growth medium. Subsequent to induction of neurogenesis, marked upregulation of
pro-neural transcription factors atoh1, mash1, and neurogenin-2 was noted in the control progenitor cells. Upregulation of the pro-
neural transcription factors in Δpl cells (in growth medium) mainly reflects the reduction of population heterogeneity (≈5-fold from
Ki-67+ profile shown in Figure 1b) by synchronization. True upregulation of atoh1 and ngn2 following the inhibition of miR4673
(ΔTuD, 24 h), to levels comparable to that of differentiating cells and despite the absence of differentiation cues, highlighted anti-
differentiation signature of the miRNA. The late differentiation markers, potassium channel trek and the cation channel trpv1, were
not upregulated in Δpl and ΔTuD cells.
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physiological outbursts of the endogenous miRNA.
The mihighΔpl cells provided additional mechanistic
insight into the miRNA activity by sustained expres-
sion of supra-physiological levels of the miRNA (sup-
plementary Figure 1). Inhibition of the endogenous
miRNA was achieved by utilizing 2′-O-methyl anti-
sense RNA inhibitors (milowΔAs, 200 nM/2 × 106

cells) rendered RNAse-resistant by terminal N,N-
diethyl-4-(4-nitronaphthalen-1-ylazo)-phenylamine
(ZENTM, IDTDNA) modification or the tough decoy
strategy [20] in pGeneClip-U1 plasmid (milowΔTuD,
100 nM/2 × 106 cells). The logic for inhibition of the
endogenous miRNA was similar to that explained for
mihighΔmi and mihighΔpl.

We used Ki-67 immunoreactivity to disclose the
population of cycling cells following the amplifica-
tion of miRNA4673. Within 24 h of amplifying the
endogenous miRNA, mihighΔpl cells became ki-67−

despite the presence of mitogenic signals such as
FGF-2 (Figure 1b). Subsequently, an abrupt popu-
lation-level inversion of Ki-67− to Ki-67+ mi-
highΔpl cells was noted from 24 to 36 h post-
transfection (Figure 1b). The inversion suggested
a transient synchronization of the cycling cells at
Ki-67− G0 phase prior to coordinated progression
through Ki-67+ interphase (Figure 1c). Application
of Fucci cell cycle reporter confirmed transient
arrest at G0 of mihighΔpl cells (Figure 1d). While
the Geminin− (DNA replication inhibitor) profile
of mihighΔpl cells indicated a license to enter G1,
the Cdt-1− (DNA replication factor) fingerprint
was consistent with transient arrest at G0 prior
to entry into G1 (Figure 1d). We measured the
transcriptional level of pro-neural transcription
factors (atoh1, mash1, and ngn2) to probe the
differentiation propensity of synchronized cells.
Compared to differentiating control cells, the
level of these transcription factors did not change
significantly (Figure 1e). Hence, re-entry of Ki-67−

mihighΔpl cells into the cell cycle was enforced by
the miRNA-mediated repression of the differentia-
tion propensity in the G0-synchronized popula-
tion (Figure 1e). Having established that miR4673
can access and reprogram the G0 phase, we
addressed the mechanistic basis for such
reprogramming.

Induction of G0 commonly occurs by inhibitory
input from two parallel cascades that converge to
p53 and p21/p27 mediators [21] (Figure 2a). We,

therefore, fingerprinted the two cascades in mi-
highΔpl cells. We noted transcriptional suppression
of ASPP1 (PPP1R13B), a trans-activating partner
of p53 [22], in mihighΔpl cells (Figure 2b). In these
cells, p27 and the associated co-activators PCAF/
BCL2 [23,24] were also silenced (Figure 2b).
Simultaneously, p53 and p21 proteins were elimi-
nated by post-transcriptional degradation in mi-
highΔpl cells (Figure 2c, supplementary Figure 2).
We also detected an alternative splicing switch
from Cyclin D1 short isoform (CCND1-s) to the
long isoform (CCND1-s) following amplification
of endogenous miRNA in mihighΔpl cells (Figure
2b). The short isoform of Cyclin D1 lacks the
cyclin box required for cdk4 activation and release
of E2F proteins from inhibitory Rb1 [25].
Therefore, inhibition of short isoform of Cyclin
D1 would propel entry into G1. The complete
suppression of the canonical inducers of G0 sug-
gested that miRNA4673 functions by accessing a
non-canonical G0-induction cascade. This would
also explain the suppression of the canonical cas-
cade genes that lack the seed region required for
direct targeting by miR4673 (supplementary Data
1). The suppression may occur in response to the
non-canonical induction of G0 cascade in order to
initiate and energize progression into G1 (Figure
2a). We, therefore, anticipated accelerated progres-
sion of G0-synchronized cells subsequent to entry
into G1.

The abolished activity of canonical G0 indu-
cers could also accelerate progression in G1 by
another parallel mechanism. The canonical G0
inducers contribute to G1–S checkpoint machin-
ery after the progression of cells into G1 (Figure
2a), and suppression of these proteins facilities
G1–S transition. Further fingerprinting of mi-
highΔpl cells revealed transcriptional silencing of
several other G1–S checkpoint components
(rad51, xrcc3, and brca2) (Figure 2d) that are
also trans-activated by p53 [26] pathway.
Notably, reduced activity of G1–S checkpoint is
the key signature that sustains the proliferative
capacity of embryonic stem cells by instructing
an abridged G1 [27]. We concluded that non-
canonical induction of G0 not only synchronizes
the cycling cells but would also expedite progres-
sion in interphase. Confirmation of this bimodal
signature required the application of naked
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miRNA4673 that was accomplished in subse-
quent stoichiometric experiments. Prior to that,
we attempted to identify the non-canonical cas-
cade targeted by miRNA4673 to induce G0 syn-
chronization. There is one more cascade that is
known to be a potent inducer of G0 arrest in
yeast, that is Pho80-Pho85 signaling cascade
[28]. This cascade induces G0 arrest upon sen-
sing environmental stressors [29].

Inhibition of cdk-18 by miR4673 underpins
reprogramming of cell cycle

MiR4673 inhibits cyclin-dependent kinase-18 (cdk-
18) (Figure 3a), the closest mammalian homolog of
yeast Pho85 cyclin (supplementary Data 2). In yeast,
Pho85 licensesG0–G1 transition [30]. Severe environ-
mental stressors mediate inhibition of Pho85 [29]. In
consequence, autophagy is activated [31] leading to
cell cycle reprogramming [32] by lengthening G0 and

Figure 2. Amplification of miR4673 reprogrammed cell cycle by access to G1–S checkpoint. (a) In addition to canonical (Cn.)
regulation of G0–G1 transition, p53/p21 signaling controls G1–S transition. Transient arrest at G0 may occur by alternative non-
canonical (nCn.) pathways. (b) Transcriptional fingerprinting revealed transcriptional silencing of several genes (* indicates mihighΔpl
cells and control cell are unlabeled) involved in regulation of cyclin-E and cyclin-D during early G1 (a representative sample of three
biological replicates) (see supplementary Figure 8 for additional information). Bar graphs demonstrate real-time PCR analysis of
targets that are not completely suppressed (**p < 0.01, *p < 0.05). (c) Amplification of miR4673 triggers degradation of p53 and p21
proteins despite active transcription (scale bar = 25 μm) for both mihighΔpl and ΔTuD treatments (n = 15 random fields from five
samples/group; error bars: SD; ** p < 0.01). (d) The key components of M–G1 checkpoint machinery were transcriptionally
downregulated in mihighΔpl cells. Bar graphs demonstrate real-time PCR analysis of targets that are not completely suppressed
(values in mihighΔpl cells are normalized to corresponding values in milowΔTuD cells; **p < 0.01, *p < 0.05).
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Figure 3. Cdk-18 mediates coupling of miR4673 to cell cycle.(a) MiR4673 silences cdk-18 by hybridization to two potential
flanking seed regions in the 3ˊ-UTR of the transcript (SI Appendix, Fig S4). MiR4673 mimics a faux-stressor by inhibiting cdk-18,
similar to the suppression of Pho85 by metabolic stressors in yeast. Enhanced endoplasmic reticulum stress in mihighΔpl cells was
confirmed by alternative splicing switch to the short isoform of xbp-1 (bottom left). Bar plot (bottom right) demonstrates the
concentrations of short and long isoforms of xbp-1 in transfected cells (tr) normalized to the contraction of the long isoform of xbp-
1 in control (ct.) cells (*p < 0.05). (b) Dilated endoplasmic reticulum (turquoise) and autophagosome formation (purple) in mihighΔpl
cells (scale bars = 1.5 μm). Enhanced Ago-2 activity suggests activation of stress-mediated RNA silencing in mihighΔpl cells (left scale
bar = 1.5 μm, right scale bar = 5 μm). (c) Minimal level of activated Notch-1 in the nucleus after amplification of miR4673 (left)
despite active transcription (top right). Notch-1 downstream mediators were downregulated in mihighΔpl cells consistent with the
post-translational degradation of the protein (scale bar = 5 μm). n = 9; error bars: SD; **p < 0.01. (d) Enhanced cytoplasmic catenin-
β1 following amplification of miR4673 (top scale bar = 50 μm; bottom scale bar = 15 μm). (e) Reprogrammed cell cycle (G0
expansion/G1 contraction) of Homo sapiens (Hs) by miR4673 is contrasted with the putative ancestral cell cycle in old-world
monkeys (OWM) that lack the miRNA. Synchronization of the cycling population by miR4673 minimizes the impact of differentiation
cues.
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shortening G1 [33]. The resultant Pho85− phenotype
improves the fitness of stressed yeast cells. As such,
inhibition of cdk-18 by miR4673 simulated a faux
stress response in neural progenitors activating endo-
plasmic reticulum stress [34] and autophagy [14]
(Figure 3a, b). Subsequent to the induction of autop-
hagy [14], the cells were arrested at G0 (Figure 1b).
The enhanced autophagic flux also bolstered the
abridged G1 signature of mihighΔpl cells by accelerat-
ing degradation of cell cycle inhibitors p53 [35] and
p21 (Figure 2c, supplementary Figure 2) and intracel-
lular Notch-1 [36] (Figure 2c, supplementary Figure
3). On the other hand, the cell cycle propellant
Catenin-β1 [37] evaded proteasomal degradation
and accumulated in the cytoplasm (Figure 2d).

Reduced activity of Notch-1 [38] and enhanced
signaling from Wnt/Catenin-β1 [37] promote the
proliferative capacity of neural stem cells. Hence,
autophagic degradation of p53, p21, and Notch-1
complemented the transcriptional signature of
miR4673 in shortening G1 phase. Shortening of
G1 phase can also diminish differentiation like-
lihood of neural progenitors following entry into
interphase [39,40]. G0 synchronization, on the
other hand, restricts differentiation-sensitive G1
phases of cycling cells to a narrow temporal win-
dow compared to dispersion of G1 phases in an
asynchronous population (Figure 2e). By this
mechanism, proliferative capacity may be indir-
ectly enhanced due to the minimized impact of
differentiation cues on a cycling population
(Figure 2e). Having established the molecular sig-
nature of miR4673, we measured the stoichio-
metric impact of miR4673 signaling on
synchronization and proliferation rate of cycling
human neural progenitors.

Activity of miR4673 reduces population-level
entropy of cell cycle

We used high-resolution single-cell tracking by live
imaging to establish the rate and relative synchroni-
city of mitotic events. Manipulations in these experi-
ments were achieved by application of the
naked miRNA (mihighΔmi) and the naked inhibitor
(milowΔAs) to precisely titrate these moieties against
the endogenous miRNA. The observed mitotic
events (mi) were binned in 40-min intervals (ti, i =
50 time points), and cumulative graphs for the

mitotic events (x = ti, y = mi) were generated
(Figure 4a) as follows:

i ¼ f1; . . . ; 50g
ti ¼ i� 40

mi ¼
P2000
ti¼1

mitotic eventsti

Two parameters shaped the mitotic landscape
(Figure 4a, supplementary Figure 4). The cumula-
tive linear mitotic rate (Lmr) represents the slope
of the least-squares regression line (dotted lines in
Figure 4b) that optimally describes the data points
(ti, mi). The second parameter measures deviation
(dmi) of the observed mitotic events (ti, mi) from
those predicted by the linear regression model
(mitotic residuals in Figure 4a, c). The oscillations
(periodicity and amplitude) of deviations (ti, dmi)
inform the temporal behavior of the cycling cells
based on synchronized mitotic entry (Figure 4a,
supplementary Figure 4).

Transient inhibition of the endogenous miRNA
by the naked antisense inhibitor (milowΔAs) reduced
the linear mitotic rate by ≈2.8-fold (Figure 4b).
Inhibition of miR4673 also restored inherent tem-
poral entropy of population cell cycle length that is
otherwise masked by the endogenous miRNA-
mediated reprogramming of cell cycle (Figure 1b–
d). This is evidenced by ≈5-fold repression of the
highly synchronized M1 wave and temporal expan-
sion into M1´+IP´+M2´ waves in milowΔAs cells
(Figure 4c). The reduced linear mitotic rate and de-
synchronized cycling of milowΔAs cells are aligned to
the enhanced activity of G1–S checkpoint machinery
that lengthens G1 phase, reduces mitotic rate, and
increases entropy of population-level cell cycle
(Figure 4d). This finding is also aligned to the higher
expression level of miR4673 in cycling cells com-
pared to quiescent cells (supplementary Figure 5).
Overexpression of the miRNA (mihighΔmi) also
decreased the mitotic rate (≈2.1-fold) by lengthening
the G0 delay (Figure 4b–d). The G1–specific strong
expression of Ki-67 in mihighΔAs cells (long G1)
compared to the weak expression in mihighΔmi
cells (long G0, short G1) corroborated our interpre-
tation of reprogramming by miR4673 of the mitotic
landscape (Figure 4e). We next investigated the
impact of reprogrammed cell cycle on the migratory
behavior of neural progenitors.
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Figure 4. Endogenous miR4673 enhances the proliferative capacity of neural precursors. (a) Linearity of cumulative mitotic rate
indicates asynchronous mitotic entry (individual cells represented by gray circles in graphical depiction on right). Positive deviation from
linearity ensues from synchronous mitotic events (M1, M2: mitosis-rich period). Negative deviation from linearity occurs when synchronized
neural progenitors are collectively in the interphase (IP: interphase-rich period). (b) Amplitude of population-level mitotic oscillations reflects
relative synchronization of the cycling cells. Acute modulation of miR4673 alters cumulative mitotic rate of cycling cells. (c) Bar plots
demonstrate oscillatory deviations of the observed cumulative mitotic events from those predicted by a linear regression model as
demonstrated in Figure 3a (left) (detailed in SI Appendix, Methods). The horizontal red brackets highlight periodicity of synchronized
oscillations. The gray lines show the terminal amplitude of oscillations. The x-axis shows time points (in min). The orange lines demonstrate
redistribution of the M1 wave subsequent to suppression/amplification of endogenous miRNA. Expansion of early G1 and shortening of the
longer cell cycle improve the temporal alignment of cycling cells. (d) Demonstration of population-level cycle dynamics following transient
suppression and amplification of endogenous miR4673. De-synchronization in the milowΔAs cells follows the expansion of the contracted
interphase and ablation of G0 expansion. De-synchronization of the mihighΔmi cells results from further expansion of G0. (e) Expression of Ki-
67 diminishes from G1 towards M phase and eventually becomes undetectable at G0. The strong expression of ki-67 in milowΔAs cells is
consistent with a prolonged G1 as opposed to the weak expression in mihighΔmi cell with a contracted G1 phase (n = 20 random fields from
five samples/group; error bars: SD; ** indicates p < 0.01) (scale bar = 30 μm).
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Locomotory landscape of neural progenitors
adapts to the reprogrammed cell cycle

The mihighΔpl cells, synchronized at expanded G0,
expressed chemo-repulsive Slit1 [41] as opposed to
the lack of expression in control cells (Figure 5a).
Expression of Slit-1 communicates positive migra-
tory signals to Robo-2+ neighboring cells [42]. On
the other hand, slit-1+ mihighΔpl cells did not express
EphB2 (Figure 5a) that stimulates migration by acti-
vating RhoA [43]. Synchronization at G0 establishes

EphB2− stationary cells (Figure 5b, supplementary
Movie S1) that present Slit-1+ repulsive cues to the
adjacent cells and are therefore predicted to indir-
ectly enhance population-level locomotion (Figure
5c). The locomotory landscape was constructed by
measuring the average velocity of cells (Vav) in a field
of view:

vav ¼

PN
j¼1

P30
i¼1

vji

N

Figure 5. Population-level synchronization of cell cycle reshapes the locomotory landscape of neural progenitors.(a) Profiling
of genes coding for attractive and repulsive guidance cues in the mihighΔpl and control cells revealed transcriptional inhibition of
ephB2 and simultaneous activation of slit1 (short-range repulsive cue) in the mihighΔmi cells synchronized to G0 (a representative
sample of three biological replicates). Also, the longer isoform of sdc-3 (syndecan-3, sdc-1), a heparan sulfate proteoglycan required
for the activity of Slit1, was upregulated in mihighΔpl cells (bottom). Only the longer isoform of sdc-3 contains the secretory signal
sequence (red arrow). (b) Live imaging confirmed the static nature of mihighΔpl cells (scale bar = 100 μm). (c) Live imaging of control
untreated progenitors demonstrates transient arrest of a daughter cell at G0 after asymmetric division (pseudo-colored red). Note
the stationary nature of the arrested cell and repulsion of the neighboring cells. Entry into the cycle establishes the attractive cues.
The green arrows show directionality of repulsive interactions, and the white arrows point to the attractive interactions (scale bar =
15 μm). (d) Graphs show the population-level average linear velocity of the mihighΔmi, milowΔAs, and control cells. Vertical lines
demonstrate standard deviation of velocity in each interval (60 min) and circles represent the mean values. (e) Schematic
demonstration of the miRNA-mediated alteration of the locomotory landscape by resetting population-level cell cycle.
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where N represents the number of mobile cells
tracked (N = 120) and binned in 60-min intervals (i
= 30 frames). As expected, the mihighΔmi cells exhib-
ited amplified collective locomotion by an average of
≈30% (Figure 5d, supplementary Movies S2, 3). The
enhanced locomotion is aligned to the expansion of
G0-synchronized Slit-1+ cells acting as chemo-repul-
sive nodes. In contrast, prolonged dwelling in late G1
by milowΔAs cells decelerated the collective locomo-
tion due to reduction of repulsive interactions
(Figure 5d, supplementary Movies S2, 4). Given the
impact of miR4673 on proliferative capacity and
collective locomotory behavior of neural progeni-
tors, we sought to overlay these diverse outcomes
into a morphogenic signature.

Bimodal reprogramming of cell cycle informs a
higher morphogenic dimension of neuro-
ontogeny

Amorphogenic signature evolves from regulation of
proliferation rate and differentiation outcome that
informs spatial micro-organization and, eventually,
macro-anatomical patterns. Having addressed the
proliferation rate, we focused on the differentiation
outcome. The differentiation tendency and subline-
age fate choice were investigated separately.

Modulation of the differentiation probability was
calculated from the altered signature of the cell cycle.
In the reprogrammed progenitor, synchronization is
instructed by agonistic activity of G0 expansion/G1
contraction. The enhanced mitotic rate is, however,
positively impacted by G1 contraction and nega-
tively influenced by G0 expansion. Based on the
latter logic, we calculated the miR-mediated repro-
graming parameters of cell cycle based on:

Synchronization¼ G1contraction�G0expansion
¼ 5� fold

EnhancedLmr ¼ G1contraction=G0expansion
¼ 2:8� fold

8>><
>>:

By solving the latter equations, we calculated the
impact of miR4673 on cell cycle reprogramming as
≈3.7-fold contraction of G1 and ≈1.3-fold expansion
of G0. The reprogrammed cycle is estimated to
reduce differentiation likelihood (Figure 3e) of indi-
vidual cycling cells by ≈3.7-fold (by G1 contraction)
and that of the population by ≈5-fold (by synchro-
nization) despite an enhanced proliferation rate (2.8-

fold). Corroborating our findings, we noted suppres-
sion of Hippo signaling pathway (Hippo°ff) evi-
denced by nuclear translocation of Yap1 and Taz as
well as enhanced telomerase activity in the mi-
highΔmi cells (Figure 6a, supplementary Figure 6).
Parallel to downregulation of Hippo cascade post-
amplification of miR4673, we noted a resistance to
differentiation in neural progenitors (Figure 6b).
Downregulation of Hippo cascade is known to
delay differentiation of neural precursors and
enlarge brain size in Drosophila melanogaster [44].

Inhibition of Hippo cascade also modulates subli-
neage fate choice by neural progenitors; the Hippo°ff

state can reduce astrocytic differentiation with no
obvious impact on the differentiation of neurons
[45]. We employed neural organoids as well as 2D
differentiation assays to investigate the impact on
sublineage fate determination of miR4673. The activ-
ity of endogenous miRNA was amplified in 2D cul-
tures and neural organoids embedded in Matrigel
prior to final induction of neural differentiation (see
Methods). Post-differentiation, mihighΔmi cells
demonstrated remarkable upregulation of FOXG1/
PAX2/PAX6/OTX2 transcription factors (Figure 6c).
These transcription factors regulate differentiation of
the neocortical interneurons [46–49]. Likewise, the
mihighΔmi organoids after 4 d exhibited high activity
of Wnt/cateninβ1 and were mainly composed of
GAD67+/PAX2+ interneurons (Figure 6d). Hence,
miR4673 signaling enhances differentiation into inhi-
bitory GABAergic interneurons at the cost of a
reduced glial population. The relaxation of cell cycle
checkpoint machinery by miR4673 signaling may
facilitate differentiation into neurons as DNA dou-
ble-stranded breaks remove the transcription blocks
from the promoters of neuronal early response genes
such as NPAS4 [50]. After final neuronal maturation
(2 wk in the induction medium), the mature mi-
highΔmi/tubulin-β3+ interneurons were mainly multi-
polar (Figure 6e), consistentwith the amplified activity
of Wnt/Cateninβ1 cascade in these cells [51].
Therefore, the delayed differentiation anticipates an
inter-neuronal fate bias in response to the amplifica-
tion of miR4673.

We finally attempted to gain insight into the
morphogenic signature that may result from the
bimodal modulation of the cell cycle. It is note-
worthy that such a signature does not exclusively
result from the activity of miR4673; the activity of
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Figure 6. Phenotypic impact of the bimodal reprogramming of cell cycle.(a) Immunohistochemical localization of Hippo cascade
mediators shows upregulation of Yap1 and Taz after application of the exogenous miRNA in growth medium (scale bars = 10 μm).
The Hippo cascade antagonists, crb-1 (36) and cdh-2 (37) (N-cadherin), were silenced in the mihighΔpl cells (top). TRAP assay
demonstrates higher activity of telomerase in mihighΔpl cells compared to control cells (bottom). (b) In neural differentiation
medium, NeuN−/nestin+ fingerprint of differentiation-resistant mihighΔpl cells contrasts sharply with NeuN+/nestin− fingerprint of
differentiating milowΔTuD cells (scale bars = 40 μm). (c) Molecular fingerprint of differentiating human neural progenitors with
suppressed (milowΔAs) and amplified (mihighΔmi) miR4673 activity. Neural induction was initiated immediately after electroporation
and fingerprinting was done 24 h after the induction of differentiation. The bias towards the assumption of an interneuronal fate
under instruction from miR4673 (mihighΔmi) was evident based on upregulation of FOXG1/OTX2/PAX2/SOX2 transcription factors in
differentiating mihighΔmi cells (scale bars = 50 μm). (d) Differentiation of neural organoids in Matrigel resulted in a neuron-rich
structure (demonstrated by reactivity for CTNNBI, GAD67, and PAX2) under instruction from amplified miR4673 (scale bar = 150 μm).
(e) The mihighΔpl cells mainly differentiated into multipolar neurons (top) as opposed to a few scattered bipolar neurons in the
control group (top scale bar = 10 μm, bottom scale bar = 8 μm). Abundance of neurons in the control group is normalized to
mihighΔmi group and is presented as percentage (**p < 0.01).

862 R. FARAHANI ET AL.



this microRNA only foreshadows a common
morphogenic platform that may be accessed and
reprogrammed by other similar molecular entities
to instruct heterochronic specialization of the
central nervous system. We adopted a mathema-
tical model (see Methods) with demonstrated
success in prediction of biological pattern forma-
tion [52] including brain morphogenesis [17].
Based on reaction–diffusion dynamics of the
Gray–Scott model, we suppose that brain mor-
phogenesis is driven by the universal morphogens
(forces) U and V [18]. The model evolves based
on Turing-style instabilities at the interface of
proliferation and differentiation zones (Figure
7a). Proliferating cells provide static repulsive
cues (U, the inhibitor) and differentiating cells,
generated from U, constitute the mobile diffusible
phase (V, the activator).

The dynamic behavior of such a system is over-
all described by the following equations:

@U
@t

¼ Du�2U � UV2 þ Fð1� UÞ
@V
@t

¼ Dv�2V þ UV2 � ðF þ kÞV

where F is the feed rate (replenishment rate) of U and
k represents the kill rate (removal rate) of V. We
modeled the growth of a macaque brain with the
values F = 0.035, k = 0.057, Du = 0.05, and
Dv = 0.041 (Figure 7b, Supplementary Figure 7). The
human brain, based on bimodal alteration of the cell
cycle, was modeled with the values F = 0.06, k = 0.061,
Du = 0.087, andDv = 0.041 (Figure 7b, Supplementary
Figure 7). The feed (F) and the diffusion rates of the
inhibitor (Du) were enhanced by ≈74% in modeling
growth of the human brain based on the population-
level impact on the entropy of miR4673 (from Figure
5d, see also Methods). The modeling outcome based
on the bimodal modulation of cell cycle regenerated
the surface topology of the human and macaque
brains (Figure 7b, Supplementary Figure 7). The
numerical estimates based on the growth of GI from
macaque to human (Figure 7c) confirmed the results
of topological modeling. It seems plausible to postu-
late that bimodal alteration of the cell cycle may be a
universal platform to induce species-specific speciali-
zations of brain regions in primates.

The predictions of the reaction–diffusion
model are also intuitively accessible. Enhanced

gyrification is an inevitable accompaniment to
the bimodal reprogramming that alters the
growth pattern from tangential to radial due to
the synchronized cell division that exceeds the
rate of spatial expansion (Figure 7d). It is, there-
fore, not surprising that a nonsense mutation in
Cdk5 (a paralog of Cdk-18/Pho85), that also
regulates M–G1 transition, manifests as autoso-
mal recessive lissencephaly with cerebellar hypo-
plasia [53].

Discussion

Data presented herein provide primary evidence
regarding a heterochronic signature in the human
neurogenic landscape underpinned by the activity
of miR4673 that modulates temporal anatomy of
the cell cycle. To induce a heterochronic signature,
the miRNA capitalizes on the plasticity of cell cycle
anatomy. The signature effectively combines a tran-
sient arrest at G0 with an accelerated progression at
G1 that leads to enhanced proliferative capacity and
synchronized cycling of neural progenitors. Non-
canonical arrest at G0 is triggered by miRNA-
mediated suppression of cdk-18 that licenses G0–
G1 transition. Downregulation of canonical indu-
cers of G0 and G1 arrest, in response to non-cano-
nical induction of G0, generates a momentum that
accelerates the progression of synchronized cells in
interphase subsequent to progression into G1
(Figure 8). Delayed differentiation of neural pro-
genitors and eventual assumption of a neuronal fate
bias are further consequences of the altered cell
cycle anatomy (Figure 8).

Reprogramming of the cell cycle is not an under-
utilized facet of ontogeny. Indeed, the cell cycle
length of neural precursors shows significant inter-
species variability [54]. This heterogeneity is mainly
attributable to G1/S checkpoint that can be accessed
and reprogrammed by endogenous species-specific
mechanisms [55]. Such programmability is a power-
ful driving force in generating major heterochronic
adaptations, particularly in the central nervous sys-
tem. For example, the increased proliferation rate of
neural precursors by shortening G1 phase underpins
higher numbers of neurons in the striate cortex of
primates [12]. Conversely, lengthening of the G1
phase prevents expansion of neuronal precursors
within the dentate gyrus of rodents [56]. The
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Figure 7. Mathematical modeling of the morphogenic signature of miR4673. (a) Schematic demonstration of modeling brain
morphogenesis based on Reaction-Diffusion system. In the intermediate progenitor model (top left), the transitional zone between
the subventricular zone (SVZ) and the cortical plate (CP) is occupied by proliferative intermediate progenitor cells (IPCs labeled as A)
that generate an expansive morphogenic force (U). Subsequent to differentiation into neuro-glia (labeled as B), the second
morphogenic component (V) is generated. Local instabilities due to the interactions between repulsive A and migratory B instructs
morphogenic features of a developing brain. This zone was modeled on a spherical meshed surface and the local instabilities were
projected onto the spherical mesh (right). (b) Simulation of macaque and human brain growth based on a reaction–diffusion model
and input values that correspond to the bimodal alteration of the cell cycle (see Figure 3) by miR4673 (human) and unaltered cell
cycle in the absence of miR4673 (macaque). Note conservation of the paracingulate sulcus (arrow) and amplification of secondary
sulci (arrowheads) subsequent to altered cell cycle anatomy mediated by miR4673. Images were obtained from Brain Biodiversity
Bank and BrainMaps databases. (c) Bar plots demonstrate the surface area (SA) and gyrification index (GI) of human cerebrum/
cerebellum normalized to that of macaque (C: coronal, S: sagittal, H: horizontal). Note that the growth of gyrification index from
macaque (an old-world monkey that lacks miR4673) to human is ≈1.5-fold for cerebrum (blue columns) and ≈2–3-fold for
cerebellum (gray columns). These values are closely aligned to the prediction of GI growth based on the miR4673 signature. (d)
The MiR-mediated bimodal cell cycle reprogramming favors radial growth and hence gyrification of the brain by synchronized
division of neural progenitors.
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heterochronic signature of miR4673, however,
reveals a novel programmable dimension of the cell
cycle, the plasticity of G0. To access G0, the miRNA
simulates a faux stress response by targeting cdk-18,
an ancient metabolic stress sensor. Non-canonical
induction of G0 combined with the shortening of
G1 underpins synchronized and accelerated cycling
of human neural progenitors with morphogenic
consequences. To this end, it is known that coordi-
nated synchronization and desynchronization of
population cell cycle dynamics during ontogeny con-
stitutes a developmental switch for spatial patterning
of mitosis and hencemorphogenic patterning during
neurulation [57]. The predicted morphogenic signa-
ture that arises from the heterochronic activity of
miR4673 is compatible with aspects of human
brain anatomy.

Regulation of cell cycle by microRNAs commonly
occurs in development [58]. One major group of
miRNAs promote differentiation. These miRNAs
target Cdk2/4/6 complex and induce G1 arrest [59].
The let-7 family members operate in this mode to
induce G1 synchronization. The second group of
miRNAs enhance the proliferative capacity of
cycling cells. The mouse miR-290 cluster, for exam-
ple, downregulates major inhibitors of cell cycle,
including RB, RBL1, RBL2, p21, and LATS2, and
thus accelerates transition into S phase [60].
Suppression of RB proteins occurs downstream to
signaling by various other embryonic miRNAs and
facilitates the G1/S transition of cycling cells [61].
Reprogramming of cell cycle by miR4673 occurs by a
unique mode. It targets cdk-18 (a non-canonical
inducer of G0) and synchronizes the cycling cells

Figure 8. Schematic demonstration of the altered morphogenic signature of human Notch-1 subsequent to the hetero-
chronic regulation by co-expressed miR4673. In order to instruct the morphogenic signature, the miRNA operates at the
individual cell level and at the population level. At the individual cell level, miR4673 antagonizes Notch-1 and p53 and empowers
Catenin-β1. This profile alters the growth arrest/gliogenic bias that characterizes Notch-1 activity to the proliferation/neurogenic bias
that is coerced by the co-expressed miRNA-4673. At the population level, synchronization of the cell cycle by miR4673 minimizes the
impact of differentiation cues and hence improves the proliferative capacity of the progenitor cells.
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while anticipating an accelerated progression
through interphase due to suppression of G1–S
checkpoint components. Therefore, the cycling
pace and the synchronicity of proliferating cells
increase simultaneously with morphogenic conse-
quences that are explained by mathematical model-
ing. In a broader context, the morphogenic activity
of miR4673 reveals an underlying universal platform
to induce heterochronic adaptations of the central
nervous system via bimodal regulation of cell cycle.
Subtle reprogramming of the latter platform may
trigger significant adaptive changes that enable sur-
vival of species at times of environmental crisis.

The current paper focuses mainly upon the neuro-
genic signature of miR4673. However, signaling by
Notch-1 is central to the proliferation and differentia-
tion ofmany other cell types [62,63]. As such, it would
be interesting to study the heterochronic impact of
miR4673 in development of other organ systems.
Also, experimental proof regarding the morphogenic
impact of miR4673 (e.g. on gyrification of the human
brain) would strengthen the predictions of the current
study. Introduction into the mouse genome of a syn-
thetic miR4673 homolog (or paralog) that targets
cdk18 (with partial selectivity against some other
important targets of the miRNA) could provide
experimental evidence for the predicted heterochronic
regulatory activity of the miRNA.

These findings add a novel mechanistic twist to
the evolutionary journey of Homo sapiens as a
selected heterochronic mutant of the primate
order. The proposed perspective may also have
broader implications for mechanistic re-interpre-
tation and targeted therapy of human syndromes.
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