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Abstract. Predicting infarct volume from magnetic resonance perfusion-weighted imaging can provide helpful
information to clinicians in deciding how aggressively to treat acute stroke patients. Models have been devel-
oped to predict tissue fate, yet these models are mostly built using hand-crafted features (e.g., time-to-maximum)
derived from perfusion images, which are sensitive to deconvolution methods. We demonstrate the application
of deep convolution neural networks (CNNs) on predicting final stroke infarct volume using only the source
perfusion images. We propose a deep CNN architecture that improves feature learning and achieves an
area under the curve of 0.871� 0.024, outperforming existing tissue fate models. We further validate the pro-
posed deep CNN with existing 2-D and 3-D deep CNNs for images/video classification, showing the impor-
tance of the proposed architecture. Our work leverages deep learning techniques in stroke tissue outcome
prediction, advancing magnetic resonance imaging perfusion analysis one step closer to an operational
decision support tool for stroke treatment guidance. © 2019 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI:
10.1117/1.JMI.6.2.026001]
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1 Introduction
Stroke is the primary cause of long-term disability1 and the fifth
leading cause of death in the United States, with ∼795;000
Americans experiencing a new or recurrent stroke each year;2

only one-fourth of surviving adults recover to normal health
status.3 Imaging is an integral part of the work-up of acute stroke
patients. Magnetic resonance (MR) images are often obtained,
including diffusion-weighted images (DWIs), apparent diffusion
coefficient (ADC) maps, perfusion-weighted images (PWIs),
and gradient recalled echo images. Typical features to examine
from pretreatment magnetic resonance imaging (MRI) studies
are volume of DWI positive ischemic tissue, volume of PWI
positive perfusion defect, volume of the salvageable tissue
(penumbra),4 presence/absence of hemorrhage,5 and location
of vessel occlusion. Another potential feature is the final infarct
volume, which researchers have attempted to predict using
machine learning techniques.6–18

Although these techniques have proven to be useful, most of
them rely on estimated model-based perfusion parameters [e.g.,
cerebral blood flow (CBF)] to predict tissue infarction. Recently,
concerns have been raised about the use of these parameters,19,20

due to drawbacks (e.g., parameter inconsistency) that have been
discussed in several studies.21–24 One such drawback is the sen-
sitivity of PWI to vascular delays and dispersion effects caused
by physiologic changes such as heart rate and cardiac output
that can substantially change the perfusion image parameters.21

Another drawback is the fact that choosing the appropriate
arterial input function (AIF), which describes the contrast

input to the vasculature over time, from PWIs is a challenging
and generally subjective task due to the need to account for
the partial volume effect. This can lead to variability in
blood flow measurements caused by varying delays and/or
dispersion based on different AIF choices.22 Although decon-
volution by singular value decomposition (SVD) can address
this problem, studies have found that the deconvolution proc-
ess can introduce distortions that influence the measurement
of perfusion parameters23 and the decoupling of delay may
negatively impact infarct prediction.24 All of these factors
have contributed to the imperfect prediction of tissue outcome
by current methods.

Recent work has shown that deep learning techniques25

outperform many state-of-the-art algorithms in classification
tasks. One example is the ImageNet competition,26 in which
participating teams are ranked based on the performance of
their classifiers on classifying 1000 different image categories.
The applications of deep learning techniques are not limited to
static images but also include video classification.27–30 Spatio-
temporal filters are learned during the training of deep learning
algorithms, which are used to extract meaningful patterns from
input videos for classification.

Medical image researchers have recognized the tremendous
ability of deep learning techniques and have begun to apply
these techniques in medical image challenges. In segmentation
tasks, Davy et al.31 developed a multiscale CNN approach in a
cascade architecture that exploits both local features as well as
more global contextual features to perform brain tumor segmen-
tation. Ronneberger et al.32 alternatively proposed a new CNN

*Address all correspondence to Corey Arnold, E-mail: cwarnold@ucla.edu 2329-4302/2019/$25.00 © 2019 SPIE

Journal of Medical Imaging 026001-1 Apr–Jun 2019 • Vol. 6(2)

Journal of Medical Imaging 6(2), 026001 (Apr–Jun 2019)

https://doi.org/10.1117/1.JMI.6.2.026001
https://doi.org/10.1117/1.JMI.6.2.026001
https://doi.org/10.1117/1.JMI.6.2.026001
https://doi.org/10.1117/1.JMI.6.2.026001
https://doi.org/10.1117/1.JMI.6.2.026001
https://doi.org/10.1117/1.JMI.6.2.026001
mailto:cwarnold@ucla.edu
mailto:cwarnold@ucla.edu


architecture, U-Net, that favors precise localization using
symmetric expanding paths to improve cell segmentation. This
architecture has been adapted in many applications, including
high-resolution histological segmentation.33 Recently, Li et al.34

developed a region-based convolution neural network (CNN)
that utilizes an R-CNN35 to achieve an epithelial cell segmen-
tation with an accuracy of 99.1%. In medical prediction and
classification tasks, Shin et al.36 tested the application of unsu-
pervised deep autoencoders on organ (e.g., liver, kidney, and
spleen) identification on MR images. Roth et al.37 proposed
a classification method that exploits random aggregation of
deep CNN outputs from rotated image patches to predict bone
lesions. Ertosun and Rubin38 trained a deep CNN for automated
classification of gliomas grading using digital pathology
images. All of these proposed deep learning models have shown
superior performance over existing methods.

In this work, we investigated the use of the source four-
dimensional (x × y × z × t) pretreatment PWIs (pre-PWIs) to
predict final infarct volume, instead of the derived model-
based perfusion parameters (e.g., CBF). We have developed
an approach to use deep CNNs to predict voxel-wise tissue
death (infarct versus noninfarct). The results show that the
proposed deep CNN can generate new features that signifi-
cantly improve the prediction of tissue death as compared
to standard deep CNNs for image/video classification. We
compared our approach to the published tissue fate models,
and the results show that the proposed model achieved better
performance.

In summary, the main contributions of this work are:

1. We propose to train the deep CNN with information
from the source perfusion images (the patches of inter-
est and their contralateral patches) to improve tissue
outcome prediction.

2. We design a deep CNN architecture to learn pairs of
unit voxel-wise temporal filters that favor the learning
of features from the modified training data.

3. We compare our proposed deep CNN with previous
models and show that it outperforms the existing tissue
fate models.

One significant contribution of this work is the application of
the proposed CNN architecture in automatic feature learning
that are more predictive than hand-crafted features (e.g., CBF)
for tissue outcome prediction using only the source perfusion
images. The results show that the proposed deep CNNs are a
robust tool for tissue outcome prediction when confounding
patient imaging variables present (e.g., different AIFs), requir-
ing neither AIF identification nor deconvolutions. This work
represents a step toward an operational decision support tool
for guiding stroke treatment.

2 Related Work

2.1 Tissue Outcome Prediction

Models have been developed to predict tissue outcome and esti-
mate the growth of infarcts in order to provide more information
for clinicians to make treatment decisions.6–11 One of the earliest
models is the MR tissue signature model developed by Welch
et al.,12 which utilized the ADC and T2 images to identify
reversible and irreversible volumes in the ischemic brain

regions. Another early model is the generalized linear model
(GLM) developed by Wu et al.6 This model used patients’
DWIs and estimated perfusion parameters (e.g., CBF) to predict
voxel outcome; the result showed that using both PWIs and
DWIs provided better performance in prediction compared to
using DWIs alone. Later, Wu et al.7 applied this model to animal
data to investigate the effectiveness of tissue plasminogen acti-
vator (tPA). Nguyen et al.8 further improved the basic GLM by
introducing a correlation term that integrated spatial correlation
information of voxels.

In addition to linear classifiers, nonlinear classifiers have
been explored. Bagher-Ebadian et al.9 developed a four-layer
artificial neural network (ANN) to predict the final extent of
the three-month poststroke T2-lesion in stroke patients using
T1-weighted, T2-weighted, diffusion-weighted, and proton den-
sity-weighted images. Huang et al.10 attempted to use an ANN
to predict tissue outcome of rats with induced stroke by incor-
porating more information into the model. A spatial infarction
incidence map and nearest-neighborhood information (8 neigh-
boring voxels for a 2-D patch; 26 neighboring voxels for a 3-D
patch) were used in the model. Scalzo et al.11 exploited spectral
regression kernel discriminant analysis (SR-KDA)39 to predict
voxel infarction using individual voxel time-to-maximum
(Tmax) and ADC value. SR-KDA is an effective algorithm
to project high-dimensional nonlinear distributed data into a
low-dimensional space, enabling efficient nonlinear dimension
reduction. The result showed that learning nonlinear functions
of the neighboring relationships of a patch is important for
classification.

2.2 Deep Learning on Classification

Deep learning techniques have widely been adopted on 2-D
classification tasks, such as multicategory image classifica-
tion,26,40,41 pedestrian detection,42 and human pose identi-
fication.43 Variations of these techniques have been proposed
to deal with higher dimensional data (e.g., video). Le et al.27

proposed an unsupervised deep learning algorithm, called inde-
pendent subspace analysis, to learn spatio-temporal features
from unlabeled video data. Simonyan and Zisserman30 imple-
mented a two-stream CNN that performs separate convolution
and pooling on the target video patch and the corresponding
multiframe dense optical flow patch (temporal data), and then
learns the joined features at the fully connected layers. Their
results showed that this model can achieve very good perfor-
mance with limited training data. Karpathy and Leung29 took
a different deep learning approach to video data analysis.
Instead of using all of the frames given in the input, they created
a fusion model that slowly fuses a subset of frames throughout
the network such that higher layers get access to progressively
more global information. This model displayed significant
improvement over feature-based baseline models. Tran et al.28

implemented a CNN to learn feature filters for 3-D convolution
on video. The proposed network generated generic features
for video object recognition, scene classification, and action
similarity.

In this work, we propose a deep CNN to predict tissue out-
come from perfusion data. We compare the proposed deep
CNN model with several baseline models, including GLM,
SR-KDA, support vector machine (SVM), and two baseline
deep CNNs.27–30 The implementation details of the baseline
deep CNNs are described in Sec 4.
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3 Materials and Image Processing

3.1 Patient Cohort and Imaging Data

Under institutional review board (UCLA IRB#11-000728)
approval, a total of 444 patient MR images were retrieved
and examined from the University of California-Los Angeles
picture archiving and communication system between
December 2005 and December 2015. The inclusion criteria
were: (1) acute ischemic stroke due to middle cerebral artery
(MCA) occlusion; (2) MRI performed both before and after
(3 to 7 days) treatment (e.g., clot retrieval and tPA); and
(3) absence of hemorrhage. A total of 48 patients satisfied
these inclusion criteria and were used in this study. Final infarct
volumes were semiautomatically determined and measured on
the posttreatment (post-FLAIR) images44 by an expert neuro-
radiologist (Dr. S. El-Saden) using Medical Image Processing,
Analysis, and Visualization software.45 Pretreatment (pre-
FLAIR) images were used to identify preexistent lesions that
were not related to the current stroke, and these lesions were
not labeled as part of the final infarct volumes. The patient
characteristics are summarized in Table 1.

All patients underwent MRI using a 1.5- or 3-Tesla echo
planar MRI scanner (Siemens Medical Systems); scanning
was performed with 12-channel head coils. The PWIs were
acquired using a repetition time (TR) range of 1490 to 2890 ms
and an echo time (TE) range of 23 to 50 ms. The pixel dimen-
sion of the PWIs varied from 1.00 × 1.00 × 5.00 to 2.00 ×
2.00 × 7.00 mm. The pre-FLAIR images were acquired using
a TR range of 8000 to 10000 ms and a TE range of 82 to
123 ms. The pixel dimension of the pre-FLAIR images varied
from 0.45 × 0.45 × 3.00 to 0.94 × 0.94 × 7.00 mm. The post-
FLAIR images were acquired using a TR range of 8000
to 10000 ms and a TE range of 82 to 134 ms. The pixel dimen-
sion of the post-FLAIR images varied from 0.43 × 0.43 × 3.00
to 0.94 × 0.94 × 7.00 mm. The perfusion parameter maps
of Tmax, CBF, time-to-peak (TTP), cerebral blood volume
(CBV), and mean transit time (MTT) were calculated using
block-circulant singular value decomposition as provided
by the sparse perfusion deconvolution toolbox.46 We note
that in MRI, each brain voxel has three spatial dimensions
for three axes (x, y, and z). We ignore the z-dimension in
data generation (i.e., patch creation) due to slice thickness.
Thus our notation is simplified as we may denote the size of
a “voxel” as 1 × 1 only.

3.2 Image Preprocessing

First, intrapatient registration of axial pre-PWIs, pre-/post-
FLAIR images, and post-FLAIR images was performed with
a six-degree-of-freedom rigid transformation using FLIRT.47

Through the registration, each voxel in pre-PWIs and post-
FLAIR was made to correspond to the same anatomical loca-
tion in pre-FLAIR. Then all pre-PWIs were interpolated so
that each had the same unit increment in the time dimension.
The multiatlas skull-stripping algorithm48 was used to remove
the skulls. Brain ventricle voxels were excluded in training.
All brain images were aligned to their central lines in the
axial plane using MATLAB image processing toolbox (version
9.4.0 Mathworks, Inc., Natick, Massachusetts). Each source
signal of pre-PWIs SðtÞ was then converted to a tissue concen-
tration time curve CTCðtÞ based on the baseline signal Sð0Þ TE
and β:49

EQ-TARGET;temp:intralink-;e001;326;217CTCðtÞ ¼ −β log

�
SðtÞ
Sð0Þ

�
∕TE; (1)

where Sð0Þ is the average of the first five values of the signal
curve, and β is a scaling factor provided by Mouridsen et al.,49

with a value of 2000. All CTCs were standardized to zero-
mean and unit-variance globally on a voxel-by-voxel basis.50

4 Methods
This section is divided into three parts: Sec. 4.1 describes the
prediction task and the training patch generation; Sec. 4.2
describes the existing deep CNN models and the proposed
architecture; Sec. 4.3 describes the configurations and

Table 1 Ischemic stroke patient cohort characteristics.

Patients (n ¼ 48)

Demographics

Age 65.4� 17.3

Gender 20 males

Clinical presentation

Time since stroke 206� 122 min

NIHSSa 15.1� 7.7

Atrial fibrillation 15

Hypertension 32

Treatments (received)b

IV-tPA 24

IA-tPA 6

Clot-retrieval devices
(e.g., Solitaire™)

29

Treatment evaluation

TICI scorec 0 (4), 1 (0), 2a (13),
2b (8), 3 (1), N/A (22)

AOL scored 0 (3), 1(0), 2(4),
3(16), N/A (25)

Outcome

Discharge mRSe 3.44� 1.47

Discharge lesion size 65.9� 81.7 cm3

aNIHSS, NIH Stroke Scale International; scale: 0 (no stroke symp-
toms) − 42 (severe stroke).

bA patient could receive more than one treatment in a visit. IV-tPA,
intravenous tissue plasminogen activator; IA-tPA, intraarterial tissue
plasminogen activator.

cTICI, thrombolysis in cerebral infarction; scale: 0 (no reperfusion), 1,
2a, 2b, 3 (full reperfusion), N/A (missing). Available only for patients
with clot-retrieval devices.

dAOL, arterial occlusive lesion; scale: 0 (complete occlusion) − 3
(complete recanalization), N/A (missing). Available only for patients
with clot-retrieval devices.

eDischarge mRS, discharge modified Rankin scale; scale: 0 (no
stroke symptoms) − 6 (dead).
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implementation details of the deep CNNs, the baseline models,
and the evaluation metrics.

4.1 Patch Sampling and Ground Truth

The task is to predict the final outcome of every brain voxel (i.e.,
infarcted or noninfarcted) given its CTC. The ground truth
binary mask is derived from the post-FLAIR images (acquired
3 to 7 days posttreatment), where the positive class is infarcted
and the negative class is noninfarcted. The deconvolution of
a CTC with its AIF generates a residue curve, from which
perfusion parameters are derived using a curve-fitting-based
approach.22 While baseline tissue fate models6,7,11–14 used
these derived perfusion parameters (e.g., Tmax) to predict a
voxel outcome, the deep CNNs learn features directly from the
CTC to predict outcomes and, therefore, do not depend on
the AIF.

To generate training data from a perfusion signal associated
with a given voxel, one straightforward approach is to only use
each voxel’s time signal information (concentration change
along time) [Fig. 1(a)]. For example, a single training sample
has a dimension of 1 × 1 × t, in which t is the total time length
of the study (equivalent to the total number of brain volumes
in the pre-PWI). However, this approach is sensitive to noise
(e.g., small motion artifacts can cause apparent concentration
changes in a voxel) and it incorrectly assumes voxels are
independent. Recent work14 revealed that incorporating neigh-
boring voxel information improved classification performance.
Therefore, training data were sampled as a 3-D “patch”
sequence instead of a single sequence; each training example
had a size of d × d × t, where d is the width/height of the
patch and the center of the patch is the voxel of interest
[Fig. 1(b)]. Deep CNNs then learn filters to extract spatio-
temporal features from the patch to predict the outcome of
the central voxel. We experimented with different values of d in
the 2-D CNN architecture and determined the optimal training
patch size is 25 × 25 × 64 (d ¼ 25 and t ¼ 64) in the 10-fold
cross validation. We used this patch size for all the deep CNN
model training and testing.

4.2 Deep CNN Architecture

4.2.1 Baseline deep CNN framework

Typical deep CNNs consist of multiple convolutional, pooling,
nonlinear, fully connected layers and a softmax classifier. The

convolutional layers produce feature maps (usually >10) from
the input through automatically learned feature filters (weight
matrices). These feature filters detect local characteristics of
regions given the input; each of these local regions is connected
to a location of the output (feature map). The pooling layers
employ max-operators that pool values in a local region together
(i.e., given a small region, only the maximum value is returned),
which makes the network more translation invariant. The non-
linear layers contain rectified linear units51 (ReLU) that intro-
duce nonlinearity, enabling the network to learn nonlinear
features. After multiple stacking of convolutional-ReLU-pool-
ing layers, fully connected layers (inputs are fully connected
to each previous layer’s output) are added to generate summa-
rized features, which are the inputs to the softmax classifier for
classification. Given a deep CNN with L layers and N data sam-
ples (ðX; yÞ), the parameters (θ) of a softmax classifier in binary
form (i.e., logistic classifier) are obtained by minimizing the cost
function:
EQ-TARGET;temp:intralink-;e002;326;554

JðθÞ ¼ −
1

N

XN
n¼1

yn log hθðXL
n Þ þ ð1 − ynÞ log½1 − hθðXL

n Þ�

þ γfðθÞ; (2)

EQ-TARGET;temp:intralink-;e003;326;476 hθðXL
n Þ ¼

1

1þ expð−θXL
n Þ

; (3)

where γ is a parameter for controlling the L2 weight decay term
½fðθÞ�, hθðXL

n Þ is the sigmoid function, and XL
n is the output of

the fully connected layer before the softmax classifier. The
weights in a deep CNN layer [WðlÞ] are updated via gradient
descent, namely

EQ-TARGET;temp:intralink-;e004;326;396 WðlÞ ¼ WðlÞ − α
∂JðθÞ
∂WðlÞ ; (4)

where α is the learning rate. The gradient ∂JðθÞ
∂WðlÞ is obtained

through backpropagating the loss from the softmax classifier
and chain rule. There are two basic approaches to train deep
CNNs with the 3-D training data. In the first approach, we
treat the time channel of the training data as if it was a color
channel; this allows us to use standard 2-D deep CNN architec-
tures that are typically applied to images.52 The filter learning of
a convolutional layer in a 2-D deep CNN is two-dimensional.
In the second approach, we can employ a 3-D deep CNN archi-
tecture,28 which is composed of 3-D filters in convolutional
layers. Complex spatio-temporal features are learned progres-
sively along the network, and they are more descriptive for
small changes in both the spatial and temporal dimensions.

4.2.2 Baseline CNN limitations and the proposed
architecture

The motivation for using deep CNNs is their strong ability to
learn data-driven filters to obtain complex features that are pre-
dictive of infarction. With the baseline 2-D or 3-D deep CNN
architecture, spatio-temporal filters can be learned to extract fea-
tures from input patches that predict tissue fate. However, when
we trained these architectures using the perfusion image training
patches, we implicitly assumed that every training patch was
sampled from a distribution generated by the same global
AIF (as obtained from the MCA), an assumption that does

25

25

A training patch (3-D) 
25 x 25 x t (t = 64)

64 s

A training voxel
1 x 1 x t

TimeC
on

ce
nt

ra
tio

n

(a) (b)

Fig. 1 Training data generation: (a) a training voxel with a dimension
of 1 × 1 × t , containing the concentration change along time t and
(b) a training patch with a dimension of 25 × 25 × t , where t ¼ 64.
The center of the patch (red) is the voxel of interest. A patch is asso-
ciated with the outcome value (0 or 1) of the voxel of interest.
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not hold across patients due to a variety of factors, such as
a patient’s unique cerebrovascular architecture. (Note: We can
also define a lot of local AIFs22 in which each is based on the
closest artery to the voxel of interest. This approach is difficult to
use with low-resolution PWIs due to the challenge of finding
suitable arterial voxels throughout the brain. In the context of
this paper, we refer to the global AIF obtained from MCA as
the “AIF.”)

Figure 2 illustrates an example of the tissue CTCs of a non-
infarcted voxel and infarcted voxel in two different patients with
different AIFs. Within the curves of a particular patient, the non-
infarcted voxel has a CTC with an earlier and higher peak (solid
line) relative to the CTC of the infarcted voxel (dotted line).
However, when we compare curves across patients, the CTC
of the noninfarcted voxel of patient #2 is delayed and lower
than the CTC of the noninfarcted voxel of patient #1. These

differences are due to their unique AIFs (Fig. 2), which describe
the unique pattern of flow of the contrast agent traveling within
the cerebrovasculature and which also reflects the effects of both
of the administration method as well as the cardiac function and
vasculature between the intravenous administration site and the
brain.22 This information is not incorporated into the training of
the baseline 2-D or 3-D deep CNN architecture, and this makes
the learning of representative features difficult. The learned
feature filters from these 2-D and 3-D deep CNN architectures
are limited to only detect features within a patch signal (e.g.,
peak maximum value) and do not account for the difference in
patient AIFs.

To overcome this limitation, the network must be capable of
learning features that are independent of confounding patient-
specific variables, such as AIFs, and that are predictive of tissue
outcome. Thus we propose a deep CNN model (Fig. 3) to

Fig. 2 Illustration of tissue CTCs of a noninfarcted voxel and infarcted voxel in two different patients, and
the patient AIFs.

32 maps
22x22

11x11
64 maps

8x8

4x4 128 128

2

Unit CNN-contralateral

L2
L3

L4 L5 L6 L7

L8

25 x 25 x 64
16 maps

25x25

L1

L1.5

Softmax

64 s

64 s

Fig. 3 The proposed eight-layer deep CNN (unit CNN-contralateral) with the new architecture of the
convolutional layer and unit temporal filter learning (orange) for tissue outcome prediction (only the inter-
connections within first layer are shown). An input consists of a pair of 25 × 25 voxel patches (the patch of
interest, red, and its contralateral patch, blue). Pairs of unit temporal filters (L1) are learned simultane-
ously, which feed into the first convolutional layer (L1.5); 2-D operations (convolution, L2 and L4, and
pooling, L3 and L5) are then performed to generate features for the fully connected layers (L6 and L7)
and softmax classifier (L8). See Sec. 8.1 (Fig. 6) for a more detailed configuration of this proposed
deep CNN for tissue outcome prediction.
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improve feature learning, including a new form of input patches
(patches of interest paired with contralateral patches), a new
architecture for the convolutional layer, and explicit learning
of unit temporal filters, i.e., a set of filters that have size
of 1 × 1 × t, where t is the time dimension. The use of a
contralateral patch as a matched control (reference) has also
been used in the simple thresholding approach for lesion
delineation.53

Matched controls for input patches. The features learned
on an input patch of interest are implicitly affected by the AIF.
In contrast, features that are derived from the comparisons
between the input patch of interest and a matched control
might be independent of the confounding variables. We
exploited the natural symmetry of the brain to create a matched
control for each patch, which is the patch contralateral to the
patch of interest (we refer to it as the “contralateral patch”).
Each original training patch is paired with its contralateral
patch, and it is then used to train the CNN. To improve the fea-
ture learning with the new form of training data, we proposed
a new architecture that involves paired convolutions in the stan-
dard convolutional layer.

Proposed architecture for learning paired unit temporal
filters. To learn feature filters that extract relationships
between a pair of input patches (i.e., the patch of interest and
its contralateral patch), we proposed a new architecture for
the convolutional layer where pairs of 3-D convolutional filters
are learned simultaneously. Each “filter” in the new convolu-
tional layer consists of two 3-D filters (w1, w2), each of
which has a size of x × y × t for the x dimension, y dimension,
and time dimension. Each “filter” convolves local regions on
the patch of interest and the contralateral patch, respectively.
An output location (Oi;j) on a feature map produced from the
new convolution layer is defined to be the sum of the convolved
values of the same local regions on the patch of interest (i1) and
the contralateral patch (i2):

EQ-TARGET;temp:intralink-;e005;63;344Oi;j ¼ i1 ⊗ w1 þ i2 ⊗ w2: (5)

The advantage of this formulation is that all pairs of filters
(w1, w2) are learned simultaneously, without modification to our
loss backpropagation and weight updating methodology. Since
the resolution of perfusion images is low, the spatial filters may
not be easily learned to capture fine-grained features to distin-
guish between positive and negative labels. Therefore, we
hypothesize that the CNN architecture should be designed to
favor the learning of temporal features between patches. To opti-
mize learning filters that detect these temporal features, we first
made the network “explicitly” learn n paired unit voxel-wise
temporal filters in the new convolutional layer. More specifi-
cally, each filter in a pair had a size of 1 × 1 × t for the x dimen-
sion, y dimension, and time dimension; these filters capture the
local voxel-wise temporal characteristics. We then performed
normal 2-D convolution and pooling (similar to a 2-D deep
CNN) to derive the final compressed features in the fully con-
nected layer, which was then fed into a softmax classifier to pre-
dict tissue outcome. The new feature map formulation and the
explicit learning of temporal filters lead to the proposed eight-
layer deep CNN (Fig. 3). It is incorporated with the new con-
volutional layer and unit temporal filter learning (L1.5) for

tissue outcome prediction. We denote the new proposed deep
CNN as “unit CNN-contralateral.”

4.3 Experimental Setup

4.3.1 CNN configurations and implementation details

To compare to the unit CNN-contralateral, we trained two
baseline deep CNNs based on the 2-D and 3-D approach.
The architecture details of all three deep CNNs are shown
in Sec. 8.1 (Fig. 6). In summary, each of these two baseline
deep CNNs consists of two sequences of convolutional
(conv)-nonlinear (ReLU)-pooling (max-pool) layers, followed
by two fully connected layers. The two fully connected layers
are incorporated with dropout54 and batch normalization41 to
reduce overfitting of the data and address the issue of internal
covariate shift. With this multilayer deep CNN architecture,
128 features are generated in the last fully connected layer,
which are the inputs to a softmax classifier for voxel outcome
prediction. The unit CNN-contralateral has an additional first
layer (the new convolutional layer) that learns paired unit
temporal filters. This layer (orange boxes) is inserted into
the 2-D deep CNN architecture; 128 features were generated
for tissue outcome prediction. For these deep CNNs, the num-
ber of filter maps and the parameters (e.g., stride) of the filters
and the use of max-pooling layers are based on published
architectures.28,52 Briefly, a small filter size (i.e., 4 × 4) was
used and the number of filter maps was a factor or a multiple
of 2 (i.e., 16, 32, 64, or 128).

The deep CNNs were trained with batch gradient descent
(batch size: 50) and backpropagation. A momentum of 0.9
and a learning rate of 0.05 were used. A heuristic was applied
to improve the learning of weights,52 where the learning rate was
divided by 10 when the validation error rate stopped improving
with the current learning rate. This heuristic was repeated
three times. An early stopping strategy was applied to improve
the learning of deep CNNs weights and prevent overfitting.
In this strategy, the training was terminated if the performance
failed to improve in five consecutive epochs (maximum number
of training epochs: 40). The CNNs were implemented in
Torch7,55 and the training was done on two NVIDIA Titan X
GPUs and an NVIDIA Tesla K40 GPU.

4.3.2 Baseline model comparison

In addition to the baseline 2-D and 3-D deep CNN models,
we compared the proposed deep CNN with published tissue
fate models (GLM6 and SR-KDA14) and an SVM designed
for large-scale classification56 using the same perfusion param-
eters as the GLM. The details of the baseline model training are
described in Sec. 8.2. To investigate the importance of using
contralateral patches, we compared the performance of the
deep CNNs (with the new convolutional layer) trained with
contralateral patches (unit CNN-contralateral), random patches
(unit CNN-random), and duplicate patches (unit CNN-
duplicate). All the comparisons were performed using 10-fold
patient-based cross validation, with a nested validation in each
cross-validation fold for performance evaluation, i.e., identify-
ing the optimal cutoff point that optimizes the Youden Index57

for receiver operating characteristic (ROC) curve. For each of
the 48 patients in the dataset, 1000 patches were randomly
selected without replacement from the set of infarcted voxels
and the set of noninfarcted voxels, respectively, generating
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a randomized, stratified, and balanced training dataset with
a total of 96,000 patches to avoid biased training.58

4.3.3 Evaluation metrics

We computed the area under the ROC curve (AUC), which is
a classifier’s probability of predicting an outcome better
than chance. The accuracy and overlap coefficient were also
calculated.59 Accuracy measured the percentage of voxels that
were given the correct label. Overlap coefficient measured the
similarity between the prediction and ground truth masks; it is
defined as the size of the intersection divided by the smaller
size of the two sets. A value of 0 indicates no overlap,
a value of 1 indicates perfect similarity. All the evaluation
metrics were computed for the whole brain data set, in which
the held-out validation set belonged in the 10-fold cross
validation.

To determine if the performance of the models significantly
differed, we used Hanley and McNeil significant test60 to com-
pare the model AUCs and used two-tailedWilcoxon signed-rank
test61 to compare the overlap coefficient and the accuracy of
the models.

5 Results

5.1 Baseline Versus Unit CNN-Contralateral

Figure 4 shows the ROC curves of the deep CNNs and the
baseline tissue outcome models (GLM, SR-KDA, and standard
SVM) on predicting tissue outcome, and Table 2 shows the
average accuracy, overlap coefficient, and AUC of each clas-
sifier calculated from the 10-fold cross validation. The preci-
sion and recall of each classifier calculated from the 10-fold
cross validation are shown in Sec. 8.3 (Table 3). In each
step of the 10-fold patient-based cross validation, we applied
the trained model to the held-out whole brain dataset (includ-
ing all voxels in the brains) to calculate the evaluation metrics.
The total training time for the CNNs was 124.5 h (about
5 days).

Among all the baseline tissue outcome models, SR-KDA
achieved the best AUC and overlap coefficient. We speculate
this could be due to SR-KDA’s patch-based approach, which
predicts voxel outcomes using neighboring voxels’ features,

whereas SVM/GLM only used the features of the voxel of
interest. Compared to the best baseline results (SR-KDA),
deep CNNs achieve better performance. The 3-D deep CNN is
slightly better than 2-D deep CNN, likely due to the greater
learning capability as a result of the higher number of model
parameters. However, these two deep CNNs did not offer
significant performance improvement of AUC compared to
SR-KDA. Among all deep CNNs, the proposed deep CNN
trained with contralateral patches (unit CNN-contralateral)
achieved the best performance in all evaluation metrics.
It achieved the highest AUC and overlap coefficient of 0.871
and 0.811, respectively. The significance test results show
that the proposed deep CNN achieved significantly better
AUC than all other deep CNN classifiers. Overall, the AUC
and overlap coefficient indicates that the proposed deep CNN
performed significantly better than SR-KDA, 0.871 versus
0.788 (p value ¼ 0.003) and 0.811 versus 0.679 (p value ¼
0.0001). These results indicate that the proposed deep CNN
is the best model for predicting tissue outcome.

Fig. 4 10-fold cross-validation ROC curves for unit CNN-contralateral, unit CNN-random, unit CNN-
duplicate, and baseline models.

Table 2 Average performance on held-out whole brain data in 10-fold
cross validation.

Accuracy Overlap AUC

2-D CNN 0.746 0.728* 0.783� 0.030*

3-D CNN 0.790 0.717* 0.799� 0.029*

Unit CNN-random 0.780 0.753* 0.805� 0.029*

Unit CNN-duplicate 0.770 0.698* 0.757� 0.035*

Unit CNN-contralateral 0.818 0.811 0.871� 0.024

GLM 0.751* 0.628* 0.746� 0.022*

SVM 0.724* 0.633* 0.691� 0.033*

SR-KDA 0.784 0.679* 0.788� 0.031*

Note: Bold values indicate the highest values within each group of
models (CNNs and baselines).
*Indicated statistically significant results (p value < 0.05) against the
unit CNN-contralateral model.
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5.2 Unit CNN with Different Types of Patches

To investigate the significance of using the contralateral patch as
part of the input, we performed additional experiments to verify
whether using the contralateral patch in our proposed network
provides better results than using other potential patch selec-
tions. We used the same proposed deep CNN architectures to
build models with two types of training data: (1) the patch of
interest with a patch randomly selected from the brain and
(2) the patch of interest with a copy of itself. The results are
shown in Table 2 and Fig. 4. The performance of the deep
CNNs significantly dropped when trained with random or
duplicate paired patches instead of contralateral patches. The
unit CNN trained with duplicate patches performed worse than
other deep CNNs. The unit CNN trained with random patches
achieved only slightly higher performance than a 3-D deep
CNN, but falls short of the performance of the deep CNN trained
with contralateral patches, indicating the value of having the
contralateral patch as part of the input. This suggests that
using the contralateral patch provides additional information
that allows the deep CNN to learn useful comparison filters
rather than merely signal filters to extract features for tissue
outcome prediction. One interesting observation is that the
deep CNN trained with random patches has higher AUC
(p value ¼ 0.019) than the deep CNN trained with duplicate
patches. This illustrates that additional random information
can boost model performance. However, this boosting is not
as good as using contralateral patches. The visualization of the

CNN first layer filters trained with different types of patches is
shown in Sec. 8.4, Fig. 7.

5.3 Examples of Prediction

Figure 5 shows the tissue outcome predictions of the unit
CNN-contralateral, SR-KDA, and 3-D deep CNN models.
For large infarcts (patient #1), unit CNN-contralateral and
SR-KDA predicted well on visual inspection, whereas 3-D
deep CNN predicted high probability (red color) only in certain
parts of the final infarct regions. For patient #2, all models
predicted the correct locations of the final infarct regions.
Unit CNN-contralateral and the 3-D deep CNN both predicted
larger final infarct volumes with high probabilities than
SR-KDA. The volume of prediction with the highest probabil-
ity (>0.90) of unit CNN-contralateral matches well with
the ground truth. For patient #3, SR-KDA and unit CNN-
contralateral predicted larger final infarct volume with high
probabilities, whereas 3-D deep CNN predicted only partial
volume. For patient #4, the region of high probability of
unit CNN-contralateral matched well with the ground truth.
However, the regions with high probability of SR-KDA and
3-D deep CNN were larger and smaller, respectively.

6 Discussion
Predicting ischemic tissue outcome is a challenging and impor-
tant task for better stroke evaluation and treatment planning.

Fig. 5 Tissue outcome prediction of unit CNN-contralateral, SR-KDA, and 3-D deep CNN.
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Knowing the potential tissue outcome before the use of an inter-
vention has the potential to provide important information to
clinicians about the relative value of interventions. For example,
if the volume of predicted infarct tissue despite treatment is
large, a clinician may reconsider the utility of a treatment
such as thrombolysis or clot retrieval, either of which can
increase the chance of hemorrhage and potentially worsen the
clinical outcome. In addition, predicting stroke tissue outcome
helps to generate new knowledge that may be useful in patient
selection for clinical trials.62 In this work, we demonstrated
the use of deep CNNs in ischemic tissue outcome prediction
(infarcted versus noninfarcted) and proposed a deep CNN
that outperformed the existing models.

There are two major advantages of using deep learning in
predicting tissue outcome. First, the proposed algorithm can
automatically learn hierarchical imaging features from only
source pretreatment perfusion images. It eliminates the use of
deconvolution and still achieves better performance than the
baseline models that utilize perfusion parameters. The superior
performance of the deep learning algorithm reinforces the find-
ings of Christensen et al.24 and Willats et al.63 that summary
parameters calculated without an AIF from source perfusion
images contain enough information to determine tissue out-
come. The feature generation of the proposed deep CNN is
fully data driven and automatic. The learned features represent
more complicated characteristics than just the summary perfu-
sion parameters (e.g., TTP) and are shown to be more predictive
of tissue outcome. Second, the deep learning algorithm can
better capture nonlinear relationships than other models. Such
nonlinear relationships cannot be captured by linear models,
such as GLMs, and have been shown to be important for tissue
outcome prediction.14 Compared to models such as SR-KDA
and SVM, deep CNNs automatically learn spatio-temporal fea-
tures from the source perfusion images that are more complex
and predictive than perfusion parameters (e.g., Tmax). Such
nonlinear feature learning is made possible by the stacked
layer architecture, which is a distinctive feature of deep learn-
ing algorithms. The greater learning capability of the deep
CNNs was validated by the improved performance of the 2-D
deep CNN and 3-D deep CNN compared to other baseline
models.

In this work, we proposed a new architecture for the convolu-
tional layer, which learned pairs of unit temporal filters simul-
taneously from the patch of interest and its contralateral patch.
This new layer was inserted as the first layer to the standard 2-D
deep CNN and allowed the deep CNN to derive paired filters to
obtain useful correlations between inputs in the first layers such
that the learned filters in the subsequent convolutional layers no
longer detected the spatio-temporal features of a single input.
Instead, these filters were learned to detect spatial features of
the differences between two input patches (i.e., the patch of
interest and its contralateral patch).

Such differences were further expanded and stacked through
multiple layers in the deep CNN and finally became the 128
features that were used to train a softmax classifier. The incor-
poration of the new convolutional layer changed the nature of
the learned features of the deep CNN, which ultimately led to
features that achieved the best performance among all the
models.

Our study has several limitations. First, we did not consider
treatment information in our predictions, which has a direct
impact on outcome. Also changes in MR image acquisition

parameters (e.g., field strength) or clinical variables (e.g., age)
may impact the classifier performance.64 We did not perform
subgroup analysis based on image acquisition parameters
or clinical variables because of a relatively small dataset
(n ¼ 48). Future studies will include larger patient cohorts
with imaging and pre-/posttreatment information, which will
allow subgroup analysis to evaluate how well the proposed
method would generalize across different imaging protocols
and patient characteristics. Second, we note that the proposed
deep CNN has high recall and low precision (Sec. 8.3, Table 3),
which is likely due to the imbalance of our classes.65

Future work could explore different methodologies, including
sampling strategies,66 to improve model precision while main-
taining recall with our imbalanced dataset. Finally, our pro-
posed model only used perfusion images to achieve better
performance than baseline models, which also used DWIs.
We plan to further expand the deep CNNs in order to incorpo-
rate these images and generate better composite feature
representations.

7 Conclusion
In this work, we proposed a deep CNN to learn pairs of unit
temporal filters for outcome prediction in ischemic tissue
using only the source perfusion images. We compared it
with baseline models including two deep CNNs, SVM, GLM,
and SR-KDA and showed that it achieved the best perfor-
mance. Our work demonstrates the potential use of deep learn-
ing techniques in stroke MR perfusion imaging analysis.
This temporal feature learning approach may also benefit the
weight initialization of the deep learning models via transfer
learning67 for body parts other than the brain when MR perfu-
sion images are available. More improvements are possible,
including the incorporation of clinical variables into the net-
work and exploring the use of composite features generated
from different MR image types. The deep CNN model pro-
posed here provides a foundation to utilize deep learning tech-
niques in perfusion image analysis, which could ultimately
provide useful information for clinicians when deciding upon
a treatment intervention.

8 Appendix A

8.1 Architecture Details of the Baseline 2-D and
3-D Deep CNNs, and the Unit CNN-Contralateral

Figure 6 shows the deep CNNs for predicting voxel-wise
tissue outcome. The 2-D and 3-deep CNN have the same
architecture, except that the convolutional layers are 2-D and
3-D, respectively. The proposed deep CNN has a new convolu-
tional layer in the first layer, which learns paired unit temporal
filters for comparing the patch of interest and its contralateral
patch.

8.2 Baseline Models (SR-KDA, GLM, and SVM)
Construction

We implemented three baseline models for tissue outcome pre-
diction following the corresponding paper implementations:
SR-KDA,14 GLM,6 and SVM.56 Briefly, SR-KDA is a patch-
based model for which Tmax patches (with a size of 15 × 15)
14 were generated for model training. GLM is a single-voxel-
based model, in which several image parameters (ADC,
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pre-FLAIR, CBF, CBV, and MTT) are the inputs used by
the model. SVMs were trained using the same features as
the GLM. The optimal hyperparameters for SR-KDA (alpha)
and SVM (C and epsilon) were determined using nested vali-
dation in the 10-fold cross validation. The range of tested
alpha value for SR-KDA was (0.001, 100). The range of
tested C and epsilon values for SVM were (0.00001, 16) and
(0.0001, 10), respectively.

8.3 Precision and Recall on Held-Out Whole Brain
Data in 10-Fold Cross-Validation

The precision and recall of each classifier calculated from a
fixed specificity (specificity = 0.830)6 are shown in Table 3.
We note that both the proposed and the baseline classification
approaches have low precision, low F − 1 score, and high recall.
The low precision value may limit the real-world application of

the proposed model in clinical practice. However, the high recall
value of the model shows the possibility of using the model as
a first-pass screening method to prescreen stroke patients who
may have high risk of large infarcted regions. In addition to the
possible clinical utility, the results show that the proposed Unit
CNN approach achieved the best performance compared to
other CNN and baseline models. The proposed model also
achieved higher sensitivity (0.819 versus 0.660) than the previ-
ously published model6 while maintaining the same specificity.
This provides evidence that the proposed approach has the best
performance in stroke tissue outcome prediction.

8.4 Visualization of Feature Filters Learned in the
First Layer of the Proposed Unit CNNs Trained
with Contralateral Patches, Random Patches,
and Duplicate Patches, Respectively

Seven of the sixteen learned pairing filters of the proposed deep
CNNs (trained with contralateral patches, random patches, and
duplicate patches, respectively) are shown in Fig. 7. Each pair of
filters consists of two 1 × 1 × t (t ¼ 64) 3-D filters. Instead of
capturing spatial features (e.g., edges) as typical 2-D filters do,
these pairs of 3-D filters capture the relationships between two
input signals in the time dimension. When looking at the pairing
filters of the deep CNN trained with duplicate patches, one may
observe that filters are similar within a pairing filter. In contrast,
the variability of the pairing filters of the deep CNN trained with
contralateral patches is higher: some pairing filters appear to be
the “opposite” of each other, whereas others appear to be similar.
For example, in filter pair number 7, the first filter (top) can
detect later signals (indicated as black first and then white
along time), whereas the second filter detects early signals (indi-
cated as white first and then black along time). Compared to
these pairing filters, those paired filters trained by the deep
CNN with random patches were inconsistent and more random
in appearance; those paired filters trained by the deep CNN with
duplicate patches looked similar. This result shows that training
with contralateral patches results in a distinct class of filters that
are associated with better model performance.

Table 3 Average precision and recall on held-out whole brain data in
ten-fold cross-validation.

Precision Recall F − 1

2-D CNN 0.211 0.700 0.324

3-D CNN 0.220 0.693 0.334

Unit CNN-random 0.221 0.716 0.338

Unit CNN-duplicate 0.208 0.670 0.317

Unit CNN-contralateral 0.222 0.799 0.347

GLM 0.627 0.139 0.228

SVM 0.624 0.151 0.243

SR-KDA 0.671 0.171 0.273

Note: Bold values indicate the highest values within each group of
models (CNNs and baselines).
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Fig. 6 The deep CNNs for predicting voxel-wise tissue outcome: (a) 2-D deep CNN, (b) 3-D deep CNN,
and (c) the proposed deep CNN (denoted as “unit CNN-contralateral”); the first layer is the new convolu-
tional layer that learns paired unit temporal filters for comparing the patch of interest and its contralateral
patch, which is followed by a nonlinear layer (ReLU) and then the standard 2-D deep CNN. These deep
CNNs learn feature filters to generate 128 complex hierarchical features in the last fully connected layer,
which are then used by the softmax classifier to predict outcome. Abbreviations: conv, convolutional
layer; max-pool, max-pooling layer; full, fully connected layer; softmax, softmax classifier, batch norm
(batch normalization).
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