
Between the Error Bars: How Modern Theory, Design, and 
Methodology Enrich the Personality-Health Tradition

Suzanne C. Segerstrom, Ph.D., M.P.H.
Department of Psychology, University of Kentucky, 125 Kastle Hall, Lexington, KY 40506-0044, 
Phone 859-257-4549, FAX 859-323-1979, segerstrom@uky.edu

Abstract

The study of relationships between personality traits and health has a long history in 

psychosomatic research. However, personality science has evolved from an understanding of 

personality as fixed traits to one that acknowledges that personality is dynamic. Dynamic 

approaches to conceptualizing and measuring personality and individual differences can enrich 

personality-health research. In this Presidential Address (American Psychosomatic Society, 2018), 

I consider how different formulations of personality – stable traits, stable signals in a noisy or 

variable measure, within-person changes, and intraindividual variability – can be implemented to 

better understand how personality is related to health and particularly to immune function. These 

approaches recognize and, in some cases, capitalize on the fact that personality factors can display 

variability as well as stability over time. They also require repeated measurement and therefore 

greater methodological sophistication that considers reliability and generalizability, Simpson’s 

paradox, and the difference between variability and flexibility. Dynamic qualities of personality 

and individual differences potentially influence health, and designs and methodology that 

incorporate them can illuminate the important processes that occur inside the error bars.
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1. Personality and health

The relationship between personality and health has a long and distinguished history in the 

study of psychosomatic relationships. This body of work includes documentation of the 

health effects of “Type” A personality and its active ingredient, hostility; dispositional 

optimism; neuroticism and negative affectivity; and others. One assumption has been that 

these constructs are trait-like: they show substantial temporal stability and are therefore 

effectively captured by a single assessment. There is evidence to support this assumption. 

Test-retest reliabilities indicate that adults who are high on a trait at one time are also likely 

to be high on that trait years later (e.g., hostility over 3 years, r = 0.84 [1]; dispositional 

optimism over 10 years, r = 0.35 [2]; neuroticism over 6 years, r = 0.83 [3]). Rank-order 

stability for temperament and personality in childhood and adolescence is lower but still 
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nontrivial (4). Second, correlations between one-time assessments and prospective health 

outcomes suggest that such assessments have predictive validity, even when personality was 

assessed in childhood (5).

Additional approaches to conceptualizing and measuring personality and individual 

differences can enrich this tradition. These approaches recognize and, in some cases, 

capitalize on the fact that personality and individual differences are capable of variability as 

well as stability. First, one can consider personality as the consistent thread through a 

measure that appears unstable: the “signal” in the “noise”. Affect and cortisol, for example, 

are notoriously variable, but average levels could reflect an underlying trait. Second, one can 

take the “noise” seriously. Changes (i.e., instability) in individual differences over time 

could correlate with changes in health. Finally, some people fluctuate to a greater degree 

than others, and these people can be said to have more intraindividual or within-person 

variability. Like other traits, intraindividual variability has its own distribution in the 

population and can predict important health outcomes. In this review, I consider how these 

different formulations of personality – traits, “signals”, unstable individual differences, and 

intraindividual variability – can be implemented to better understand how personality is 

related to health and particularly to immune function. I illustrate them by drawing on my 

own work and its evolution from focusing on traits to explicitly incorporating variability into 

the study of personality and health.

2. Traits and immune function

My interest in individual differences arose from influential studies of stress and immune 

function published in the 1980s (e.g., 6,7). These studies demonstrated changes in immune 

parameters as a function of psychological stress, but my attention was drawn to the error 

bars. Clearly, not everyone experienced the same degree of immune change as a function of 

stress. What could explain these differences?

My dissertation was designed to test whether optimism – the expectation of a positive future 

– could protect against stress-related immune change (8). First-year law students completed 

questionnaires measuring their general expectancies for the future (dispositional optimism) 

and their expectancies specifically about law school (situational optimism) and had blood 

drawn before they started school and again two months later. Dispositional optimism before 

starting school was generally unrelated to change in immune parameters over the two 

months. (Effects of dispositional optimism on immune parameters turned out to be strongly 

determined by circumstances [9,10].) Higher situational optimism, however, was associated 

with more T cells and higher natural killer (NK) cell cytotoxicity during the first semester of 

law school after adjusting for baseline levels.

I have continued to pursue effects of stable individual differences on physiology and health. 

A more recent study investigated immunological correlates of resources, the evaluation of 

one’s possession of financial status, social connections, psychological strengths, and 

personal skills (11). Among both young women (mean age = 27 years) and older women 

(mean age = 82 years), more perceived resources correlated with a lower percentage of 

senescent NK cells (CD3−CD56dimCD57+). The pool of NK cells contains more and more 
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of these senescent cells with age, but the difference between having low and high resources 

was nearly as large as the difference between young and old adulthood. Among the older 

women, one standard deviation difference in resources was equivalent to 5 years of age. 

Individual differences inside the error bars can be substantive and potentially important for 

health.

3. Signal and noise: Methodological considerations

Perceived resources, which predicted NK cell subsets in the study described above, are a 

stable individual difference. This is easy to see in Figure 1, which shows the distribution of 

resource scores when measured annually and repeatedly in older adults. The individual with 

values in green consistently reported high resources, the individual with values in red 

consistently reported lower resources, and the individual in blue reported the lowest 

resources, except at one time point when he or she reported higher resources.

It is more difficult to discern whether there are stable individual differences in the data 

shown in Figure 2. This figure illustrates the distribution of diurnal cortisol slopes 

(computed from 4 observations between waking and 9 pm), measured repeatedly on first-

year law students. Presumably, some students had consistently steeper slopes than others, 

but the amount of variation makes it difficult to discern whether the three people whose daily 

slopes are shown in green, red, and blue differ from each other.

Salivary cortisol can be a useful measure. First, it is the endpoint of the hypothalamic-

pituitary-adrenal axis, an important system for stress response and energy regulation. 

Second, it is easy to collect (not requiring venipuncture). Third, it represents the unbound, 

bioactive fraction of cortisol, and therefore is physiologically significant. Finally, a large 

literature demonstrates that salivary cortisol is responsive to psychological states. It appears 

to be an ideal measure for studying psychosomatic phenomena, and probably hundreds of 

studies have employed it (12–15).

However, when not implemented thoughtfully, salivary cortisol is not a useful measure. 

Cortisol, particularly a derived measure such as diurnal slope, varies substantially within 

individuals from day to day. On any given day, only 10–20% of the variance in salivary 

cortisol slope is due to stable individual differences, so there can be little signal in relation to 

a great deal of noise (16–18). A generalizability and decision study (18, 19) examined how 

many sampling days would yield reliable measures of diurnal slope and area under the 

curve. Figure 3 illustrates the results from the law students shown in Figure 2. For area 

under the curve, minimal reliability (0.60) would be expected around 4 days of sampling and 

good reliability (0.80), around 10 days. For diurnal slope, minimal reliability would be 

expected around 10 days of sampling, and good reliability would require over 20 days. 

Similar results were obtained for older adults.

The consequences of failing to adequately address reliability and generalizability can be 

profound. Most scientists know that low reliability can result in Type II error, failing to 

detect a statistically significant relationship where a true relationship exists, as random error 

obscures the relationship. Low reliability can also result in Type I error, detecting a 
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statistically significant relationship where no true relationship exists; because low reliability 

introduces random error, unreliable measurement can erroneously produce a relationship just 

as randomly generated data can also erroneously produce a relationship (20).

However, Type I and II errors are based on p values, which are relatively uninformative. 

When decisions are made about what findings to pursue and with what sample size and 

power or when the clinical significance of a finding is evaluated, effect size, not p value, is 

informative. Type S (sign) and Type M (magnitude) errors are cases in which the point 

estimate of an effect size is inaccurate (21). Sign errors occur when an estimated effect has 

the opposite sign from the underlying true effect, and magnitude errors occur when an 

estimated effect is meaningfully larger or smaller than the underlying true effect. Design and 

methodology are critical to the rates of these errors. “When researchers use small samples 

and noisy measurement to study small effects – as they often do in psychology as well as 

other disciplines – a significant result is often surprisingly likely to be in the wrong direction 

[S error] and to greatly overestimate an effect [M error]” (21, p. 641).

The combination of a small sample, noisy measurement, and small effect size is not 

uncommon, and the empirical literature on psychosocial influences on cortisol seems a 

particularly vivid example. In a meta-analysis of psychological health and the cortisol 

waking response, we identified 186 independent effects (15). This literature as a whole has 

characteristics associated with S and M errors. The meta-analytic effect size was r = .09 

(small), and the median sample size was 74 (ergo, at least half of the studies had small 

sample sizes). About 30% of the variance in the cortisol waking response arises from stable 

individual differences. Therefore, depending on the exact measure (e.g., slope versus area 

under the curve), reliable measurement requires 2–6 days of sampling (22). In the meta-

analysis, the median number of days of cortisol sampling was 2 (mode = 1), so 

measurements were almost certainly noisy in many studies.

Data from 24 macaques illustrate the possible consequences of noisy measurement (23). 

Handedness (which has been associated with individual differences in behavior and immune 

function in monkeys; 23) was assessed with a reach test, and blood was drawn for the 

assessment of NK cell cytotoxicity (NKCC) every month for a year. Generalizability for one 

measurement was poor (0.29) but for the average of all measurements was good (0.84). 

When the most reliable average – of all 13 measurements – was used, there was a 

statistically significant relationship between right-handedness and higher NKCC (b = 12.7, 

SE = 4.5, p < .01). That relationship and its 95% confidence interval are at the far right of 

Figure 4.

At the far left of Figure 4 is the range of 1000 beta weights obtained when each monkey had 

one NKCC value of the 13 chosen at random, and the regression was re-run. The average 

beta weight over the 1000 regression models was very close to the “true” relationship, but 

the range was very large, and there were both S errors (negative beta weights, below the 

solid line) and M errors (values outside the 95% CI of the best measurement model at right, 

outside the dotted lines). Clearly, noisy measurement can result in spurious results. When 

two NKCC values were chosen at random for each monkey and averaged (yielding 

generalizability of 0.45), there were fewer sign errors but still many magnitude errors. The 
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average of 4 values (0.62) generally resulted in few errors, and the average of 10 values 

(0.80) resulted in estimates that were closely centered on the best estimate.

A frequent question when people see data such as these is, can a large sample size overcome 

noisy measurement? That is, can noisy measurement and a small effect size still give a 

reliable result with a large enough sample size? This question is particularly pertinent for 

parameters requiring sampling that would be unrealistic for most investigators and 

participants (e.g., more than 20 days’ sampling for a good estimation of trait salivary cortisol 

slope.)

Figure 5 shows the results from a simulation study to answer that question. In this example 

case, the true relationship between x and y (both normally distributed) was a standardized 

beta weight of 0.10 (i.e., a small effect size), and the measurement reliability of y was 0.30 

(i.e., noisy, as might be obtained from the average of three days’ cortisol slopes in law 

students or one measurement of NKCC in a macaque), 0.60 (i.e., adequate), or 0.80 (i.e., 

good). Ten thousand datasets were generated for each sample size of 50, 100, 250, 750, and 

1500. When measurement was noisy (reliability = 0.30), small error rates did not occur until 

sample size exceeded 1000. The answer to the question, then, is that large sample sizes can 

overcome noisy measurement, but the sample must be very large if reliability is low and the 

effect size is small. When measurement was more reliable, errors decreased more rapidly 

with increasing sample size. Note that increasing the effect size decreased the number of 

sign errors, but not the number of magnitude errors. (See the Supplemental Digital Content 

for the SAS code used to generate these datasets. The interested reader can use the supplied 

code to test any combination of effect size, sample size, and measurement reliability of Y 

and to sample from different distributions of X and Y.)

The trait “signal” in an inherently noisy measure can be located but may pose challenges, 

including large sample sizes and demanding methodology, if misestimation is to be avoided. 

Diurnal cortisol provides a good example case, but other biomarkers may pose similar 

challenges related to their “physiometrics” (24).

4. Unstable individual differences: Making use of the noise

Rather than trying to overcome the noise in an inherently variable measure, it is possible to 

turn those unstable individual differences to one’s advantage by testing the effects of within-

person change. For example, optimism about law school varied over the first six months, and 

these changes in optimism were relevant for cellular immunity. When first-year students had 

situational optimism measured along with delayed-type hypersensitivity (DTH) tests (a 

measure of cellular immunity) at 5 time points, within-person increases in optimism 

correlated with increases in DTH (26).

Although the within-person analysis did provide a conceptual replication of the findings in 

my dissertation on optimism and immunity (see 2. Above), the assumption that differences 

between people must be the same as changes within people is erroneous. In fact, individual 

differences and changes can even have opposite effects. Take, for example, the relationship 

between exercise and heart attack risk. When comparing different people, individuals who 
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exercise more have lower heart attack risk than those who exercise less. However, for any 

given person, that person is more likely to have a heart attack when exercising than when at 

rest. Between-person differences in exercise and within-person changes in exercise have 

opposite effects. This phenomenon is known as Simpson’s paradox or the ecological fallacy 

(27). Between-person relationships can only be generalized to within-person relationships 

under strict requirements of homogeneity across people and time (ergodicity; summarized in 

28). These requirements are unlikely to be met in many cases. One commonly sees 

generalizations from between-person differences (e.g., people who are mindful are healthier) 

to within-person changes (e.g., people who start to practice mindfulness will become 

healthier). Because of Simpson’s paradox, between-person effects provide poor evidence for 

within-person effects.

In the domain of self-rated health (SRH), for example, between-person differences in affect 

and within-person changes in affect interacted differently with age to predict SRH (29). 

Between people, average negative affect was unrelated to SRH among the young-old (e.g., 

60-year-olds), but less negative affect was associated with better SRH among the old-old 

(e.g., 90-year-olds). This interaction was different for within-person change: decreases in 

negative affect were associated with better SRH among the young-old, but changes in affect 

were unrelated to SRH among the old-old. Treating within-person changes as substantive 

individual differences rather than noise allows one to disentangle these effects (30).

Another example emerges from work on the dimensional model of repetitive thought (RT). 

In this model, discrete forms of RT (e.g., worry, rumination, planning) are characterized 

along three orthogonal dimensions: Valence (thoughts about positive content vs. thoughts 

about negative content); Purpose (searching, uncertain, questioning thoughts vs. solving, 

certain, asserting thoughts); and Total (high endorsement of many kinds of RT vs. low 

endorsement). This structure replicated in both undergraduate students and older adults 

using various batteries of RT measures (31–33). The dimensional model has the advantage 

of being capable of isolating the active ingredients of RT. For example, worry has high Total, 

negative Valence, and solving Purpose. Assessment of worry alone does not allow one to ask 

which component is responsible for increased risk of cardiovascular disease (34). In the 

dimensional model, Valence and Total had different correlates in psychological well-being 

(Valence correlated with well-being, whereas Total correlated with psychological growth; 

35), neuropsychological function (Valence correlated with executive function, whereas Total 

correlated with verbal intelligence; 32), mindfulness (Valence correlated with nonreactivity, 

whereas Total correlated with nonjudging; 33), and interleukin-6 (Valence was uncorrelated, 

whereas Total was negatively correlated; 36). These different correlates of RT dimensions 

suggest that complex, heterogeneous RT types, such as worry, do not provide causal unity, 

and “When it occurs that a previously recognized psychological construct is subdivided into 

more elemental components that have different etiologies, or different external correlates, or 

that require different interventions, it no longer makes sense to treat the original entity as a 

coherent, homogeneous construct and to represent it by a single score” (37, p. 273; see also 

38).

However, the dimensional model was difficult to implement because it required an entire 

battery of RT measures. To overcome this barrier, we developed and validated an 8-item 
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circumplex method (39). With this less burdensome method, it became possible to examine 

both between-person differences and within-person changes in RT dimensions. As part of 

the validation work, undergraduates responded to the 8 RT items and the Center for 

Epidemiological Studies-Depression scale every day for up to 14 days. Averages across the 

14 days replicated findings with trait RT: higher average negative valence was the strongest 

correlate of more depressive symptoms, with higher average total RT also associated, but 

less strongly. Changes in RT dimensions from day to day, however, did not mirror this 

pattern. First, valence was less influential: negative valence, searching purpose, and high 

total had similar correlations with depressive symptoms. (The three dimensions are 

orthogonal to one another, and interactions among the dimensions did not correlate with 

depressive symptoms.) Therefore, the within-person correlates of depressive symptoms were 

not the same as the between-person correlates, an illustration of Simpsons’ paradox.

More interesting, both the valence and total dimensions had random slopes. That is, the 

relationship between changes in RT dimensions and changes in depressive symptoms 

differed across people. For valence, some people had strong correlations between RT and 

symptoms, but other people had almost no correlation at all. For total, some people 

experienced more depressive symptoms on days when they had more RT, but other people 

experienced fewer depressive symptoms.

In general, theoretical and empirical work on RT focuses on exposure, the amount of a 

particular kind of RT in which a person engages. For example, the widely used Response 

Styles Questionnaire asks, “When you feel sad, down, or depressed, how often do you …” 

(emphasis added). However, by taking the “noise” of RT seriously, we found that individual 

differences in reactivity – that is, affective responsiveness to RT – is also important. Two 

people endorsing the same kind or amount of RT may have very different affective 

experiences accompanying that thought. Indeed, RT could be considered an internally 

generated event, and like external events, both reactivity and exposure may be important for 

the psychological and physical consequences (40, 41).

In summary, changes in optimism, affectivity, or repetitive thought can be converted from 

random noise that one tries to overcome in a stable-trait model to substantive predictive 

variance in an unstable-trait model. Doing so has the advantage of providing evidence of the 

effects of within-person change, evidence that is potentially different – and more clinically 

pertinent – than that of the effects of between-person differences.

5. Stable individual differences in within-person change

The final method of using noise to advantage involves individual differences in the 

magnitude of within-person change. Re-examining Figure 2, although it is difficult to 

discern mean differences among the three people whose values are highlighted, it is evident 

that the person whose values are shown in green was more variable over time than the 

person in red, and the person in blue was the most consistent over time. Figure 6 shows the 

distribution of individual standard deviations (iSD) in diurnal cortisol slope in the entire 

sample of first-year law students (i.e., each student’s standard deviation of his or her 

observations over up to 15 days).
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Affect, reaction time, life satisfaction, and other psychological phenomena as well as 

cortisol show these individual differences in intraindividual variability (IIV). (For more 

examples, see the December 2009 special issue of Psychology and Aging or the August 

2017 special issue of Journal of Research in Personality.) How does one capture that 

variability, and is it important? As was true of the mean of repeated measurements, reliable 

measurement of the iSD of repeated measurements requires a sufficient number of 

observations, and that number is in fact higher than the corresponding number to reliably 

capture the mean (for mathematical derivation, see ref. 42; for other methodological 

considerations in using the iSD, see refs. 43–45).

More important, IIV has substantive implications for health. In the Midlife in the United 

States sample, larger iSDs in negative affect were associated both cross-sectionally and 

prospectively with worse physical health (a composite of self-rated health, chronic 

conditions, limitations in activities of daily living, and number of prescription medications) 

(46). In general, higher IIV in psychological and cognitive measures has predicted higher 

morbidity and earlier mortality (46–48) as well as correlating with poorer psychological 

health (46, 50, 51). More variability may reflect more volatility (e.g., higher affective IIV) 

and less cognitive control (e.g., higher reaction time IIV).

However, more variability might not always be bad. In a collaboration with Julia Boehm, 

Ashley Winning, and Laura Kubzansky (52), we found that IIV in life satisfaction 

moderated the relationship between mean life satisfaction and risk of premature mortality. 

For people who were volatile (i.e., they had larger iSDs in life satisfaction over 9 annual 

assessments), those with generally low life satisfaction had the highest risk of premature 

mortality, but those with generally high life satisfaction had the lowest risk. By contrast, 

people who were stable (i.e., they had smaller iSDs in life satisfaction) had similar risk 

regardless of their general level of life satisfaction. In this study, IIV might have indicated 

not undesirable volatility but rather sensitivity. Like “orchid” children (53), people with high 

IIV in life satisfaction might be demonstrating reactivity to their environments; and like 

“dandelion” children, people with low IIV might be showing that they are relatively 

insensitive.

Finally, variability is not the same as flexibility. Jaime Hardy and I defined variability as “the 

range or frequency of a response, uncharacterized by situational change” and flexibility as 

“the ability to vary one’s responses in a contextually dependent manner in order to 

appropriately meet situational demands” (37, p. 13). Unlike affective variability, affective 

flexibility (as in Zautra’s dynamic model of affect; 54) was associated with better 

psychological and physical health. Similarly, variability of cortisol slopes in the law students 

was associated with lower neuroticism. We concluded that “A high slope iSD does not imply 

disruption of the diurnal rhythm of cortisol across the day . … One way of interpreting the 

present finding is that people higher in neuroticism had less flexibility in cortisol regulation, 

which could be maladaptive in a system that is designed to be sensitive to environmental 

demands.” (46, p. 123) Intraindividual variability that is responsive to situational change 

may suggest adaptive flexibility; in contrast, inherent variability may suggest a lack of 

system integrity in some cases (e.g., reaction time; 49) but certainly not all (e.g., heart rate; 

55).
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6. Conclusion

The relationship between personality and health has a long and distinguished history, dating 

back at least to the 1940s in Psychosomatic Medicine (56–58). Since then, personality 

science has evolved from an understanding of personality as fixed traits to one that 

acknowledges that personality is dynamic. Stable traits such as neuroticism and extraversion 

nonetheless have substantial IIV (59), variable constructs such as affect can be influenced by 

stable tendencies, and variability itself is a form of personality. All of these dynamic 

qualities potentially influence health, and designs and methodology that incorporate them 

into research on personality and health can illuminate the important processes that occur 

inside the error bars.
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Glossary

NK natural killer

NKCC natural killer cell cytotoxicity

DTH delayed-type hypersensitivity

SRH self-rated health

RT repetitive thought

iSD individual standard deviation

IIV intraindividual variability
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Figure 1. 
The distribution of resource scores (lowest at left, highest at right; observations are 

staggered vertically to improve visibility) among 150 older adults. Three individuals’ scores, 

measured annually, are highlighted and circled in green, red, and blue.
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Figure 2. 
The distribution of daily diurnal cortisol slopes (lowest at left, highest at right; observations 

are staggered vertically to improve visibility) among 125 law students. Three individuals’ 

slopes, measured up to 15 times over 6 months, are highlighted in green, red, and blue.
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Figure 3. 
Results of a decision study for diurnal cortisol slope and area under the curve. Number of 

sampling days is on the X axis; generalizability (the expected percentage of variance that is 

“true” variance) for stable between-person differences is on the Y axis. AUC = area under 

the curve.
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Figure 4. 
Comparison of beta weights obtained with averages of 1, 2, 4, and 10 observations (x axis) 

of natural killer cell cytotoxicity (NKCC) with the best estimate of beta (average of all 13 

observations). Sign errors are below the bold line (b = 0), and magnitude errors are outside 

the dotted lines (the 95% confidence interval of the best beta).
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Figure 5. 
Results of simulations where the relationship between X and Y is r = 0.10 and the reliability 

of Y is .30, .60, or .80. On the Y axis, percent of sign errors was defined as the proportion of 

10,000 simulations in which the beta weight for X was < 0 and magnitude errors, when the 

obtained beta weight was more than .10 different from the true relationship. On the X axis is 

sample size in the simulated datasets.1

1Note the elbow at N ~ 200 in the reliable measurement case. This elbow agrees with the N at which correlation estimates stabilized in 
another simulation study using different methodology (25).
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Figure 6. 
Histogram and box plot of individuals’ standard deviations (iSD) in diurnal cortisol slope 

among 125 law students measured up to 15 times over 6 months.
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