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Purpose: SparseCT, an undersampling scheme for compressed sensing (CS) computed tomography
(CT), has been proposed to reduce radiation dose by acquiring undersampled projection data from
clinical CT scanners (Koesters et al. in, SparseCT: Interrupted-Beam Acquisition and Sparse Recon-
struction for Radiation Dose Reduction; 2017). SparseCT partially blocks the x-ray beam with a mul-
tislit collimator (MSC) to perform a multidimensional undersampling along the view and detector
row dimensions. SparseCT undersamples the projection data within each view and moves the MSC
along the z-direction during gantry rotation to change the undersampling pattern. It enables recon-
struction of images from undersampled data using CS algorithms. The purpose of this work is to
design the spacing and width of the MSC slits and the MSC motion patterns based on beam separa-
tion, undersampling efficiency, and image quality. The development and testing of a SparseCT proto-
type with the designed MSC will be described in a following paper.
Methods: We chose a few initial MSC designs based on the guidance from two metrics: beam sepa-
ration and undersampling efficiency. Both beam separation and undersampling efficiency were mea-
sured from numerically simulated photon distribution with MSC taken into consideration. Beam
separation measures the separation between x-ray beams from consecutive slits, taking into account
penumbra effects on both sides of each slit. Undersampling efficiency measures the dose-weighted
similarity between penumbra undersampling and binary undersampling, in other words, the effective
contribution of the incident dose to the signal to noise ratio of the projection data. We then compared
the initially chosen MSC designs in terms of their reconstruction image quality. SparseCT projections
were simulated from fully sampled patient projection data according to the MSC design and motion
pattern, reconstructed iteratively using a sparsity-enforcing penalized weighted least squares cost
function with ordered subsets/momentum algorithm, and compared visually and quantitatively.
Results: Simulated photon distributions indicate that the size of the penumbra is dominated by the
size of the focal spot. Therefore, a wider MSC slit and a smaller focal spot lead to increased beam
separation and undersampling efficiency. For fourfold undersampling with a 1.2 mm focal spot, a
minimum MSC slit width of three detector rows (projected to the detector surface) is needed for
beam separation; for threefold undersampling, a minimum slit width of four detector rows is needed.
Simulations of SparseCT projection and reconstruction indicate that the motion pattern of the MSC
does not have a visible impact on image quality. An MSC slit width of three or four detector rows
yields similar image quality.
Conclusion: The MSC is the key component of the SparseCT method. Simulations of MSC designs
incorporating x-ray beam penumbra effects showed that for threefold and fourfold dose reductions,
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an MSC slit width of four detector rows provided reasonable beam separation, undersampling effi-
ciency, and image quality. © 2019 American Association of Physicists in Medicine [https://doi.org/
10.1002/mp.13544]
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1. INTRODUCTION

Although many successfully technologies have been devel-
oped over the years to reduce the radiation dose of computed
tomography (CT), such as tube current modulation (TCM),1

adaptive collimation,2 and tube potential optimization,3 it is
still clinically challenging to achieve routine submillisievert
CT scanning.4 Compressed sensing (CS) is a promising tech-
nology to further reduce CT dose, which exploits the fact that
medical images are inherently compressible or sparse in cer-
tain transform domains.5–8 In contrast to commercial iterative
reconstruction algorithms (IR) that reduce CT dose by reduc-
ing the tube current,9–13 CS methods would instead reduce
dose by decreasing the amount of projection data via under-
sampling.7,8,14,15 While conventional reconstructions of
undersampled projection data lead to aliasing artifacts, CS
reconstructions can iteratively remove these artifacts if they
are incoherent with respect to the sparse image representa-
tion. Furthermore, because the undersampled projection data
can be acquired using routine or even higher tube currents,
CS is potentially more robust against photon starvation and
electronic noise than commercial IR at high levels of dose
reduction.

Previous CS studies using retrospective undersampling
have demonstrated order-of-magnitude CT dose reduction.7,8

However, practical questions remain about how such under-
sampled projection data can be directly acquired on CT scan-
ners. The majority of CS studies have explored reduced-view
undersampling schemes, which pulsed the x ray during the
gantry rotation to acquire a reduced number of projec-
tions.7,8,14–16 The drawback of this scheme is that current clin-
ical CT systems cannot pulse the x-ray source on the needed
millisecond timeframe, since the thermal inertia of the cath-
ode cannot be overcome quickly enough. For this reason, sev-
eral previous works have proposed a different undersampling
scheme that partially blocks the beam between the x-ray tube
and the patient to undersample along the detector row direc-
tion within each view.17–24 SparseCT is one such undersam-
pling approach. It interrupts the continuous beam with a
multislit collimator (MSC) to acquire projection data that are
undersampled along the detector row direction.1 Furthermore,
SparseCT moves the MSC along the detector row direction
as the gantry rotates to change the undersampling pattern for
each view and thus increase data incoherence for CS.

Unlike a reduced-view CS approach, SparseCT can be
applied in practice to existing CT systems. However, design
decisions must be made regarding the optimal MSC slit pat-
tern and motion path to achieve good image quality. Specifi-
cally, the design must take into consideration the penumbra
of the undersampled beam, caused by the finite size of the

focal spot.25 This paper summarizes the concept of SparseCT
and describes MSC design considerations with penumbra
effects incorporated. Two performance metrics, beam separa-
tion and undersampling efficiency, are used to guide the
MSC design, and the final designs are chosen according to
the reconstruction image quality. A following paper will pre-
sent the development of a SparseCT prototype and initial
phantom results.

2. MATERIALS AND METHODS

2.A. SparseCT and MSC

Figure 1 illustrates the concept of SparseCT. To under-
sample the projection data, SparseCT places the MSC close
to the source to partially block the beam before it reaches the
patient. The MSC is a tungsten plate with slits periodically
spaced along the detector column direction, so that the pro-
jection data are undersampled along the detector row direc-
tion within each view. The MSC moves in the z-direction as
the gantry rotates, so that the irradiated detector rows vary
from view to view, which increases the data incoherence of
the undersampled data for CS reconstruction.

The MSC is critical to the performance of SparseCT. We
first selected a few MSC candidate designs under the guid-
ance of two metrics: beam separation and undersampling effi-
ciency. We then evaluated the candidates in terms of their
reconstructed image quality to find the optimal MSC design.
Beam separation measures the separation between x-ray
beams from consecutive slits, incorporating penumbra effects
from both edges of each slit. Undersampling efficiency mea-
sures dose-weighted similarity between penumbra undersam-
pling and binary undersampling, in other words, the effective
contribution of the incident dose to the signal to noise ratio
(SNR) of the projection data. Beam separation is of concern
because the finite size of the focal spot causes a significant
penumbra on both sides of the undersampled beam (Fig. 2).
If neighboring MSC slits are too close together, the penumbra
regions of neighboring undersampled beams will overlap.
This is undesired in CS reconstruction, since disentangling
overlapping beams introduces significant challenges. Under-
sampling efficiency is a concern also because of the penum-
bra. In an ideal MSC design, the dose would be concentrated
into narrow regions to minimize penumbra and acquire high
SNR projection data. To investigate these two concerns, we
simulated the photon distribution on the detector surface for
various MSC designs and quantified the beam separation and
undersampling efficiency of each design (Section 2.B). To
validate the MSC designs in terms of the reconstruction
image quality, we simulated SparseCT projections for various
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MSC slit configurations and motion patterns (Section 2.C)
and compared the reconstructed images.

2.B. Impact of MSC on beam separation and
undersampling efficiency

We developed a ray-tracing program to numerically simu-
late the photon distribution on the detector surface for air
scans. The program is customized MATLAB code. It took
MSC specifications as input and outputted I0B/I0A, where I0A
and I0B are the location-dependent photon counts on the
detector surface without and with the MSC, respectively.

The simulation code modeled the following features: CT
gantry geometry (Siemens SOMATOM Flash or Siemens
SOMATOM Force), MSC geometry (number, width, and
separation of slits), and anode specifications (anode angle
and the intensity distribution of the focal spot on the anode
surface). The focal spot intensity distribution was empirically
measured using a pin-hole method, similar to the method
described by Grimes et al.26 The focal spot was accordingly
modeled as a number of point sources, each varied in inten-
sity and location. The ray between a point source and a detec-
tor pixel was calculated using the Siddon method.27 If the ray
was not blocked by the MSC, its intensity (the intensity of

the point source from which it came from) was recorded and
accumulated toward I0B. Scattering was not considered,
because the narrow undersampled beams are less susceptible
to scattering than traditional full-width beams, and because
the modeled detector array has a built-in antiscatter grid. Par-
tial penetration of the beam through the edge of the MSC slit
was also not considered, since it is negligible due to the
highly attenuating tungsten material of the MSC.

The simulation program was experimentally validated
using the adaptive collimator3 of a Siemens SOMATOM
Force scanner. We brought the two existing plates of the
adaptive collimator together in close proximity to mimic a
single MSC slit, and moved the two pieces together along the
detector row direction to mimic multiple slit locations irradi-
ating different detector rows. Air scans were performed at
each slit location, with two focal spot sizes, stdHR (large,
1.2 mm) and superHR (small, 0.6 mm). The detector air cali-
bration was performed without the adaptive collimator, so the
attenuation of the MSC was captured in the projection data.
The change of photon distribution by the MSC was then mea-
sured as I0B/I0A = exp (�PB), where I0A and I0B are the pho-
ton distributions without and with the MSC respectively, and
PB is the postlog projection data with the MSC in place.
Lastly, the experimental measurements of I0B/I0A were com-
pared to numerical simulations.

The validated simulation program was used to simulate
photon distribution for various MSC designs, defined as in
Table I. All MSC designs have slits spaced periodically along
the detector row directions, with the slit width denoted by
“W” and the slit separation denoted by “S”. The undersam-
pling factor is the ratio between the slit width and the slit sep-
aration. Because photons can only penetrate through the slits,
the undersampling factor is also the dose reduction factor.

FIG. 1. SparseCT is a compressed sensing approach that undersamples along
detector row direction within each view. It interrupts the continuous beam
with a multislit collimator (MSC) to acquire projection data that are under-
sampled along the detector row direction. The MSC moves along the detector
row direction as the gantry rotates to change the undersampling pattern for
each view.

FIG. 2. The finite size of the focal spot causes a significant penumbra on
both sides of the undersampled beam.
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For each MSC design, the distribution of I0B/I0A was simu-
lated and analyzed in terms of beam separation and under-
sampling efficiency.

The undersampling efficiency (UE) was calculated as

UE ¼
XRow96

Row1
I0BðzÞ � wMSCðzÞXRow96

Row1
IbinðzÞ � wbinðzÞ

¼
R �

XRow96

Row1
I0BðzÞ � wMSCðzÞXRow96

Row1
I0AðzÞ � wðzÞ

where I0A(z) is the photon counts at detector row z without
MSC, I0B(z) is the photon counts at detector row z with
MSC, Ibin(z) is the photon counts at detector row z in case of
binary undersampling, as illustrated in Fig. 3. w(z) is the
weighting factor at detector row z without MSC, wMSC(z) is
the weighting factor at detector row z with MSC, wbin(z) is
the weighting factor at detector row z in case of binary under-
sampling, and R is the undersampling factor. The weighting
factors are inversely proportional to the variance of the post-
log projection data (calculated from Poisson statistics) and
proportional to the dose at each detector row.28 UE can be
understood as dose-weighted similarity between penumbra
undersampling and binary undersampling. In the ideal case
of no penumbra (with an infinitely small focal spot), UE is
maximized at 1. In the case of a finite focal spot, UE is
always <1.

2.C. Comparison of MSC in terms of image quality

The MSC designs chosen according to beam separation
and undersampling efficiency were further evaluated in terms
of their reconstruction image quality. SparseCT projection
data corresponding to those MSC designs were simulated by
realistic undersampling of fully sampled patient projection
data, which were collected from Siemens Definition Flash
scanners at routine dose levels.29

The undersampling process followed three steps. First,
photon distribution on the detector surface I0B/I0A was simu-
lated using the numerical simulation program developed in
Section 2.B, assuming a large focal spot. Second, in regions
significantly blocked by the MSC (I0B/I0A < 20%), the

projection data were not used in the SparseCT reconstruction,
because they contributed little information to the reconstruc-
tion while increasing the reconstruction time. Finally, in the
unmasked regions, the projection data were inserted with
added noise to account for the increase in quantum noise due
to the decrease in exposure. At a given detector location, the
amount of inserted noise was calculated as Ref. [30]

noise¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a
a

� expðPAÞ
I0A

� 1þ 1þ a
a

�Ne � expðPAÞ
I0A

� �s
� x

where a is the ratio between I0B and I0A at the location, PA is
the fully sampled projection data at the location, Ne is the
noise equivalent quanta of electronic noise, and x is a nor-
mally distributed stochastic variable with zero mean and unit
variance.

The undersampling process also incorporated MSC
motion during the gantry rotation. Two MSC motion types
were simulated, linear and random. For linear motion, the
MSC was assumed to move linearly in one direction, with a
shift of one detector row per projection (projected to the
detector surface). For random motion, the MSC was assumed
to shift randomly. The number of detector rows shifted per
projection followed a truncated Gaussian distribution, with a
mean of one detector row and a standard deviation of two
detector rows. Both motion types assumed an ideal actuator
capable of translating the MSC instantly from one position to
the next between projections, without causing blur in the pro-
jection data.

The undersampled projection data were reconstructed iter-
atively using a sparsity-enforcing penalized weighted least
squares cost function with ordered subsets/momentum algo-
rithm.31 Given the projection data f, we reconstruct the
scanned volume u by minimizing

û ¼ argmin
u

1
2
kAu� f k2W þ kkDuke;

where A is the data acquisition operator and k is a positive
scalar that balances data fidelity and regularization strength.
In detail, we regularize the reconstruction by applying a
smoothed version of the isotropic total variation, defined as

TABLE I. Multislit collimator (MSC) designs of different slit widths and slit separations.

MSC design
Undersampling

factor

Slit width Slit separation

At the MSC
(mm)

Projected to the detector
surface (number of detector rows) At the MSC (mm)

Projected to the detector surface
(number of detector rows)

W1S4 4 0.192 1 0.766 4

W2S8 4 0.383 2 1.533 8

W3S12 4 0.575 3 2.299 12

W4S16 4 0.766 4 3.065 16

W3S9 3 0.575 3 1.724 9

W4S12 3 0.766 4 2.299 12
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kDuke ¼ k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDxuÞ2 þ ðDyuÞ2 þ ðDzuÞ2 þ e2

q
k1:

Here, D x;y;zf g are the first order differences operators in x,
y,z-directions and ɛ is a smoothing parameter. Note that sta-
tistical weights W are applied in the data-consistency term to
account for the varying noise levels in the postlog projection
data and they are inversely proportional to the variance of the
postlog projection data.32 The inclusion of weighting factors
is crucial to SparseCT, because the MSC creates dramatic
variation in exposure along the detector row direction, pro-
ducing strong variations in quantum noise in the acquired
projection data. As mentioned before, projection data regions
significantly blocked by the MSC (I0B/I0A < 20%) were
omitted during the reconstruction. To do so, we masked out
these regions using the statistical weights. The reconstructed
images of different MSC designs and motions were compared
in terms of peak SNR and structural similarity index (SSIM).

3. RESULTS

3.A. Simulation of photon distributions and
experimental validations

Figure 4 compares I0B/I0A of the numerically simulated
photon distributions to the experimentally measured photon

distributions. Each peak corresponds to the simulation/mea-
surement at one slit location. The simulation and experimen-
tal results are in overall good agreement, with a root mean
square error (RMSE) of 0.017 for stdHR focal spot and an
RMSE of 0.026 for superHR. One exception is observed
toward the cathode, where the simulation results have slight
larger magnitude, possibly because the thickness of the MSC
plate (3.5 mm) was not modeled in the simulation.

Note that in Fig. 4 the flux toward the anode is approxi-
mately three times lower than the flux toward the cathode.
This variation is caused by the fact that the experimental vali-
dation mimicked each MSC slit by bringing two plates of the
existing adaptive collimator2 in close proximity, but the two
plates are at uneven heights, as shown in Fig. 5. As a result,
the flux toward the anode is strongly blocked and reduced.
However, the rest of this paper uses simulation only and mod-
els an MSC geometry with the two sides of each slit at the
same height instead of the staggered geometry of the adaptive
collimator, so this flux variation is not observed.

Figure 6 shows the simulated I0B/I0A photon distributions
corresponding to the six MSC designs of Table II and two
focal spot sizes, using the validated simulation program. Sev-
eral trends are observed. (a) I0B/I0A is mostly <1, meaning
that no detector row can “see” the entire focal spot due to the
narrow width of the slit. (b) A smaller focal spot size helps
reduce the penumbra while increasing the magnitude of I0B/

FIG. 3. Three types of photon distributions along detector row direction: no undersampling, penumbra undersampling, and binary undersampling. Penumbra
undersampling and binary undersampling have different photon distributions but the same area under the curve. [Color figure can be viewed at wileyonlinelibra
ry.com]

FIG. 4. The numerically simulated photon distributions (blue curves) and experimentally measured photon distributions (red dots) at multiple multislit collimator
(MSC) slit locations using two focal spot sizes (stdHR, large; superHR, small), normalized to the photon distribution without the MSC. Each peak corresponds
to the simulation/measurement at one slit location. [Color figure can be viewed at wileyonlinelibrary.com]

Medical Physics, 46 (6), June 2019

2593 Chen et al.: SparseCT: System concept and design 2593

www.wileyonlinelibrary.com
www.wileyonlinelibrary.com
www.wileyonlinelibrary.com


I0A, as evidenced by comparing stdHR to superHR and by
comparing the anode side to the cathode side of the detector
(the effective focal spot size is smaller toward the anode
side). (c) The area under each peak, representing the number
of photons contained in each undersampled beam, is propor-
tional to the slit width. (d) The full width half maximum
(FWHM) of the undersampled beam does not increase pro-
portionally with the slit width, because the FWHM is domi-
nated by the size of the penumbra, which largely depends on
the size of the focal spot. The FWHM increases from anode
side to cathode side because the effective focal spot size is
larger on the anode side, but the area under the peak remains
the same. (e) For a given undersampling factor, wider slits
allow better beam separation. In the case of fourfold under-
sampling with stdHR focal spot, which is the focal spot for
most clinical applications, a minimum slit width of three
detector rows is needed for beam separation; in the case of
threefold undersampling with stdHR focal spot, a minimum

FIG. 5. In the experimental validation of the photon distribution, each multi-
slit collimator slit is mimicked by two plates of adaptive collimator in close
proximity. Because the two plates are at uneven heights with the plate on
cathode side being higher, the flux toward the anode is strongly blocked.

FIG. 6. Photon distributions corresponding to six multislit collimator (MSC) designs and two focal spot sizes, normalized to the photon distribution without the
MSC. Each peak is an undersampled beam passing through an MSC slit. The numbers in red are the FWHM of each undersampled beam, in units of detector
rows. [Color figure can be viewed at wileyonlinelibrary.com]
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slit width of four detector rows is needed. The undersampling
efficiency was also calculated for each MSC design and focal
spot size, as listed in Table II. The undersampling efficiency
is always smaller than 1 due to the penumbra, but increases
with a wider MSC slit and a smaller focal spot.

3.B. Simulation and reconstruction of SparseCT
projection data

Based on the results of Section 3.1, three designs were
chosen for further investigation, W4S12, W3S12, and
W4S16, with dose reduction factors of three, four, and four,
respectively. Examples of fully sampled patient projection
data and undersampled SparseCT projection data

corresponding to W4S16 MSC and large focal spot are shown
in Fig. 7. Note that although 3/4 of the x-ray beam is blocked
by the W4S16 MSC, around 1/2 of the detector has signal
readout as a result of the penumbra.

Figure 8 shows the images reconstructed from undersam-
pled SparseCT projection data using linear motion pattern. It
also shows the images reconstructed from fully sampled pro-
jection data as a reference. The PSNR and SSIM values, ref-
erencing to the regularized full data reconstruction, are
presented in the images. The MSC with threefold dose reduc-
tion (W4S12) yields better performance than the MSC with
fourfold dose reduction (W3S12 and W4S16), as expected.
W3S12 and W4S16 yield similar results, possibly because
W3S12 has better data incoherence while W4S16 has better
undersampling efficiency.

Figure 9 shows the images of the MSC designs using ran-
dom motion pattern. Compared to Fig. 8, the two motion pat-
terns do not show a visible difference in image quality,
potentially because the extent of randomness of the motion
patterns investigated in this study is limited (truncated Gaus-
sian distribution with a mean of one detector row and a stan-
dard deviation of two detector rows). Based on these
observations, W4S12 and W4S16 were chosen as designs to
be implemented on a prototype.

4. DISCUSSION

Although CS has been extensively explored for CT imag-
ing, it has not been clinically implemented due to the diffi-
culty in pulsing x-ray beams. SparseCT is a potential way of
implementing CS on clinical CT scanners, which undersam-
ples the continuous beam with an MSC instead of pulsing the
x-ray beam. This study simulated photon distributions and

TABLE II. The undersampling efficiency corresponding to the six multislit
collimator designs (MSC) and two focal spot sizes.

Focal spot mode MSC design
Undersampling

efficiency

stdHR (large) W1S4 0.26

W2S8 0.33

W3S12 0.45

W4S16 0.55

W3S9 0.45

W4S12 0.55

superHR (small) W1S4 0.32

W2S8 0.53

W3S12 0.67

W4S16 0.75

W3S9 0.66

W4S12 0.74

FIG. 7. (a) Fully sampled patient projection, (b) regions where I0B/I0A > 0.2 (marked in white) based on a W4S16 multislit collimator and a large focal spot, (c)
noise to be inserted, and (d) simulated undersampled SparseCT projection.
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FIG. 8. Comparison between different multislit collimator designs (W4S12, threefold dose reduction; W3S12, fourfold dose reduction; and W4S16, fourfold dose
reduction) under the assumption of linear motion.
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FIG. 9. Comparison between different multislit collimator designs (W4S12, threefold dose reduction; W3S12, fourfold dose reduction; and W4S16, fourfold dose
reduction) under the assumption of random motion.
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undersampled projection data corresponding to several MSC
designs, such that the MSC can be designed and evaluated in
terms of beam separation, undersampling efficiency, and
image quality.

This study used regular slits for MSC designs, that is, slits
of the same width and separation along the detector row
direction. Irregular slit widths and spacings could potentially
increase data incoherence and improve CS performance.
However, it would be difficult to maintain proper beam sepa-
ration with irregular slits due to the extensive penumbra
observed in this study (approximately three detector rows on
each side of the undersampled beam using a stdHR focal
spot). Another predetermined design choice was to under-
sample and shift the MSC along the detector row direction
only, while the MSC could also undersample and move along
the detector column direction. This choice was motivated
mainly by the fact that current clinical CT systems already
have actuators that drive the adaptive collimator plates along
the detector row direction, which could easily be repurposed
to drive the MSC for SparseCT. Moreover, moving the MSC
along different dimensions while the gantry is rotating at high
speed can introduce significant challenges and physical insta-
bilities.

This study optimized the width and separation of the slits
and motion patterns of the MSC based on a helical scan that
has a pitch of 0.7, which is a typical protocol for adult abdo-
men CT scans. However, the optimal MSC design may
depend on other factors, including the scan mode (axial vs
helical), the pitch, and the complexity of the object being
scanned. For example, helical scans with a lower pitch might
favor a wider slit width; geometric phantom scans might ben-
efit more from a wide slit width than patient scans.

Our results showed that the size of the penumbra is domi-
nated by the size of the focal spot, favoring the use of a small
focal spot to reduce the penumbra and improve the perfor-
mance of SparseCT. However, given limitations of anode
heating and electron density of the anode material, the small
focal spot has restricted power that precludes its use for most
routine CT procedures. Therefore, the selected MSC designs
assumed a large focal spot (stdHR). For clinical applications
where tube power is not a limitation, such as pediatric

patients, the small focal spot size remains a potentially pre-
ferred choice. In addition to using a small focal spot, the size
of the penumbra can also be reduced by using a thicker MSC
or placing the MSC further away from the focal spot. How-
ever, a thicker MSC is also heavier, and thus more difficult to
accelerate during gantry rotation, and placing the MSC fur-
ther from the focal spot would reduce the scan field of view.

Similar beam-interrupting undersampling schemes have
been explored by other groups. Dong et al. used a beam
blocker to interrupt the beam along the detector column
direction.22 Although their study focused on the utility of the
blocker for scatter correction, it employed CS reconstruction
and achieved dose reduction with the beam blocker as well.
Even though the focal spot for their counter-top CT system is
much smaller than ours (0.4 vs 1.2 mm), they chose a rela-
tively wide slit (17 mm on the detector surface) to minimize
penumbra effects. Instead of moving the beam blocker during
the gantry rotation, they left the beam blocker stationary in
the beam, but positioned it asymmetrically with respect to the
central longitudinal line of the detector, so that at least one
ray from its conjugate ray pair can be measured on the detec-
tor. Chen et al.24 also investigated a beam-interrupting
blocker for cone-beam CT and optimized the blocker design
in terms of slit separation and moving speed. Because their
study focused on scatter correction rather than dose reduc-
tion, they designed a blocker with much lower dose reduction
factor (only 25%) than SparseCT (67% for W4S12 and 75%
for W4S16) and used a slit much wider (60 detector rows)
than SparseCT (only four detector rows). They also found
that blocker geometry has stronger impact on reconstruction
results than blocker moving speed, which is consistent with
our findings. Lee et al.21 used a moving beam blocker along
the detector column direction for CT dose reduction, and also
pointed out the penumbra effect as a main caveat. Because
their reconstruction algorithm does not use the projection
data in the penumbra region, the penalty of the penumbra is
even higher. As a result, their optimal slit width is larger than
ours (2.7 vs 0.7 mm). In addition, their optimal slit width
was determined based on a piece-wise constant phantom
instead of patient images, which might be another reason
why a larger slit width is desired.

As shown in Fig. 6, due to the fact that effective focal spot
size is smaller on the anode side than cathode side, the
FWHM of the undersampled beam increases from anode to
cathode side while the peak height of the undersampled beam
decreases from anode to cathode side. We used statistical
weights in our reconstruction to model this variation of
FWHM and peak height. The statistical weights were propor-
tional to the photon flux after the MSC and the patient, there-
fore reflecting the FWHM and flux difference at different
detector rows.

We expect MSC and TCM to be complimentary tech-
niques, because MSC does not physically interfere with
the x-ray tube during the acquisition. Furthermore, both
MSC and TCM are essential parts of SparseCT: MSC
modulates the beam spatially along the detector row to
provide undersampled beam, while TCM modulates the

(a) (b)

FIG. 10. (a) The prototype of SparseCT with multislit collimator (MSC)
installed and (b) a zoomed view of W4S16 MSC. [Color figure can be viewed
at wileyonlinelibrary.com]

Medical Physics, 46 (6), June 2019

2598 Chen et al.: SparseCT: System concept and design 2598

www.wileyonlinelibrary.com


beam temporally across projections to account for path
length difference.

This paper designed the MSC and its motion patterns
based on simulations. Although the simulations modeled
the penumbra effect, it was still simplified in some
aspects. For example, our simulations did not model the
detector’s reaction to the highly dynamic undersampled
beam. To acquire real-world data, a SparseCT prototype
has been manufactured with W4S12 and W4S16 MSC
installed. A following paper will present the development
and testing of this prototype. A picture of the prototype is
shown in Fig. 10.

5. CONCLUSION

SparseCT presents a practical scheme for CS CT, which
collects undersampled data within each projection by par-
tially blocking the x-ray beam along the detector row dimen-
sion with a MSC. This work describes the design process of
the MSC on the basis of the resultant beam separation, under-
sampling efficiency and image quality.
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