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Abstract

Gene expression is regulated by numerous elements including enhancers, insulators, transcription 

factors, and architectural proteins. Regions of DNA distal to the transcriptional start site, called 

enhancers, play a central role in the temporal and tissue-specific regulation of gene expression 

through RNA polymerase II. The identification of enhancers and other cis regulatory elements has 

largely been possible due to advances in next generation sequencing technologies. Enhancers 

regulate gene expression through chromatin loops mediated by architectural proteins such as YY1, 

CTCF, the cohesin complex, and LDB1. Additionally, enhancers can be transcribed to produce 

non-coding RNAs termed enhancer RNAs that likely participate in transcriptional regulation. The 

central role of enhancers in regulating gene expression implicates them in both normal physiology 

but also many disease states. The importance of enhancers is evident by the suggested role of 

SNPs, duplications, and other alterations of enhancer function in many diseases, ranging from 

cancer to atherosclerosis to chronic kidney disease. Although much progress has been made in 

recent years, the field of enhancer biology and our knowledge of the cis regulome remains a work 

in progress. This review will highlight recent seminal studies which demonstrate the role of 

enhancers in normal physiology and disease pathogenesis.
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Introduction:

The proper regulation of gene expression is required for the billions of cells within a 

metazoan to properly develop and perform their proscribed function(s). Both cis and trans 
genetic elements can regulate gene expression. Cis elements are regulatory chromatin 

regions that act upon other areas of the same chromosome, whereas trans elements act 
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between elements on different chromosomes with the classic example being DNA-binding 

proteins such as transcription factors. Some important cis or trans elements which we will 

discuss further include promoters, enhancers, transcription factors, CCCTC-binding factor 

(CTCF) and the cohesin complex (Figure 1). All of these DNA elements or proteins play a 

central role in proper gene expression. The three-dimensional nature of chromatin 

interactions and how these interactions play a role in regulating gene expression is still being 

uncovered and will also be discussed. Here we aim to describe several aspects of 

transcriptional regulation, including the early discovery of regulatory elements, how the field 

studies these elements, how we currently understand the role of nuclear architecture in 

controlling gene expression, and the role of regulatory elements in promoting development, 

normal physiology, and disease. While we attempt to share a comprehensive account of what 

is currently understood in this field only a subset of topics is reviewed to provide a high-

level overview of this burgeoning field. We will focus on key recent discoveries that had a 

significant impact on our understanding of transcriptional regulatory elements.

What are enhancers?

Enhancers are cis regulatory elements containing DNA binding motifs for specific 

transcription factors that cooperate with enhancers to drive gene expression independent of 

distance or orientation. This is distinct from promoters, which are required to be 

immediately adjacent to the transcriptional start site (TSS) of a gene (Figure 2). 

Transcription factor binding at an enhancer element can drive either activation or repression 

of nearby genes. The precise molecular mechanism of this remains unclear, as we will 

discuss later in this review. Enhancers can function at a great distance, up to hundreds or 

thousands of kilobases away from their target gene (114). These regulatory elements are 

either intragenic or extragenic, and are highly tissue specific, making them versatile 

molecular “switches” of gene expression. As technological advances have been made in 

experimental methods (detailed in Table 1), the enhancer field has expanded 

correspondingly.

Enhancers were first identified in 1981 using plasmid-based reporter assays (7, 65). A 72bp 

viral sequence, known to promote efficient transcription, and the β-globin gene were cloned 

into a plasmid and transfected into HeLa cells. A 200-fold increase in β-globin transcripts 

was identified in these cells, indicating that the short sequence aided in enhancing 

transcription, thus dubbing these sequences “enhancers”. The 72bp sequence enhanced 

transcription irrespective of orientation and position in relation to the β-globin gene while on 

the same reporter plasmid. Transfection of three copies of the β-globin gene and two copies 

of the enhancer sequence on separate plasmids did not increase β-globin transcription. This 

experiment formally demonstrated the enhancer could not increase β-globin transcription 

when present on a separate plasmid, and therefore enhancers function in cis and not in trans. 

Further experimentation showed that multiple copies of the enhancer sequence in tandem 

increased β-globin expression (7, 65). Another study utilizing additional plasmid reporter 

assays identified enhancer sequences in the mouse immunoglobulin heavy chain gene that 

were only present in immune cells, thereby defining enhancers as critical to tissue-specific 

gene regulation (6, 42). These experiments led to the commonly accepted definition of 

enhancers: DNA elements that augment gene expression in cis and act independent of 
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orientation and position (Figure 2). These are the features that DNA elements must possess 

to be defined as enhancers. A caveat to these experiments is that while they identified a new 

class of DNA element, they were limited by the plasmid-based technology, which required 

prior knowledge of the sequences they were interrogating. In addition, by isolating the 

sequence from its native chromatin state, plasmid-based approaches are limited to 

identifying the potential of a DNA sequence to act as an enhancer, while not definitively 

establishing the sequence acts as an enhancer in vivo.

In 1987, a LacZ reporter method was developed in Drosophila to investigate and visualize 

regulatory genomic elements in situ in the developing fly (77). Reporter studies in 

Drosophila melanogaster in the early 1990s used the even-skipped (eve) stripe 2 gene to 

investigate enhancer sequences (4, 99). In these studies, lacZ fused to the eve gene allowed 

visualization in developing embryos as a readout for enhancer function. eve2 is regulated in 

trans by the maternal morphogen bicoid and three “gap genes”: hunchback, Kruppel, and 

giant. These genes, when mutated, cause a loss in Drosophila segments or form “gaps” in 

development. All four of these bind regions upstream and downstream of the eve2 gene. 

Mutations in the binding sites for each of these cause variable expansion of the eve stripe 2, 

indicating that binding of the proteins can either activate or repress eve2 expression. 

Specifically, it is the combination of the different proteins binding the DNA element at 

specific levels that either activate and repress expression, suggesting enhancers can be 

genetic sensors for protein levels. These studies emphasize that enhancers act as genetic “on-

off” switches, and this activity can be modulated by protein levels.

While much of early enhancer biology was investigated using Drosophila as a model, 

additional studies of enhancers were performed in mouse and human genomes in the 1990s. 

B- and T-lymphocyte experiments using transgenic constructs in mice investigating the 

immunoglobulin VDJ rearrangement found two cis acting elements that drove 

recombination (36). These enhancers were also identified as tissue-specific, as one drove DJ 

recombination in B cells and another VDJ recombination in T cells. Enhancer studies in 

mouse and human genomes were limited initially however, by the available technology to 

identify cis regulatory elements until advancements in genome-wide methods allowed 

identification and characterization of enhancers in mammalian genomes.

Identification and Characterization

Before enhancers were identified as a type of cis regulatory element (CRE), studies using 

SV40 and Drosophila worked to identify regions of the genome most susceptible to 

digestion by DNase I (34). These were regions of the genome absent of nucleosomes, and 

presumably accessible to transcriptional machinery and transcription factors. Studies found 

that these regions corresponded to both promoters and enhancers. While promoter 

identification was simpler due to proximity to the TSS, DNase I sensitivity for enhancers 

was critical to identification of potential distal enhancer sequences. As new technologies 

were discovered in the late 1990s and early 2000s, in particular high throughput 

technologies, the enhancer field obtained tools to answer key questions regarding enhancer 

function. Chromatin immunoprecipitation (ChIP) and real time quantitative PCR (qPCR) led 

to the discovery of protein enrichment at enhancers, particularly RNA polymerase II and 
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p300 (an important transcriptional coactivator) (110). By overlaying p300-bound sites onto 

known gene locations, DNase hypersensitive sites, and evolutionarily conserved enhancer 

sites, Heintzman et al. used ChIP paired with microarray (ChIP-chip) to formulate a histone 

signature for enhancers (44). Specifically, an enrichment of H3K4me1 at the peak of p300 

and a depletion of H3K4me3 helped identify DNA regions with enhancer activity. By 

contrast, promoters could be distinguished by the presence of high levels of H3K4me3, 

although they also frequently demonstrate H3K4me1 and p300 occupancy. ChIP-chip in 

three additional human cell lines further identified H3K27Ac enrichment at putative 

enhancers, completing a histone signature for enhancers enabling genome-wide analysis for 

possible enhancer-elements (Figure 3; 43).

The establishment of a histone signature of enhancers combined with the advent of next 

generation sequencing (NGS) revolutionized the field of enhancer biology by permitting 

their unbiased, genome-wide identification. ChIP coupled with NGS (ChIP-Seq) provides a 

high-throughput method to study chromatin structure and DNA-protein binding (Table 1). 

Analysis of p300 enriched regions in human cell lines combined with transgenic mice 

studies showed that ChIP-Seq can accurately predict enhancers that are driving gene 

expression at the time point of the experiment (106). ChIP-Seq enabled more in-depth 

analysis of enhancers and led to the definition of novel enhancer subgroups. Studies in 

human embryonic stem cells found that p300 and H3K4me1 enriched regions could be 

divided into two groups, one enriched for H3K27Ac and one enriched for H3K27me3 (84). 

RNA-seq showed that genes near enhancers enriched for H3K27Ac were highly expressed, 

while genes near enhancers enriched for H3K27me3 were poorly expressed. As the cells 

differentiated, however, the enhancers previously enriched for H3K27me3 gained H3K27Ac, 

establishing that these enhancers are a group of inactive or “poised” enhancers. Enhancers, 

therefore, can be identified by enrichment of H3K4me1, with active enhancers by H3K27Ac 

enrichment and poised enhancers by both an absence of H3K27Ac and an enrichment for 

H3K27me3 (Figure 3). ChIP-Seq analysis of embryonic mouse limbs further fine-tuned our 

understanding of histone modifications of enhancers by recognizing a lower level of 

H3K27Ac enrichment signature in inactive developmental enhancers that maintain an open 

chromatin state (23). This established the paradigm that enhancer presence and activity can 

be identified using a level of H3K27Ac enrichment, allowing in depth computational study 

of enhancers in the genome. Studies focusing on DNA methylation have also identified that 

active enhancers are hypomethylated, providing another chromatin mark for enhancers that 

can be identified using genome-wide approaches (98, 113). Together, these studies have 

formed recognizable chromatin signatures that can be used to identify enhancers (Figure 3).

The establishment of a histone signature has allowed more in-depth analysis of enhancers 

and driven new discoveries. Combination of ChIP-Seq data and the enhancer histone 

signature led to the discovery of a subset of enhancers bound directly by RNA polymerase II 

(29, 51). Another group found that 70% of extragenic RNA pol II binding sites overlap with 

enhancers, based upon histone signature and previously defined long non-coding RNAs (29). 

Classically, enhancers were believed to be bound by transcription factors to help recruit 

RNA pol II to promoters to regulate gene expression. The discovery that a subset of 

enhancers is also occupied by RNA pol II and transcribed to produce a long non-coding 

RNA, termed enhancer RNAs (eRNAs), has led to new questions about the role of enhancers 
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in transcriptional regulation. More details on eRNAs are discussed later in this review. 

Nonetheless, based upon a number of studies, eRNA production is now considered an 

additional marker of active enhancers (2, 51, 117).

Further study of enhancers has led to the identification of regions now referred to as super-

enhancers (SE; 112). These are large, highly active enhancer regions that are bound at high 

levels by key transcription factors and the Mediator complex and represent a small minority 

of all enhancers active within a given cell type. In embryonic stem cells (ESCs), these 

regions regulate key pluripotency genes, including Nanog, Oct4 and Sox2. ChIP-Seq data 

also showed that these regions are separate from other enhancers based on their occupancy 

by two other key pluripotency factors, Klf4 and Essrb. In B-lymphocytes super-enhancers 

were identified through their occupancy by the Mediator complex and the lineage-critical 

transcription factor PU.1. Super-enhancers have since been identified in virtually all cell-

types, making them likely a universal feature of mammalian tissues. There is some debate on 

whether these regions are truly a unique category of enhancer, or simply represent a sub-

group of highly active enhancers within close proximity to one another (33, 64, 82). 

Interestingly, super-enhancers overlap with previously defined locus control regions thought 

to be the regulatory regions for specific genes, such as β-globin. Super-enhancers have also 

been associated with a number of diseases, being enriched at oncogenes and trait-associated 

variants, described later in this review. Together these features indicate that super-enhancers 

are an important subclass of enhancers that require further study and defining them aids our 

understanding of enhancer biology (45).

Techniques

As mentioned above, a main reason that we have been able to discover the functions of cis 
regulatory elements has been the vast improvements in high throughput technologies over 

the last decade. These approaches permit an unbiased, genome-wide identification of DNA 

elements with potential enhancer activity. Importantly, none of these approaches can 

definitively determine which gene(s) a DNA sequence may regulate nor whether they are 

required for proper gene expression regulation. To address either of these issues requires a 

genetic approach, which has become increasingly possible due to recent advances in 

genomic editing, which permits the rapid functional interrogation of chromatin regions with 

enhancer potential. See Table 1 for a detailed description of the most prominently used 

NGS-related techniques. For further details or reviews of non-NGS techniques see reviews 

by Chatterjee (19), Li (60), and Murakawa (68).

Enhancers and RNA polymerase II: Potential Mechanism

The mechanism by which enhancers interact with promoters to regulate gene expression 

remains largely unclear. By the late 1990s, the accepted model of enhancer function was that 

activator proteins bind the enhancer and recruit an already assembled transcriptional 

complex to promote gene transcription (47, 88). Biochemical analysis demonstrated that 

transcriptional complexes are pre-formed in the cell and increased in concentration upon 

activators binding to enhancers. This supported a model wherein transcription factor binding 

of an enhancer helped recruit RNA pol II. The rise of ChIP-Seq and other NGS methods, 
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however, has shown that RNA pol II is actually paused at promoters after bidirectionally 

transcribing short, 20–120 nucleotide, transcripts consistent with the polymerase being 

“locked” in a promoter-proximal paused state (22, 69). There is evidence that enhancer-

promoter interactions are associated with RNA pol II that is paused at the TSS and that it is 

the release of RNA pol II, potentially mediated by enhancers, that drives transcription (63, 

101). Gene expression changes are thus thought to be mediated by the release of the RNA 

polymerase from the promoter, thereby permitting transcriptional elongation to produce a 

full-length mRNA.

Enhancers have also been implicated in the transition from transcriptional initiation to 

elongation by multiple groups (57, 90). At the β-globin locus, allele-specific ChIP assays 

show that RNA pol II enrichment decreases going from exon 1 to exon 3 when the locus 

control region is deleted (90). JMJD6 and Brd4 have been shown to regulate RNA pol II 

proximal pause-release and that the mechanism is regulated by binding to distal enhancers 

termed “anti-pause enhancers” (57). RNA pol II has been found to be regulated by a number 

of factors, including Pol II-associated factor 1 (Paf1; 20, 120), which occupies active 

promoters and enhancers. Paf1 knockdown results in an increase in the release of a paused 

RNA pol II from highly paused genes indicating that enhancer function to regulate gene 

expression in a Paf1-mediated release of RNA pol II (20). While the exact mechanism of 

enhancer function remains uncertain, there is increased evidence that enhancers interact with 

RNA pol II or with proteins associated with RNA pol II to permit elongation and the 

production of full-length mRNAs (Figure 4).

Enhancers in Nuclear Architecture

Nuclear architecture is the three-dimensional organization of chromatin within nuclear 

space, and its role in transcriptional regulation remains a prominent question. Early 

understanding of DNA transcription quickly generated different models for transcriptional 

regulation, one of which was chromatin looping (108). In this model, it was hypothesized 

that two proteins bind two linear sections of DNA and come together thereby, allowing these 

two regions and proteins to interact while the intervening chromatin segment was “looped-

out” (Figure 1). Support for this model came from studies done in prokaryotes that found 

that regulation of operons was possibly achieved through a looping mechanism. The rise of 

chromosome capture technologies has enabled closer study of chromatin interaction, in 

particular enhancer-promoter interactions, and provided greater evidence for chromatin 

looping as method of DNA regulation (25, 89, 122). Chromosome Conformation Capture 

(3C) was the first method invented, through which the interaction between two specific 

genomic sites can be interrogated. This led to the development of other 3C-based methods, 

such as Circular Chromosome Conformation Capture (4C) which can study the interactions 

between one genomic site and any other site, and Hi-C, which uses high throughput 

sequencing to study the interaction between all genomic regions (methods discussed in Table 

1). Hi-C studies have identified large, megabase regions of chromatin more likely to interact 

within the region than outside the region, termed Topologically Associated Domains (TADs; 

30, 75). The ends of these domains are enriched for CCCTC-factor (CTCF) binding sites, 

stable across multiple cell types, and conserved evolutionarily, suggesting they have a role in 

chromatin organization in many organisms. ChIA-PET data has further identified another 
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level of chromatin hierarchy called insulated neighborhoods (32, 46). These are chromatin 

loops formed by CTCF-CTCF homodimers that contain a gene and at least one regulatory 

element. It is possible that insulated neighborhoods are a sub-division of TADs in the 

chromatin organization hierarchy. Since these were identified using two different 

experimental methods, they could be describing the same phenomenon and the differences 

could be simply an artifact of the resolution of the method. Both of these chromatin 

structures are shown to constrain enhancer function, preventing or permitting interactions, 

supporting the theory that a physical interaction between enhancer and promoter is required 

for transcriptional regulation.

Examination of the β-globin locus drove increased investigation into the connection between 

chromatin looping and enhancer biology. Experiments at the β-globin locus and its locus 

control region (LCR) found that promoters for different globin genes compete for the LCR, 

and that this interaction was based in looping (16). 3C studies in erythroid cells showed that 

hypersensitive regions in the LCR interact with active promoters, while inactive regions are 

looped out (101). Loops at the β-globin locus are thus thought to be dynamic. Extensive 4C 

experiments in Drosophila at various developmental time points have shown that enhancer-

promoter interactions in a loop are present across different developmental stages with a 

paused RNA pol II (41). This finding, in addition to similar findings in mouse and human 

cells (26, 49), suggests that loops are pre-formed in many cases, ready for transcriptional 

activation. Thus, at some loci the enhancer-promoter interaction is thought to be pre-formed, 

regardless of cell type (26, 41, 63), while at other loci the interaction is more dynamic (72, 

73, 101), arguing that the mechanisms governing interaction may differ between loci and 

species. Both sides, however, agree that there is physical interaction between the enhancer 

and promoter, through a form of looping. While chromosome capture has shown that 

enhancer-mediated regulation is associated with physical looping interactions between 

different sections of DNA, the mechanism of this looping is unknown. Interestingly, a 

number of trans acting factors have been associated with enhancer function and looping, 

including YY1, CTCF, the cohesin complex and LDB1 (Figure 1; 118).

Yin Yang 1 (YY1) is a DNA-binding zinc finger transcription factor that binds sites present 

ubiquitously through the genome and can oligomerize. In mice, YY1-null embryos are 

embryonic lethal while YY1-heterozygous embryos survive with mental and developmental 

defects, indicating that YY1 plays a critical role during development (31). Interestingly, 

ChIA-PET data shows YY1 is heavily associated with enhancer-promoter interactions, with 

YY1 bound to both enhancers and promoters (111). A DNA circularization assay, in which a 

linear piece of DNA with a YY1 site was incubated with purified YY1 protein and the 

amount of circular DNA generated was measured, showed that YY1 increased physical 

interactions, implicating YY1 in looping. Mutations in YY1 binding motifs at the Raf1 and 

Etv4 locus caused a decrease in enhancer-promoter interactions, supporting the theory that 

YY1 regulates these interactions. YY1 is also shown to be an interacting partner of Oct4 and 

is enriched at super-enhancers in ESCs, potentially forming complexes to bind promoters 

and super-enhancers (Figure 1A; 109). Together, these data support a model in which YY1 

mediates the physical enhancer-promoter interaction through a looping based mechanism.

Agrawal et al. Page 7

Compr Physiol. Author manuscript; available in PMC 2019 December 13.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



CCCTC-binding factor (CTCF) is a multi-function insulator protein that has binding sites 

present throughout the genome (5, 78). Although these sites are present in every cell type, 

examination of super-enhancers active only in thymocytes found CTCF was enriched at 

these loci in thymocytes, but not in other cell types (48). CTCF, therefore, is enriched at 

active, cell-type specific super-enhancers. Depletion of CTCF using an auxin-inducible 

system in ESCs shows a drastic decrease in chromatin loops and enhancer-promoter 

interactions (74). RNA-seq post auxin-treatment showed that CTCF depletion caused both 

an upregulation and downregulation of a number of genes. Upregulated genes were more 

likely to have a CTCF site near an active enhancer, indicating that CTCF may insulate 

against a particular enhancer-promoter interaction. Deletion of a CTCF site upstream of a 

super-enhancer and its associated gene, decreases gene expression and, in some cases, 

changes enhancer-promoter interaction (32). Disruption of CTCF sites has shown an 

expansion of gene activation at numerous loci, and changing enhancer-promoter interaction, 

implicating CTCF in the establishment of enhancer-promoter interaction (70, 87, 115). 

Collectively, this work indicates that CTCF plays a critical role in organizing the genome 

into regions which restricts which enhancer-promoter interactions can occur (Figure 1B).

The cohesin complex was initially discovered in 1988 because of the role it plays in 

maintaining sister chromatid cohesion during metaphase of mitosis and meiosis (76). 

However, recently there have been multiple new identified roles of the cohesin complex, 

including the regulation of gene expression (86). The cohesin complex has been shown to 

interact with Mediator and NIPBL to aid in transcriptional regulation by permitting distal 

CREs, including enhancers, to interact with gene promoters (50). Additionally, the cohesin 

complex has been found to associate with CTCF to aid in cohesin binding at enhancers (80). 

Interestingly, depletion of cohesin results in the elimination of chromatin loops, however 

there is little transcriptional effect (85). One debate that remains in the field is whether 

cohesin depletion eliminates TAD architecture (85, 92), or is solely limited to inter-TAD 

loops (93, 96, 124). Disruption of cohesin causes a downregulation of super-enhancer-

regulated genes (48). Super-enhancer position, histone modification and transcription remain 

intact with cohesin disruption, while the enhancer-promoter interactions were weakened. In 

erythroid cells, however, key enhancer-promoter looping occurs independent of cohesin 

levels, arguing that cohesin’s role in enhancer-promoter looping is variable (53). This work 

demonstrates that cohesin plays a central role in permitting enhancer-promoter interactions, 

and its possible role in higher-order chromatin structures requires further investigation 

(Figure 1B).

LIM domain-binding protein 1 (LDB1) is a nuclear protein that is part of DNA-binding 

complexes in many cell types and necessary for hematopoietic stem cell maintenance (56). 

In erythroid cells, LDB1 associates with other hematopoietic factors to form a 

transcriptional transactivating complex (107). ChIP analysis shows that LDB1 and the 

associated factors together bind at the β-globin locus, while 3C identifies LDB1 as the 

anchor of a chromatin loop that brings the LCR and β-globin regions together (13, 97). 

When LDB1 is tethered to the β-globin promoter, in the absence of GATA1 (a transcription 

factor critical for β-globin and LCR looping) β-globin transcription is activated (27) and in 

adult erythroblasts previously silenced fetal globin genes can be transcribed (28). Thus, 

forced looping through LDB1 activates transcription even in sub-optimal conditions, 
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indicating looping is a critical step of gene expression regulation. Interestingly, although 

cohesin and Mediator are thought to be critical for chromatin looping, ChIP analysis shows 

that LDB1 is essential for looping in erythroid cells and can function independent of cohesin 

and Mediator (53). LDB1’s function as an erythroid specific looping factor makes it a highly 

attractive locus for further studying additional questions about how enhancers mediate gene 

expression (Figure 1C).

Despite the support these studies provide for the model of chromatin looping, no clear 

mechanism has yet been established. Instead, the multitude of experimental examples 

describing different mechanisms of looping suggest that there may be multiple mechanisms 

of chromatin looping that aid enhancer-promoter interaction.

eRNAs

Enhancer RNAs, or eRNAs, are a subtype of long non-coding RNA. They were first 

postulated in a 1992 study in erythroid cells that found that DNase hypersensitive regions of 

the genome, identified as enhancers, were also transcribed to produce a ncRNA (102). Later, 

ChIP-Seq analysis of the mouse and human genomes identified enhancer regions through 

histone signatures and found that these sites are also bound by RNA pol II (Figure 5A; 29, 

51, 79). These RNA sequences were identified at extragenic and intragenic enhancers in 

both the sense and anti-sense directions. Further, they were not classically polyadenylated, 

differentiating them from mRNA and promoter RNAs. Studies identifying super-enhancers 

found that these enhancers are also bidirectionally transcribed (45, 83). In addition, eRNA 

producing enhancers are found to be highly enriched for H3K27Ac and the DNA 

hydroxylase Tet1 and decreased DNA methylation, allowing computational identification of 

eRNA producing enhancers (83). eRNA synthesis is also positively correlated with enhancer 

activity, indicating they are a hallmark of highly-active enhancers.

The biological functions of eRNAs are still debated. One suggested role is transcription 

factor trapping. When short RNA sequences were tethered at six enhancer sites known to be 

bound by YY1, YY1 binding at these enhancers was increased, as measured by ChIP-qPCR 

(95). This change was specifically due to the RNA sequences as no change in YY1 

occupancy was observed at enhancers not tethered to an RNA sequence. Thus, short RNA 

transcripts, such as eRNAs, help maintain transcription factor binding to DNA and 

potentially ensure transcription through this mechanism. In human breast cancer cells, 17β-

estradiol (E2) binding of oestrogen receptor-α (ER-α) induces eRNA transcription at the 

E2/ER-α bound enhancer sequences of numerous E2 upregulated genes (59). siRNA 

knockdown of these eRNAs decreases transcription of the genes they regulate. Gene 

expression was rescued when the eRNAs of the specific enhancer were provided, but not 

with any other eRNA, suggesting that the function of the eRNA is sequence-specific. 

Another study found that eRNA depletion in neuronal cells prevented the release of the RNA 

pol II associated protein Negative Elongation Factor (NELF; 91). NELF establishes RNA 

pol II pausing by binding nascent transcripts and RNA pol II. A subunit of NELF, NELF-E, 

contains an RNA recognition motif (RRM) that is shown to bind both nascent transcripts and 

eRNAs through experiments using biotinylated eRNAs. Perturbation of the RRM reduced 

NELF occupancy at the promoter and mRNA production, indicating that the RRM is an 
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important motif for both RNA pol II pausing and elongation. shRNA-mediated depletion of 

eRNAs reduced the levels of elongating RNA polymerase II, and thus, eRNAs potentially 

play a role as decoy nascent transcripts for NELF release via interaction with the RRM. 

Lastly, investigation of the MyoD locus identified differential roles for eRNAs of proximal 

versus distal enhancers (66). Proximal enhancer eRNAs were critical for MyoD expression, 

while distal enhancer eRNAs were important for downstream myogenic gene activation. 

Depletion of these eRNAs also reduced chromatin accessibility, suggesting a role of eRNAs 

in chromatin remodeling. Despite these findings, some still suggest that eRNAs have little to 

no function, based on their low-levels of transcription and poor evolutionary conservation, 

and may just be a side-effect of promiscuous transcription by RNA pol II at the promoter 

(60). By contrast, our studies at the extended Nanog locus demonstrate otherwise (Figure 

5B). The extended Nanog locus contains three associated super-enhancers (SE), the −5 SE, 

the −45 SE and the +60 SE. The −45 SE regulates not only Nanog expression but Dppa3 
expression as well, which lies upstream of Nanog and the −45 SE. Depletion of the −45 SE 

eRNAs reduced interaction between the −45 SE and Dppa3, implying that the eRNAs are 

responsible for maintaining enhancer-promoter interaction (12).

The biological function of eRNAs remains unclear and, as with much of enhancer biology, 

could be highly variable between enhancer regions. Allele-specific studies and directional 

studies would provide greater insight into the value of eRNAs, and the potential differential 

roles of sense versus anti-sense transcripts. Overall, there is ample evidence that at some loci 

eRNAs play important roles in gene regulation.

Development

Early development is marked by numerous differentiations of pluripotent cells down 

different lineages. Pluripotent cells, capable of differentiation into any of the three germ 

layers (endoderm, mesoderm, ectoderm) are maintained by a group of pluripotency genes, 

including Nanog, Oct4 and Sox2. Pluripotency genes are regulated by a number of identified 

super-enhancers. Nanog is a blastocyst stage master transcription factor important for 

pluripotency. As mentioned above, it is regulated by three super-enhancers (12). CRISPR-

mediated deletion of each super-enhancer caused a variable change in Nanog, implicating a 

unique role for each enhancer in its regulation of Nanog expression. The −5 super-enhancer 

(SE), in particular, is a key Nanog regulator, as homozygous deletion of the enhancer causes 

a loss of pluripotency. In addition, a key finding of this study was that the −45 SE is able to 

regulate two different genes, Nanog and Dppa3.

Studies of enhancers regulating the gene Sox2 further increased our understanding of the 

role of different enhancers on temporally specific gene expression (123). Sox2 is associated 

with two proximal regulatory regions and three distal enhancers making up a distal 

regulatory region. Deletion of one of the proximal regions, SRR1, has no effect on 

pluripotency, thus questioning its role in regulating Sox2 expression. Distal enhancers, 

however, are found to loop in and interact with the proximal enhancers Sox2 in ESCs but not 

mouse embryonic fibroblasts (MEFs), and deletion of this region dramatically reduces Sox2 
expression in ESCs. These cells are also impaired in their ability to form ectoderm. 

Interestingly, although deletion of SRR1 is largely dispensable in ESCs, it is required in 
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neural cells. Thus, a gene can be regulated by multiple enhancers simultaneously and these 

can potentially be cell-type specific, providing a mechanism for genes with multiple 

functions in different cell types.

Another important developmental process shown to be regulated by enhancers is limb 

development. Limb development is regulated by two Hox clusters, HoxA and HoxD, which 

are modulated by upstream enhancer regions (9, 63). Using chromosomal capture 

technology, the gene desert region surrounding the HoxD locus was identified as a complex 

regulatory region (63). Multiple and simultaneous interactions were found, and only deletion 

of the entire regulatory region caused major limb defects. Microdeletions within this 

regulatory landscape mimicked human developmental defects, indicating that the regulatory 

region is critical for proper limb development (62). The HoxA cluster is similarly regulated 

by an upstream enhancer region (9). This region was found to interact solely with the 5’ end 

of the HoxA cluster that is expressed during limb development. Transgenic analysis of 

candidate enhancers showed specific expression of each enhancer mimicked the segmental 

expression of the HoxA genes, providing a mechanism by which these genes are turned on 

in specific regions. In both clusters, multiple interactions are observed between the enhancer 

region and the cluster, indicating a complex and potentially redundant regulatory 

mechanism.

Although these are just a few examples of enhancers in development, they show that 

enhancers are key to the temporal-spatial and tissue-specific regulation of gene expression 

during development. Given the multiple roles some genes play, enhancer modulation of 

expression is likely key to when and where genes are active, contributing heavily to the 

maintenance of normal development.

Normal Physiology and Disease

In addition to studying the role enhancers play in development, additional focus has been 

aimed on determining how enhancers contribute to normal physiology. An interesting study 

investigated the regulation of the angiotensin II (AngII) response by enhancers in vascular 

smooth muscle cells (VSMCs; 24). They performed ChIP-Seq to identify changes in 

enhancer activity and found thousands of changes in H3K27Ac occupancy in cells treated 

with AngII. Additionally, they observed several key transcription factor motifs present in 

upregulated enhancers that have been implicated in the angiotensin response (AP1, ETS, and 

STAT). RNA-sequencing of VSMCs treated with AngII revealed that 35.7% of genes 

upregulated in response to AngII treatment were associated with AngII upregulated 

enhancers. Using an in-silico model, they were able to assess the function of genes near 584 

identified AngII upregulated super-enhancers. From that, they discovered that genes 

proximal to these enhancers had promoters with increased H3K27Ac. Additionally, RNA-

seq data showed these genes were upregulated significantly more compared to upregulated 

genes not associated with an enhancer (24). This study provides a model in which epigenetic 

changes allow enhancers to help facilitate the large scale, downstream response to 

Angiotensin II in vascular smooth muscle cells.
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Enhancers have also been shown to play a role in lactation (116). Both mammary gland-

specific and universal cytokine-responsive enhancers are occupied by STAT5 (the 

downstream transcription factor of prolactin) during lactation. However, upon cessation of 

lactation, only the mammary-specific enhancers become unoccupied. This response is due to 

the ability of these enhancers to sense STAT5 concentrations. Genes responsible for 

differentiation of mammary tissue (which need to be downregulated upon cessation of 

lactation to stop gland formation and milk production) are associated with enhancers that are 

highly sensitive to STAT5. These enhancers are rapidly decommissioned upon loss of 

prolactin signaling. Other genes responsible for cellular maintenance are associated with 

enhancers that are less sensitive to STAT5 changes, setting up a system in which shifts in 

prolactin signaling preferentially affect milk production and epithelial differentiation (116). 

This represents an important example where a physiological process is dictated by enhancers 

acting to sense the levels of a specific transcription factor, STAT5.

While the normal functions of enhancers and other transcriptional regulatory elements in 

development are still an active area of investigation, several studies have indicated that 

alterations of enhancer function can lead to disease. The first studies on this topic came in 

1983, when Kioussis et al showed that translocation of a DNA region that is normally 

hypermethylated and insensitive to DNase near the β-globin gene leads to thalassemia (52). 

They postulated that the translocation of a normally inactive locus in close proximity to the 

β-globin gene leads to the inactivation of β-globin, either by the actions of the inactive locus 

suppressing β-globin or by the positional effect of moving important activating sequences 

further away from the β-globin locus.

Fast forward 35 years, we now know much more about the role of enhancers in disease. In 

2004, Andersson et al. used CAGE to identify enhancers via their bidirectional transcription. 

They found that 64% of putative enhancers were associated within 500kb of a TSS. 

Additionally, they found that on average, a TSS was associated with 4.9 enhancers, and one 

enhancer was associated with 2.4 TSSs (2). It is important to note, however, that these 

associations do not explicitly prove that enhancers regulate the transcription of their 

respective genes. A more recent study further described the role of super-enhancers in the 

control of cell identity and disease by combining data from 1,675 genome-wide studies 

across 86 human samples (45). In summary, they inspected 5,303 disease-causing SNPs, and 

found that 64% are located in enhancer regions, a surprisingly large number given that most 

genome-wide association studies have focused solely on coding region mutations. 

Furthermore, they showed that super-enhancers are more likely to be enriched for disease-

associated SNPs than regular enhancers. This enrichment ranges from 0.4× more enrichment 

for disease-associated SNPs in super-enhancers genome-wide, to 2.0× more enrichment for 

Multiple Sclerosis-related SNPs. Additionally, these SNPs tend to occur only in cell types 

relevant to the disease. Their studies focused on a few key diseases to get a better 

understanding of how enhancers may have an effect on disease. They identified 5 SNPs in 

super-enhancers of brain tissue from patients with Alzheimer’s disease, 13 SNPs genes 

associated with Th-cell biology in patients with Type 1 Diabetes Mellitus, and 22 SNPs in 

super-enhancers associated with B-cell function of patients with Systemic Lupus 

Erythematosus (45). The presence of SNPs in such a wide variety of diseases reveals an area 
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in need of continued research. Future studies may identify and characterize truly pathogenic 

mutations in enhancers.

Chronic Kidney Disease (CKD) is another disease that has shown some interesting 

connections to enhancer dysfunction. Numerous genome-wide association studies of CKD, a 

vastly heterogeneous disease, revealed SNPs in both coding and non-coding regions. Brandt 

et al sought to determine if some of the SNPs in the non-coding regions might be located in 

enhancer regions (14). By performing 4C on healthy patient samples, they looked for 

interactions between genes and areas where CKD associated SNPs exist. They identified 304 

target genes that co-localized with CKD SNP regions. Subsequently, by cross referencing 

both human and mouse databases, they were able to find 23 genes that, when silenced, play 

a role in CKD. In summation of their work, they proposed that dysregulation in the 

expression of a gene profile that is part of the regulation of kidney homeostasis in healthy 

individuals is likely a contributing factor in CKD etiology (14).

The increasing number of disease-associated SNPs that have been found to be in enhancer 

regions makes the continued study of enhancer biology critical. Furthermore, several studies 

have indicated that expression quantitative trait loci (eQTLs) containing enhancer regions 

are common in humans (35, 100). eQTLs are regions of DNA with high genetic variation 

that is specifically associated with a variation in gene expression. The high prevalence of 

genetic variation in cis regulatory regions makes the further study of both the physiological 

and pathological functions of these elements necessary as we aim to have a complete 

understanding of transcriptional regulation.

Cancer

While many studies suggest that enhancers may be involved in a vast number of diseases, 

the literature reveals that enhancers certainly contribute to cancer development through a 

variety of mechanisms (Figure 6). Chen et al performed a genome-wide analysis of 8,928 

tumor samples across 33 cancer types and identified 4,691 enhancers present in at least 10% 

of all cancer types (21). While they found a vast amount of genetic variation from patient to 

patient, overall, they observed enhancer activation amongst all cancer types. Additionally, 

they found this activation signature to be associated with increased aneuploidy, and not 

mutational load. They proposed a model in which increased open chromatin allows 

enhancers to be transcribed but may also allow long-range DNA interactions that could 

make the genome more susceptible to rearrangement (Figure 6A). Furthermore, they use 

patient outcome to determine if enhancer involvement is correlated with patient survival. 

They conclude that indeed, enhancer involvement in cancer appears to play a comparable 

role in outcome to mutations in protein coding sequences (21). One of the key findings of 

this study is that alterations in enhancers may promote cancer independently of their ability 

to regulate gene expression.

A study focusing on human epithelial cancers provides a more direct model in which 

enhancers may contribute to disease. Zhang et al focus specifically on samples with MYC 
upregulation (121). They found that samples containing amplification of MYC-regulating 

enhancers had significantly higher MYC expression than samples without amplification of 
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MYC-related enhancers (Figure 6B). In fact, the expression levels of MYC in the enhancer-

amplified samples was comparable to samples that had amplification of the MYC coding 

region itself. These apparent copy number responses were verified in vitro by comparing 

lung adenocarcinoma cells with single and duplicate expression of a specific MYC enhancer. 

Additionally, they showed that repression of the enhancer region not only results in a 

decreased expression of MYC target genes but impedes the growth of lung adenocarcinoma 

(121). These experiments provide evidence that focal amplification of enhancer containing 

regions can drive oncogene expression.

Another mechanism by which enhancers may promote cancer development was identified by 

Yamazaki et al in 2014 (119). Patients with inv(3)(q21;q26) and t(3,3)(q21;q26) driven 

leukemias have overexpression of a common proto-oncogene, EVI1. EVI1 is a transcription 

factor with many roles including directly regulating the transcription of target genes 

(GATA2, PBX1, PTEN), binding and inhibiting the action of other transcription factors 

(RUNX1, PU.1, GATA1), interacting with epigenetic modifying enzymes, and regulating 

centromere duplication. The chromosomal rearrangements identified in patients with 

leukemia result in an enhancer for GATA2 (G2DHE) being in closer proximity to the EVI1 
locus (Figure 6C). Because the mislocalization of the G2DHE element leads to increased 

expression of EVI1, they hypothesized that this enhancer is responsible for the upregulation 

of EVI1 seen in patients with these rearrangements. They developed a BAC mouse model 

for this rearrangement and observed that myeloid and B-cell leukemias developed with the 

expression of 3q21q26. The leukemias they observed were similar to leukemias identified 

using a retrovirus to drive overexpression of EVI1 in mice. Upon deletion of G2DHE within 

the BAC model, leukemia development was eliminated but EVI1 expression was not 

completely abolished, indicating that there is likely a threshold of EVI1 needed to drive 

leukemogenesis (119). The results of this study suggest that to promote leukemia in this 

chromosomal rearrangement model, the G2DHE element acts to increase the expression of 

EVI1 instead of GATA2. This study revealed a novel way for chromosomal translocations to 

promote cancer.

While enhancers have been implicated in numerous cancer types, other cis regulatory 

elements may be involved in cancer development as well. Mutations in the cohesin complex 

seem to play an important role in myeloid malignancies. While most of these studies focus 

on acute myeloid leukemia (AML), cohesin mutations have been identified in 

myelodysplastic syndromes, myeloproliferative neoplasms, and chronic myelogenous 

leukemia as well (55). In a 2013 study of AML, The Cancer Genome Atlas Research 

Network revealed a previously underappreciated amount of genetic variation in the cohesin 

complex (17). In their study of 200 adult patients with de novo AML, they found that 9.1% 

had mutations in members of the cohesin complex. Interestingly, all of the mutations were 

heterozygous and nearly 50% of the samples were euploid, which suggests that cohesin’s 

function in mitosis remains intact and its role in nuclear architecture is more likely being 

affected by these mutations (17). Cohesin depletion leading to disrupted nuclear architecture 

has been identified by increased transcription factor motif accessibility (67, 105) and 

decreased H3K27me3 (37). These studies indicate that mutations in the cohesin complex 

seem to promote malignant transformation, at least in a myeloid cell specific manner, likely 

via alteration of enhancer-promoter interactions (Figure 6D).
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From the studies discussed above, it is evident that cis regulatory elements, or the factors 

which regulate their ability to interact with gene promoters, can be important factors in 

driving cancer development. Although cancer development can occur through a variety of 

mechanisms (gene amplification, chromosomal rearrangement, gene mutation/

haploinsufficiency) the downstream consequence of alteration of the function of these 

regulatory elements is the same. Changes in transcriptional profile are an imperative driving 

component of cancer development. While each context certainly varies, we can use this 

overall knowledge to advance our continued study of both cancer development and 

therapies.

Therapeutics

The knowledge that we now have about enhancers and their role in promoting disease brings 

us to a new question. Since we know the alteration of enhancer elements can lead to disease, 

is there a way we can target them with a therapeutic strategy? A few studies have begun 

answering that exact question. One group focused on MYC-upregulated cancers by targeting 

BRD4. BRD4 is an important BET transcription factor that binds acetylated chromatin and 

promotes transcription by recruiting other factors like Mediator. Lovén et al showed that 

upon treatment of multiple myeloma cells with JQ1, BRD4 is globally depleted, as are its 

recruited elements, including Mediator and RNA polymerase II (61). However, upon further 

inspection, they identified that the depletion appears to be most selective for super-

enhancers. Genes that are regulated by these targeted super-enhancers are expressed higher 

and more specifically in multiple myeloma cells, compared to the same genes in non-

malignant cells and other genes regulated by typical enhancers. They found the same 

preferential depletion of super-enhancers in glioblastoma multiforme and small cell lung 

cancer. Even though super-enhancers are larger than typical enhancers, when adjusted for 

size they find that super-enhancers are occupied by Mediator, BRD4, and H3K27Ac an 

order of magnitude more than typical enhancers. They suggest this as the cause for the 

selective depletion of BRD4 and other factors from super-enhancers compared to typical 

enhancers and the rest of the genome (61). Since super-enhancers have been implicated in a 

number of cancers, this study provides a possible treatment strategy of enhancer-targeting 

therapies that would normalize the transcriptional misregulation apparent in enhancer-driven 

cancers.

The idea of using a BET inhibitor that might preferentially target super-enhancer dependent 

transcriptional changes was expanded upon by Peeters et al in their study of Juvenile 

Idiopathic Arthritis (JIA) (81). After the identification of inflammation-associated SNPs in 

the super-enhancers of T-cells of synovial fluid from patients with JIA, they treated these 

cells with JQ1. They found that treatment significantly reduced the expression of enhancer 

associated genes, an effect that they did not observe in healthy controls. Additionally, 

functional aspects of the disease were altered as they observed decreased cytokine 

production from these T cells (81).

Some early phase I and II studies on the effects of BET inhibitors on a variety of disease 

(multiple myeloma, lymphoma(1), acute leukemia(11), prediabetes(94), and atherosclerotic 

cardiovascular disease (71)) have begun to uncover the toxicity and efficacy of BET 
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inhibitors. While these early studies seem promising, we must proceed with caution, as there 

have been reports of resistance to BET inhibitors in cases of acute myeloid leukemia (38) 

and pancreatic cancer (54).

Other efforts have begun to investigate whether therapeutic editing of an enhancer may help 

patients with sickle cell disease and beta thalassemia. BCL11A plays a role in the 

development switch from Ɣ (fetal) to β (adult) hemoglobin. Patients with sickle cell or beta 

thalassemia do better when they have higher levels of Ɣ hemoglobin. Canver et al employed 

a CRISPR mutagenesis screen to identify key nucleotides of BCL11A that regulate the Ɣ to 

β switch. By then using sgRNAs to target these sequences, they were able to drive fetal 

hemoglobin induction in primary erythroid precursors (18). While these data is exciting for 

the field of therapeutic editing, further work to understand the possible off-target effects of 

targeting BCL11A is needed before studies may proceed to a higher level.

These experiments are only the beginning of what could be a world of new treatment options 

that target disease-driving enhancers. Some unanswered questions to consider include: Will 

enhancer targeting therapies continue to preferentially target disease-associated enhancers in 

human patients? How might enhancer targeting therapy be combined with other therapeutic 

strategies for the best outcome? What side effects (short vs. long term) might occur as a 

result of targeting transcriptional regulation in vivo?

Conclusion

Transcriptional regulation is a complex process with numerous interacting elements. Here 

we have attempted to describe the roles of these players and, specifically, enhancers. The 

field has learned a great amount in the last 40 years about the function of regulatory 

elements. Our knowledge of the role of enhancers in the regulation of transcription has 

exploded through the advent of new technologies to permit their unbiased identification 

genome-wide. The advances of high throughput NGS techniques allow us to identify 

enhancers genome-wide and further interrogate their functions. We have seen that enhancers 

play a role in the activation of transcription of certain genes, can have an effect both 

proximally and distally, and know that these actions vary from cell to cell. We have 

discovered some of the key proteins that promote these interactions (YY1, CTCF, and the 

cohesin complex). This knowledge has been used to study the depletion of each of these 

factors, identifying the downstream changes in both transcription and nuclear architecture. 

Finally, we have learned that enhancers are essential for promoting development and 

maintaining normal physiology. The multitude of disease found to be associated with 

changes in enhancer sequences further emphasize the importance of these elements in 

maintaining the imperative balance of transcription across all cells of the human body. This 

highlights that enhancers likely represent a new and exciting area of research for disease 

causing variants.

While we have certainly increased our knowledge of cis regulatory elements in recent years, 

there are still lingering questions. How exactly do enhancers interact with RNA pol II to 

regulate transcription? Additionally, how do enhancers and other cis regulatory elements 

control or participate in chromatin looping? Are super-enhancers truly a separate entity or 
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are they more correctly classified as a sub-type of enhancers? Are eRNAs truly a separate 

regulatory mechanism or are they simply a byproduct of nearby gene transcription? Lastly, 

how can we use what we know about the role that enhancers and other cis regulatory 

elements play in disease to develop targeted therapies to improve patient outcomes? 

Hopefully, the answers to these outstanding questions will be elucidated by continued 

emphasis on studying cis regulatory elements in coming years.

Cross References

1. Genomic DNA expression determined by epigenetic factors (DNA methylation, 

histone modification, lncRNA)

2. Genome-wide association studies

3. Genome sequencing and exome sequencing

4. QTL and eQTL linkage studies to identify genes associated with complex 

functions (congenic mapping and positional cloning)
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Didactic Synopsis

Major Teaching Points:

• Transcriptional regulation is a complex process controlled by numerous 

elements which act either in cis or trans.

• Enhancers are DNA elements containing transcription factor binding motifs 

that play an important role in transcriptional regulation in a distance and 

orientation independent manner.

• Technological advances have been essential in identifying enhancers and their 

role in regulating gene expression.

• Enhancers regulate gene expression through interactions with RNA 

polymerase II by regulating transcriptional elongation.

• Enhancers operate by being in close physical proximity to the genes they 

regulate within the nucleus. This is mediated by chromatin looping mediated 

by architectural proteins such as YY1, CTCF, LDB1, and the cohesin 

complex.

• SNPs, duplications, and other alterations in enhancer function have been 

implicated in a wide variety of diseases.
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Figure 1. 
Trans factors involved in chromatin looping.

A) YY1 dimerization increases chromatin looping and enhancer-promoter interaction

B) Cohesin and CTCF are enriched at chromatin loop anchors

C) LDB1 is enriched at the loop anchors at the β-globin locus

Teaching point: Chromatin looping may be due to multiple different mechanisms
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Figure 2. 
Enhancers vs Promoters

A) Enhancers function independent of orientation. If an enhancer is flipped, it maintains its 

gene regulation function. A flipped promoter, however, will block gene transcription.

B) Enhancers function independent of location. An enhancer that is moved downstream or 

upstream remains functional. A promoter that is no longer directly adjacent to the TSS will 

not drive transcription.

Teaching point: Enhancers function independent of orientation and location, unlike 

promoters.
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Figure 3. 
Characteristic histone marks.

A) Active promoter: H3K4me3

B) Poised enhancer: H3K4me1, H3K27me3

C) Active enhancer: H3K4me1, H3K27ac

D) Silenced region: H3K9me2 or H3K9me3

Teaching point: the activity or lack thereof of enhancers can be inferred by various histone 

marks.
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Figure 4. 
Enhancers and RNA polymerase II

Proteins, such as Paf1, JMDJ6, BRD4 or others, bind enhancers, and promote PTEFb-

mediated phosphorylation of NELF (negative elongation factor), DSIF (DRB sensitive 

inducing factor) and RNA pol II. RNA pol II is released, and transcriptional elongation 

occurs.

Teaching point: Enhancers interact with proteins allowing conversion from transcriptional 

initiation to elongation.
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Figure 5. 
eRNAs

A) ChIP-Seq analysis identifies eRNA producing enhancers by enrichment for H3K27Ac 

and RNA pol II

B) Model of eRNA function at Nanog function. eRNAs appear to facilitate or stabilize 

chromatin loops between specific enhancer:gene promoter combinations.

Teaching Point: eRNAs can be identified through ChIP-Seq analysis and may play a role in 

regulation gene expression changes
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Figure 6. 
Proposed models of alteration of enhancer function leads to cancer development.

A) Activation of enhancers results in the opening of chromatin, leading to the greater 

likelihood of chromosomal rearrangements that ultimately lead to aneuploidy (21).

B) Duplication of enhancer sequences that regulate MYC leads to increased MYC 

expression that drives epithelial cancers (121).

C) Translocation of G2DHE (a GATA2 enhancer) near the EVI1 locus leads to 

overexpression of the EVI1 oncogene, promoting myeloid and B-cell leukemic development 

(119).

D) Heterozygous loss of cohesin leads to changes in nuclear architecture that can alter 

enhancer-promoter interactions and lead to gene expression changes that promote myeloid 

transformation.

Teaching point: there are many routes that enhancer perturbation can lead to cancer 

development.

Agrawal et al. Page 30

Compr Physiol. Author manuscript; available in PMC 2019 December 13.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Agrawal et al. Page 31

Table 1:

Techniques used to study gene regulatory elements.

Technique Purpose Limitations

RNA-seq (29, 51)

• NGS of bulk RNA

Identify changes in transcriptional 
profile between different conditions

• Doesn’t identify which DNA 
elements are enhancers.

• Is more hypothesis-generating 
than able to answer mechanistic 
questions.

ChIP-seq (Chromatin Immunoprecipitation) 
(8)(10) (44)

• Probe for histone modifications or 
specific transcription factors

• Follow ChIP with NGS

• ChIP-chip (ChIP followed by 
microarray) preceded this 
technique

Identify elements based on their histone 
modification or TF binding. See Figure 
3 for typical signatures.

• ChIP grade antibodies may not 
exist.

• Need to know specific protein 
or modification to target.

ATAC-seq (Assay for Transposase Accessible 
Chromatin) (15)

• Transposase targets areas of open 
chromatin that can be identified 
with NGS

Identify areas of accessible chromatin: 
areas likely to be functional regions 
actively involved in transcription

• Does not identify function of 
specific regions, further studies 
needed to determine if 
promoter, enhancer, silencer 
etc.

Chromosome Conformation(40) (104)
Cross link chromatin, digest, and ligate 
chromatin

• Depending on desired outcome, 
further manipulation followed by 
qPCR or NGS

Identify variety of interactions between 
one or many regulatory regions and their 
associated genes based on specific 
technology used

• 3C: interactions between 
a single pair of loci

• 4C: interactions between 
one loci and rest of the 
genome

• 5C: interactions between 
many loci of a particular 
region

• Hi-C and ChIA-PET: 
interactions genome-wide

• Identifies two genomic regions 
interact but does not imply the 
element regulates a gene (i.e. a 
negative result can rule out 
enhancer activity, but a positive 
result does not confirm it is an 
enhancer).

• Resolution varies depending on 
specific technique.

• Some require specific 
knowledge of areas of interest 
(for primer development or for 
analysis).

STARR-seq (Self Transcribing Active 
Regulatory Region)(3)

• Insert putative regulatory sequence 
into reporter vector

• Perform RNA-seq to identify 
transcriptional effects of element

• CapStarr-seq(103) allows capture 
of specific target regions followed 
by enhancer activity assessment

Identify the effect of many different 
putative regulatory sequences on overall 
gene expression.

• Integration into genome may 
not occur randomly, and bias 
towards stronger elements may 
occur.

• May not reflect in vivo 
genomic regulatory 
interactions.

• Suboptimal for genome-wide 
screen (CapStarr-seq 
circumvents this).

CAGE-seq (Cap Analysis of Gene Expression)
(2)

• Reverse transcription allows 
capture of RNA-cDNA hybrids 
that can be processed into a library 
for NGS

Identify 5’ ends of nascent transcripts 
and determine transcriptional direction.

• Detects only actively 
transcribed enhancers.

• Targets are labile.
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Technique Purpose Limitations

CRISPR/Cas9-based

• CRISPR-based saturating 
mutagenesis (18)

• CRISPRi (39)

• CRISPR affinity purification in 
situ of regulatory elements 
(CAPTURE) (58)

Identify specific sequences necessary 
for enhancer function.

• Possibility for confounding off-
target effects.

• Suboptimal for genome-wide 
screen.

Teaching point: a wide variety of techniques utilizing next generation sequence have been developed that allow us to study the role enhancers play 
in gene regulation.
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