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Integration of Distributed Cortical Systems by Reentry: A Computer 
Simulation of Interactive Functionally Segregated Visual Areas 

Leif H. FinkeP and Gerald M. Edelman 

The Neurosciences Institute and The Rockefeller University, New York, New York 10021 

A computer model based on visual cortex has been con- 
structed to analyze how the operations of multiple, func- 
tionally segregated cortical areas can be coordinated and 
integrated to yield a unified perceptual response. We pro- 
pose that cortical integration arises through the process of 
reentry-the ongoing, parallel, recursive signaling between 
separate maps along ordered anatomical connections. To 
test the efficacy of this reentrant cortical integration (RCI) 
model, we have carried out detailed computer simulations 
of 3 interconnected cortical areas in the striate and extra- 
striate cortex of the macaque. The simulated networks con- 
tained a total of over 222,000 units and 8.5 million connec- 
tions. 

The 3 modeled areas, called V,,, V,,, and V,,, incorporate 
major anatomical and physiological properties of cortical 
areas Vl, V3, and V5 but are vastly simplified compared with 
monkey visual cortex. Simulated area V,, contains both ori- 
entation and directionally selective units; simulated area V,, 
discriminates the direction of motion of arbitrarily oriented 
objects; and simulated area V,, responds to both luminance 
and occlusion boundaries in the stimulus. Area V,, is able 
to respond to illusory contours (Kanizsa, 1979) by means of 
the same neural architecture used for the discrimination of 
occlusion boundaries. This architecture also generates re- 
sponses to structure-from-motion by virtue of reentrant con- 
nections from V,, to V,,. The responses of the simulated 
networks to these illusions are consistent with the percep- 
tual responses of humans and other species presented with 
these stimuli. The networks also respond in a consistent 
manner to a novel illusion that combines illusory contours 
and structure-from-motion. The response synthesized to this 
combined illusion provides a strong argument supporting the 
need for a recursive reentrant process in the cortex. 
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Functional integration of the simulated areas in the RCI 
model were found to depend upon the combined action of 
3 reentrant processes: (1) conflicting responses among seg- 
regated areas are competitively eliminated, (2) outputs of 
each area are used by other areas in their own operations, 
and (3) outputs of an area are “reentered” back to itself 
(through lower areas) and can thus be used iteratively to 
synthesize responses to complex or illusory stimuli. Tran- 
section of the reentrant connections selectively abolished 
these integrative processes and led to failure of figural syn- 
thesis. 

The proposed model of reentry suggests a basis for un- 
derstanding how multiple visual areas as well as other cor- 
tical areas may be integrated within a distributed system. 

Recent studies of the visual system have shown that the visual 
cortex of higher animals is segregated into multiple distinct areas 
(Zeki, 1969; Allman and Kaas, 1971) that are interconnected 
by an extensive system of anatomical connections (Gilbert and 
Kelly, 1975; Tigges et al., 1977; Rockland and Pandya, 1979; 
Maunsell and Van Essen, 1983). Although the functional prop- 
erties of these areas overlap considerably, each cortical area is, 
to a large extent, functionally specialized for the discrimination 
of a particular visual attribute such as shape, color, motion, or 
depth (Zeki, 1978; Livingstone and Hubel, 1988). A funda- 
mental problem in early visual function is therefore to determine 
how the operations of these distributed cortical areas are co- 
ordinated and integrated to produce a coherent and unified re- 
sponse to objects in the stimulus domain. This problem is com- 
pounded by the requirement that the integrated system must 
respond to a wide range of signals, including partial, conflicting, 
or ambiguous stimuli. 

Several models have addressed this problem of integrated 
cortical action. Marr (1982), for example, proposed a hierar- 
chical model in which the visual cortex computes a series of 
successively abstracted “sketches” of the visual scene. Marr’s 
model is deliberately not tied to cortical anatomy, however, and 
does not deal with the coordination ofindividual areas operating 
in parallel. More recently, several connectionist models (Ballard 
et al., 1983; Kienker et al., 1986) have emphasized the need for 
a distributed representation of cortical properties. These models 
perform specific visual tasks, including the formation of asso- 
ciations between different visual attributes (shape, color, etc.). 
However, they are primarily formal models based on analyses 
of the information-processing requirements of the tasks, and as 
such are difficult to relate directly to the nervous system. 

In the reentrant cortical integration (RCI) model proposed 
here, the representation of the stimulus world remains distrib- 
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uted among multiple, functionally segregated areas. This is in 
accord with a fundamental constraint posed by the cortical anat- 
omy, namely, that no single area receives a projection from all 
the specialized visual areas (Zeki and Shipp, 1988). Thus, in the 
absence of a convergent higher-level representation, integration 
is achieved in the RCI model by a dynamic process of reentrant 
signaling along interareal connections. We define reentry as the 
temporally ongoing, parallel, and recursive signaling between 2 
or more mapped regions along ordered anatomical connections 
(Edelman, 1978, 1987).’ It will be shown that reentry allows 
each region to use discriminations made by other regions (about 
borders, motion, etc.) for its own operations. In addition, reentry 
serves to resolve conflicts between the responses of the different 
areas. (A conflict is said to exist when the properties of the 
stimulus inferred from the responses of the various cortical 
regions, taken separately, are in disagreement, usually as a result 
of the different sources of input each area receives from a unitary 
stimulus.) Reentrant signaling obviates the need for a hierar- 
chical structure, or a “sketch,” and suggests instead a recursive 
set of interactions and correlations as the basis of integration in 
distributed systems (Mountcastle, 1978). 

The present paper describes the results of an explicit test of 
the RCI model by large-scale simulations of several functionally 
segregated cortical areas. Such detailed computer simulations 
provide perhaps the only practical means to analyze explicitly 
the enormously complex interactions occurring among inter- 
connected networks. We carried out simulations of 3 function- 
ally specialized areas, V,,, V,,, and V,,. V,, is specialized for 
orientation selectivity, V,, is specialized to respond to the di- 
rection of motion of an object regardless of the orientation of 
its edges, and V,, is specialized for occlusion, which is one of 
the major monocular cues to depth (Stevens, 1981). The sim- 
ulated areas are named for their dominant functional special- 
izations. However, it is important to emphasize that most cells 
in each area display selectivities to several visual attributes (e.g., 
most cells in V,, are both orientation and direction selective), 
and not all cells in an area demonstrate the dominant functional 
specialization. The 3 areas, V,,, Voc, and V,, roughly corre- 
spond to cortical areas Vl, V3, and V5 in the monkey, respec- 
tively. However, there is no strict or complete correspondence 
between simulated and real areas. Thus, as we will discuss below, 
in many ways V,, resembles cortical area V2 as much as V3. 

A central premise of the RCI model is that the same reentrant 
connections responsible for cortical integration also generate the 
early bases for a number of visual illusions. The Kanizsa triangle 
(Kanizsa, 1979), for example, which has illusory contour, bright- 
ness, and depth effects, indicates that illusory features con- 
structed by the cortex interact in a consistent fashion across 
several submodalities. Such visual illusions, used either singly 
or in combination (van Tuijl, 1975; Nakayama and Silverman, 
1986; Ramachandran, 1986), provide a severe test for any mod- 

I The properties of reentry differ in a number of ways from those typically 
associated with “feedback” (Wiener, 1948). (1) Reentry is inherently parallel: it 
involves populations of interconnected units, not the recursion of a single scalar 
variable. (2) Reentry is distributed: each area simultaneously reenters to many 
other areas. The connections between areas are usually in register; however, they 
can be either convergent or divergent. (3) Reentry can occur between areas that 
are at the xzme heterarchical level, as well as between higher and lower levels in 
a system. (4) Reentry has a statistical or probabilistic nature: not all connections 
are used at all times. In addition, reentrant signaling can be either phasic or 
continuous over time. (5) Reentry can give rise to the construction of novel 
operations (discussed below) and is used more for correlation than for error cor- 
rection or gain control. 

Figure I. Schematic of network connectivity. Major connections be- 
tween the simulated repertoires are indicated. Repertoires (white boxes) 
are named either according to their dominant function or to their closest 
analog in the CNS. The 3 shaded areas indicate the 3 simulated areas- 
V OR, V,,, V,,-which are specialized for orientation, occlusion, and 
motion, respectively. Reentrant connections are indicated from the Di- 
rection repertoires of V,, to “4B-Dir” of V,,; from the Occlusion 
repertoires of V,, to the “4B-Term” and Reentrant Conflict repertoires 
of vcm; and from the Direction repertoires of V,, to the Termination 
Discontinuity repertoires ofV,,. Note that these are not simple feedback 
loops; while only a single arrow is shown, reentry occurs from many 
units in parallel. All connections are excitatory unless indicated by a 
minus sign. Repertoire properties and connectivity details are given in 
the text and in Table 1. 

el of multiple functionally segregated areas. This is the case 
because, although it is trivial to design a network capable of 
giving responses corresponding to 1 or 2 such illusions, it is 
quite a difficult task to find a neural architecture capable of 
responding appropriately to a wide range of both normal and 
illusory stimuli. 

In the present model, 2 particularly revealing classes of illu- 
sions are used as tests of integration-illusory contours and 
structure-from-motion. Illusory contours (variously called sub- 
jective, anomalous, or cognitive contours) have been suggested 
to arise from certain juxtapositions of local cues to occlusion 
(Coren, 1972; Gregory, 1972; Kanizsa, 1979). Indeed, simula- 
tions of the RCI model raise the possibility that responses to 
occluding stimuli, illusory contours, and structure-from-motion 
may all be mediated by different reentrant connections in the 
same neural architecture. The success of the simulations suggests 
that reentrant integration can provide an economical explana- 
tion for a wide range of psychophysical phenomena while taking 
into account an equally wide range of anatomical and physio- 
logical observations. 

Materials and Methods 
We provide here a detailed description of the network connectivities 
and unit properties. The essential points are summarized in Figures 1 
and 2 and Tables 1 and 2. It is important to emphasize that the particular 
functional properties modeled here (e.g., orientation or direction selec- 
tivity) are intended as exemplars: alternative mechanisms to generate 
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Figure 2. Details of network connectivity. a, Connections from “LGN” to “4Ca.” The 2 matrices (left) give the connection strengths of inputs 
from the Input Array to an “LGN” unit (bottom matrix) and from the “LGN” to a “4&l unit (top matrix). Diagram at right shows geometry of 
connection scheme used to generate directional selectivity in “4Ca.” Each “4Co1” unit receives excitation from a 5 x 5 unit region of the “LGN” 
(box containing 25 triangles)-the connection strengths are given by the (top) matrix at left. Each unit also receives connections (marked with r) 
from a set of displaced “LGN” units. These connections activate a temporally delayed inhibitory mechanism (see text). The “4Ca” unit shown is 
selective for motion in a southwesterly direction. In this figure (u-d), boxes indicate repertoires, triangles indicate units, lines indicate connections, 
and small circles indicate synapses (open, excitatory; closed, inhibitory). The sizes ofrepertoires and units are adjusted for clarity-in the simulations, 
all repertoires contain 1024 units. b, Connections of a “4B-Dir” unit selective for eastward motion. Three repertoires containing a first type of 
“4B-Dir” unit (middle row) receive inputs from “4Co1” repertoires selective for motion in the southeasterly, easterly, and northeasterly directions, 
respectively (preferred direction indicated by arrows). Excitatory inputs are received from 2 adjacent “4CJ units, one of which is displaced in the 
null direction (note positions of triangles) and acts through a temporally delayed mechanism (7). The “4B-Dir” unit also receives inhibition from 
a 5 x 5 unit region in the “4(X’ repertoire selective for motion in the opposite (westerly) direction. These 3 “4B-Dir” units project to a second 
type of “4B-Dir” unit (top). c, The V,, pathway. Shows connections received by a Direction unit selective for northward motion. Four comparator 
units compare responses to northward motion versus motion in a NE, NW, E, or W direction, respectively. Each comparator unit receives excitatory 
connections from a “4B-Dir” unit selective for northward motion and inhibitory connections from a 5 x 5 unit region in an adjacent “4B-Dir” 
repertoire (directional preferences indicated by relative position of panel; i.e., the preferred direction of the “4B-Dir” repertoire situated on the 
NW comer is NW). All 4 comparator repertoires project to the Direction unit (at least 3 inputs are needed to fire the unit). The direction unit 
provides reentrant connections back to 3 x 3 unit regions in all “4B-Dir” repertoires except for the repertoire selective for northward motion. This 
reentry yields a much sharper degree of directional selectivity (see Fig. 6). d, The ascending V,, pathway. The diagram shows connections leading 
to an Occlusion unit selective for vertical boundaries. “4B-Term” units with orientations spanning 90” (preferred orientations indicated by arrows) 
send excitatory connections to Wide Angle repertoires. Wide Angle units from 2 repertoires with roughly opposite polarities (terminations roughly 
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these properties are possible, and a completely different set of properties 
could have as well been chosen. The central point of the RCI model is 
that whatever set of such functionally segregated properties is modeled, 
a reentrant mechanism will be necessary in order to achieve functional 
integration. The simulations are therefore based upon the assumption 
that a complete description of cortical cells and their connections is not 
necessary for the understanding of how integration takes place between 
cortical areas. The particular examples and mechanisms were chosen 
to illustrate this point. 

All simulations were carried out on an IBM 3090 at the Cornell 
National Supercomputer Facility. Typical simulations required 12 
megabytes of memory and CPU times averaged 12.3 set/cycle. The 
simulations were carried out using a general-purpose cortical network 
simulator program (CNS) written by George N. Reeke, Jr. (Reeke and 
Edelman, 1987). This program allows the user to construct large-scale 
networks consisting of multiple types of units with detailed specification 
of the anatomical connectivity, as well as to emulate various electrical 
and chemical properties of synapses. The simulation package also allows 
stimulus objects of various sizes and shapes to be moved in specific 
ways across an input array. 

Different types of simulated units are characterized by the source and 
distribution of their inputs and the operations (scales, thresholds, etc.) 
performed upon them. Multiple units of a given type compose a rep- 
ertoire, and an area consists of multiple repertoires. Several majorpath- 
ways within the system serially or reciprocally connect repertoires in 
several different areas. Unless otherwise stated, all connections between 
repertoires connect units at the topographically corresponding positions. 
All connections are generated at the start of a simulation, and the anat- 
omy is thereafter fixed. There was no synaptic plasticity in the present 
simulations. The reader should refer to Figures 1 and 2 and Table 1 as 
the description of these elements proceeds. 

All repertoires contain a multiple of 1024 (=32 x 32) units. The 3 
simulated cortical areas (V,,, V,,, and V,,) together contain 13 basic 
types of repertoires. There are 8 variants of each type of repertoire: the 
units in each variant differ with respect to their orientation or direction 
preferences (i.e., each variant contains units selective for one the 8 
directions, N, NE, etc.). A total of 8521,728 simulated synaptic con- 
nections are made among 222,208 units, for an average of 38 connec- 
tions per unit (the range among different types is 2-350). In contrast, 
recent studies in the macaque (Peters, 1987) have estimated that Area 
17 alone contains 155 million neurons (per hemisphere) with an average 
density of 120,000 neurons/mm3. The density of synapses in macaque 
Area 17 is on the order of 4 x 108/mm3, for an average across all cell 
types of approximately 3450 synapses per neuron. The relative paucity 
of connections received by units in the simulation undoubtedly reduces 
the variety and subtlety of their responses, but sufficient complexity 
remains to generate the phenomena of interest in these studies. 

We have proposed elsewhere that the basic units of operation in the 
nervous system are neuronal groups (Edelman, 1978, 1987; Edelman 
and Finkel, 1984). These groups are strongly connected local popula- 
tions of several hundred to several thousand neurons that share over- 
lapping receptive fields and common response properties. Groups are 
proposed to play several critical roles in cortical function including the 
organization and maintenance of topographic maps (Pearson et al., 1987), 
and there are several lines of experimental evidence for their existence 
(Merzenich et al., 1988; Gray and Singer, 1989). We have recently 
simulated such groups and their temporal and reentrant properties in 
a system somewhat simpler than the present one (Spoms et al., 1989). 
However, since we are primarily concerned in the present simulations 
with short-term responses to direct sensory stimulation, we have omit- 
ted synaptic plasticity, thereby eliminating the main mechanism by 
which neuronal groups are formed and maintained (Pearson et al., 1987). 
Accordingly, in the interest of reducing the size of the computation, we 
have let simplified individual neuron-like units stand in for neuronal 
groups as the basic elements in our simulations. These units are designed 
to compensate for several properties that would, in a more extensive 
simulation, differ as a result of the presence of neuronal groups. Thus, 
for example, the units in the model have precisely ordered anatomical 

c 

connections that compensate for the smaller “target” area of a cell 
compared to a group. (The variability of actual connectivity in the 
nervous system requires groups to overcome statistical instabilities.) 

The properties of groups in vivo are best suited to study by multi- 
electrode techniques or optical methods, but single-cell recordings 
nevertheless give an indication of group properties since most cells 
within a group will reflect the cooperative activity of the total group 
(Pearson et al., 1987). Thus, the responses of individual units in the 
present simulations should correspond, to a large extent, to the results 
of single-cell recordings in the cortex. 

Physiological parameters 

Despite the large number of units and connections in the model, a 
relatively small number of parameters controls the physiological prop- 
erties of the simulation. Each unit is a simplified model neuron that 
nonlinearly sums inputs from other units. The output of a unit, which 
corresponds to the average firing rate of a single neuron, is given by 

W) = z Wk 2 c,Lw) - Sk1 
[ -i 

MAXk 
> 1 - @ , (1) k i MlNX 

where S,(t) is the output of unit i at time t. w, is a weighting factor on 
the relative efficacy of connections of class k (a class of connections is 
defined as those that come from the same type of unit). The first sum- 
mation (over k) is over the different classes of connections received by 
a unit, and the second summation (over j) is over each connection of 
class k. c, is the synaptic weight of the connection from unit j to unit 
i, ok is a threshold that inputs of class k must exceed to have any 
postsynaptic effect,* and 0 is the unit-type specific firing threshold for 
unit i. The square brackets, [ 1, denote an implicit thresholding scheme: 
[x] = 0 if x < 0, and [x] = x otherwise. The curly brackets, { }, denote 
a separate threshold that is applied to the sum of all inputs from a given 
class of connections: {xJMAX = MAX if x z MAX, and {x}~~~ = x 
otherwise. ix},,, = 0 if x < MIN and {xjMrN = x otherwise. These 
thresholding schemes are a simple formal means of representing some 
of the inherent nonlinearities involved in dendritic processing. 

It is important to note that the physiological properties of all units 
in the simulation are specified by a small number of parameters: 1 
parameter per unit-type(O), 4 connection-class parameters (We Biu MAX, 
and MIN,), and 1 connection-specific parameter (c,,). In practice, only 
a subset of these parameters (and thresholds) is used in each type of 
unit. Furthermore, the values chosen for these parameters are identical 
among the vast majority of units and connections. For example, most 
units have 8, = 0.1. Moreover, only in the LGN and 4Ca repertoires 
are weights (the c,‘s) assigned to individual connections (these weights 
are indicated in Fig. 2A). In all other repertoires of the simulation, the 
weights on the individual connections are the same-all units from the 
same class of connections are assigned c,, = + 1 or - 1 depending on 
whether the connection is excitatory or inhibitory. This represents an 
enormous reduction in the number of parameters. 

The values used for the 4 remaining parameters were all mutually 
dependent. In fact, all of the units used in the model can be grouped 
into 5 “physiological” classes defined by the particular relationships 
among the parameter values. These classes can be described by the basic 
operations they carry out: (1) simple weighted summation&mall 0, 
various values of w,. MAX,. and MIN,. not used: (2) filter of weak 

,._ , .  I .  

activity-small 0 and moderate MIN,; (3) comparator-small 0 and 
different w, for excitatory versus inhibitory classes of inputs; (4) multiple 
AND-large 0 and MAX, adjusted so that activation requires concurrent 

2 The purpose of thresholding each input was to eliminate low-level activity 
due to responses to nonoptimal stimuli (e.g., orientations more than 45” from the 
preferred orientation). In vivo such a threshold would also filter out low-level noise 
and the tails of decavina voltages. We have found that 6, can be sliahtlv increased .- - 
or decreased without effect, but that the amplifications inherent-in a reentrant 
system make such a filter useful, particularly in the absence of the intrinsic in- 
hibitory mechanisms found in the cortex. 

rightward or roughly leftward) and distributed along a vertical line all project to the same Termination Discontinuity (TD) unit. This unit also 
receives a connection from the one unit at the corresponding position in the Wide Angle repertoire (connection leaving vertical row of units from 
the left in the Wide Angle repertoire at left). All 3 types of inputs are required to fire the TD unit. This reflects the condition for occlusion (see 
text). Occlusion units receive connections from units distributed along a vertical line in the TD repertoire-one set of inputs from units at positions 
above the corresponding TD unit and another set from below. To be activated, the Occlusion unit requires inputs from both sets. Occlusion units 
then send excitatory reentrant connections back the “4B-Term” reentrant repertoires selective for vertical lines. 
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Table 1. Properties of the repertoires 

Repertoire Maior property Afferents Efferents Connectivity details 

“LGN” 

“4Ca” 

ON-Center, OFT- 
Surround 

Orientation 
selectivity 

Input Array 

“LGN” 

“4GX” 

“4B-Dir” “4B- 

Orient” 

“4B-Dir” Directional 
selectivity 

“4B-Orient” 

“4B-Term” 

“4B-Term” 
(reentrant) 

Reentrant 
Conflict 

Wide Angle 

Common Term. 
Detector 

Termination 
Discontinuity 

Direction 
Discontinuity 

Occlusion 

Occlusion 
(motion) 

Orientation 
selectivity 

Orientation and 
polarity of line 
terminations 

Same as “4B-Term” 

Responds to 
crossings of real 
and illusory 
contours 

Broadens orientation 
selectivity 

Detects whether 
lines with 
orientations 
within 90” 
terminate at a 
common locus 

Responds to line 
terminations 
consistent with an 
occlusion 
boundary 

Responds to 
differential motion 
consistent with an 
occlusion 
boundary 

Responds to real 
contours, 
occlusion borders, 
and illusory 
contours 

Responds to 
occlusion borders 
based on 
structure-from- 
motion 

“4Cff” 
Direction 

“4Cor” “4B-Term” Reentr. 
Confl. Occlusion 

“4B-Orient” Wide Angle 

Occlusion Wide Angle 

Occlusion 
“4B-Orient” 
Wide Angle 

Occlusion Conflict 

“4B-Term” Term. Disc. 
Common Term. 

Wide Angle Term. Disc, 

Comparator 

1 pixel excitatory center, 3 x 3 pixel inhibitory 
surround. 

5 x 5 connection matrix for horizontal and 
vertical orientations; 7 x 7 matrix for obliques. 
Temporally delayed inhibition in null direction. 

Two types: first type gets excitatory inputs from 2 
adjacent “4Ca” units, one input is temporally 
delayed and displaced in preferred direction. 
Also receives inhibition from 5 x 5 units in the 
“4Co1” repertoire selective for null direction. 
Second type sums inputs from 3 such units 
whose orientation preferences span 90” and 
reentrant connections from Direction repertoires. 

Excitatory inputs from 4 adjacent colinear units in 
“4Col” and inhibition from surround. All 4 
excitatory inputs are required to fire unit. 

Local circuit excited by “4B-Orient” unit and 
inhibited by adjacent “4B-Orient” unit. 

Similar to 4B-Term but on connections from 
Occlusion repertoires instead of “4B-Orient.” 

Excitatory connections from Occlusion and from 
the “4B-Orient” repertoires in the 3 most nearly 
orthogonal directions. Inhibitory inputs from 
orthogonally oriented “4B-Orient” repertoires 
and from Wide Angle repertoire. 

1 excitatory input from 3 “4B-Term” repertoires 
with adjacent directional preferences (e.g., N, 
NE, NW 

Connections from 2 Wide Angle repertoires with 
adjacent orientation preferences. Both inputs 
required to fire unit. 

Wide Angle 
Common Term. 

Direction 

Term. Disc. 
Occl. Confl. 
“4B-Orient” 

Dir. Disc. 

Occlusion 

Occlusion (motion) 

Reentr. Confl. 

“4B-Term” 
(reentrant) 

Connections from linear strips (2 x 87) of units in 
each of 2 Wide Angle repertoires with opposite 
polarities and from a single unit at 
corresponding position in one of the 2 Wide 
Angle repertoires. One inhibitory connection 
from Common Termination. 

Similar scheme to Termination Discontinuity 
repertoires but with inputs from Direction 
repertoires. Time constant of voltage decay is 
longer to allow short-term persistence of 
responses to moving objects. 

60 bipolar excitatory connections from units 
distributed along a line in TD repertoire. Single 
inhibitory connection from Occlusion Conflict 
repertoire. Excitatory connections from “4B- 
Orient.” 

Similar connectivity to Occlusion repertoires on 
inputs from Direction Discontinuity repertoires. 
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Table 1. Continued 

Repertoire Major property Afferents Efferents Connectivity details 

Occlusion 
Conflict 

Comparator 

Generates illusory 
contours between 
conflicting points 
found by 
Reentrant Conflict 
repertoire 

Compares motion in 
adjacent directions 

Direction Directional 
selectivity 

Reentrant Conflict Occlusion Similar connectivity to Occlusion repertoire but on 
inputs from Reentrant Conflict repertoires. 

“4B-Dir” 

Comparator “4B-Dir” 
Dir. Disc. 

5 x 5 unit excitation and 5 x 5 unit inhibition 
from “4B-Dir” repertoires with adjacent 
preferred directions. For each direction, there are 
4 comparator units (e.g., N vs NE, N vs NW, N 
vs E, and N vs W). 

Sums inputs from 4 comparator repertoires with 
same preferred direction; 3 inputs needed to fire 
unit. 

inputs from at least 2 different classes of connections; (5) heterosyn- 
aptic-MIN, for one set of connections set extremely high so that they 
are ineffective. Activation of another class of (heterosynaptic) inputs to 
the unit lowers MIN, and makes the first set of connections functional 
(this is the mechanism used for directional selectivity-see below). 

The actual values of the parameters used in all the simulations re- 
ported here are given in Table 2. It is important to stress that the exact 
values used for any of these parameters have little qualitative effect on 
the simulation as long as the relative values of the parameters are main- 
tained. While changing the exact values does change the range of activity 
levels over which the unit can operate, such effects were not important 
in the present simulations since we only used stimuli of maximal con- 
trast. We would expect cells in vivo to show properties allowing a max- 
imum range of response. 

Anatomical connectivity and response properties 
In the following, we describe the connectivities and properties of the 
various repertoires and units included in the model. The rationale for 
the inclusion of each type of unit is, in some cases, deferred to the 
Results. An example of the normal operation of the networks (i.e., how 
the various types of units function together in a simulation) is described 
as the last entry of Materials and Methods, and together with Figures 
1 and 2 provides a basic guide to the construction of the simulations. 
After reading the descriptions of Figures 1 and 2, the noncomputation- 
ally oriented reader may wish to skip to that exemplary description for 
a first reading. 

Figure 1 presents a simplified schematic of the overall network con- 
nectivity with further details given in Table 1 and Figure 2. As shown 
in the figure, the connections between V,,, V,,, and V,, follow an 
anatomical plan similar to that found in the magnocellular pathway in 
visual cortical areas Vl, V3, and V5. In the monkey, these 3 areas 
constitute a particularly simple reentrant system: V3 and V5 are directly 
interconnected and, in addition, both receive connections from and 
anatomically reenter to the same cell layer (4B) in VI (Zeki, 1971; 
Rockland and Pandya, 1979; Burkhalter et al., 1986; Zeki and Shipp, 
1988). 

In the model, stimuli of various sizes and shapes excite the elements 
of the Input Array (64 x 64 pixels) which corresponds to a drastically 
simplified retina. There is a single pathway from the Input Array through 
the “LGN” to “4Ca.” “ ~GY” projects to “4B,” which contains several 
separate populations of units. “4B-Dir” units are directionally selective 
and are reentrantly connected to V,,. “4B-Orient.” units are orientation 
selective and provide input to “4B-Term” units, which are specialized 
for detecting line terminations and are reentrantly connected to V,,. 
“4B-Orient.” units also project to Reentrant Conflict units which, as 
discussed below, respond to conflicts in the responses to real and illusory 
contours (these units signal an internal inconsistency in the determined 
occlusion relationships of several adjacent surfaces). 

The ‘LGN” and “4Ca. ” The “LGN” contains ON-center, or=t=-sur- 
round units that receive inputs from 3 x 3 pixel regions of the Input 

Array. The strengths of these connections are shown in Figure 2a. We 
have not included any OFF-center LGN units, and for that reason, light 
stimuli on dark backgrounds have been used exclusively. 

The orientation selectivity of “4Cor” units arises from the spatial 
pattern of the connections from the “LGN.” As the role of intracortical 
inhibition in orientation selectivity is still controversial (Ferster, 1987), 
a version of the original Hubel and Wiesel (1962) feedfoward model 
was chosen for computational simplicity. Each “~CLU” unit receives 
excitatory inputs from an elongated (3 x 1 unit) region of the LGN and 
inhibitory inputs from 2 elongated (5 x 2) flanks. The connection strengths 
of the inputs (Fig. 2~) are adjusted so that units can be partially activated 
by lines whose orientations are within 45” of the preferred orientation. 
The square geometry ofthe underlying pixel matrix necessitates different 
inhibitory surrounds for obliquely oriented versus horizontal or verti- 
cally oriented units. 

Directional selectivity in “4Co(” is achieved through a mechanism 
involving temporally delayed inhibition that emulates a delayed IPSP. 
Inhibitory inputs from the “LGN” (see Fig. 2~) produce a signal (meant 
to emulate an intracellular second messenger) that leads to hyperpolar- 
ization of the unit through the opening of simulated ion channels. The 
temporal delay in the inhibition (denoted by r in Fig. 2~) is controlled 
by the time constants of the production and decay of this signal. As 
shown in Figure 2a, each “4Ca” unit receives 2 sets of inputs from the 
“LGN,” one excitatory and one inhibitory. Directional selectivity de- 
pends upon the fact that the inhibitory units are shifted with respect to 
the excitatory inputs (the direction of the shift will turn out to be the 
null direction of the “4Co1” unit). In these simulations, the 2 sets of 
inputs were always shifted by 1 unit, and the temporal delay was always 
1 cycle; however, the same mechanism can be used to generate a range 
of velocity sensitivities. 

V,, pathway 
“IB-Dir” units. Starting with the “4B-Dir” units, the V,, pathway 
transforms the selectivity of unit responses from a primary selectivity 
to orientation (found in “4Co1”) to a primary selectivity to direction 
(found in the Direction repertoires). As shown in Figure 2b, there are 
2 types of “4B-Dir” units. One type (Fig. 2b, center row) receives ex- 
citatory inputs from 2 adjacent “4Co1” units. Using a temporal delay 
mechanism similar to that in “4Ca,” the “4B-Dir” unit is activated 
only if one of these inputs (7 in Fig. 2b) occurs within a fixed time 
window before the other input. Each “4B-Dir” unit also receives direct- 
acting inhibitory inputs from a 5 x 5 unit region in the “4Ca” repertoire 
whose directional selectivity is in the null direction; this null inhibition 
greatly enhances the directional selectivity. 

Inputs from 3 of these units with orientation preferences spanning 
90” are then subjected to a threshold and summated by a second type 
of “4B-Dir” unit (Fig. 2b, top). Summation over the 3 directions (NE, 
E, SE) assures that “4B-Dir” will detect lines moving eastward even if 
they are not of the preferred orientation for a given “4Co1” repertoire. 
Because of the nonlinearity of unit properties, this local circuit scheme 
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Table 2. Repertoire classification and parameter values 

Type of unit Operational class 0 

No. of 
connec- 
tions Action wka ok MIN, MAX, 

LGN Connection 
Matrix 

Conn. Matrix and 
Heterosynaptic 

Heterosynaptic 

0.1 

4cor 0.1 

4B-Dir 

(type 1) 
0.1 

4B-Dir 

(type 2) 
4B-Orient 

Weighted Sum 

Multiple AND 

0.1 

0.99 

4B-Term’ 

Common Term. 
Wide Angle 

Comparator 

Multiple AND 
Weighted Sum 

0.1 

0.95 
0.1 

Reentrant 
Conflict 

Multiple AND 0.95 

Termination 
Discontinuity 

Multiple AND 0.95 

Direction 
Disc.’ 

Occlusion 

Multiple AND 

Multiple AND 

0.95 

0.95 

Occlusion 
(motion) 

Occlusion 
Conflict 

Comparator 

Multiple AND 

Multiple AND 

0.95 

0.95 

Comparator 0.1 

Direction’ Multiple AND 0.96 

9 Mixed 

25b Mixed 
25 Mixed 

1 Exe 
1 Exe 

25 Inh 
3 x Id Exe 
63e Inh 
4 x 1 Exe 
2 x 5 Inh 
1 Exe 
1 Inh 
6 x 1 Exe 
3 x 1 Exe 
3 Exe 
1 Inh 
3 x 2 Exe 

2 Exe 
2 x 2 Inh 
4 x 9 Inh 
1 Exe 
2 x 87 Exe 
2 x 87 Exe 
1 Inh 
1 Exe 
7 Exe 
2 x 30 Exe 
1 Inh 
4 x 1 Inh 
2 x 5 Exe 

11 Inh 
2x31 Exe 

1.0 0.1 

1.5 0.1 
3.0 0.1 
1.5 0.1 
1.5 0.1 

20.0 0.0 
1.1 0.1 
5.0 0.1 
5.0 0.1 
1.0 0.1 

10.0 0.0 
15.0 0.0 
1.0 0.1 
1.0 0.1 
4.0 0.1 
5.0 0.1 

15.0 0.1 
15.0 0.0 
15.0 0.1 
5.0 0.1 

10.0 0.1 
60.0 0.1 
60.0 0.1 
5.0 0.1 
1.0 0.1 

20.0 0.1 
60.0 0.1 
5.0 0.1 

30.0 0.0 
20.0 0.1 
40.0 0.1 
20.0 0.0 

25 Exe 1.0 0.0 
25 Inh 1.1 0.0 
4 x 1 Exe 5.0 0.0 

16.W 
6.0 

2o.w 

0.32 

0.94 
0.5 

0.3 
0.94 

0.62 
0.32 
0.15 

0.94 
0.94 
0.94 

0.94 

0.94 

0.47 

a The program rescales w, by (32/no. of connections)“*. 
” Units tuned for oblique orientations have more connections. 
c Activates temporally delayed inhibition. 
d 3 x 1 denotes 3 classes of 1 connection each. 
e Additional unit types used to collate reentry. 
‘Not all unit types involved in this repertoire are shown. 

is not equivalent to a single unit that receives, thresholds, and sums the 
inputs from “4Ca.” For example, in this scheme, excitation of units in 
different “4CcJ repertoires will not give rise to activation of “4B-Dir.” 

Comparator units. As shown in Figure 2c, the first repertoires in V,, 
are the comparator repertoires. There are 4 comparator units for each 
direction (e.g., north); each unit is inhibited by motion in one of the 4 
adjacent directions (e.g., NE, NW, E, and W). Each comparator unit 
receives excitation from a 5 x 5 unit region in the corresponding “4B- 
Dir” repertoire (Fig. 2c shows the comparator units selective for motion 
in a northward direction), and inhibition from a 5 x 5 unit region in 
one of the adjacent “4B-Dir” repertoires. Thresholds are adjusted so 
that each comparator unit is activated only if the responses to motion 
in its preferred direction exceed those to motion in the adjacent direc- 
tion. 

Direction units. The final stage in the V,, pathway (Fig. 2c, top) 

consists of units that sum inputs from the 4 comparator units selective 
for motion in a particular direction. Thresholds are arranged so that 
inputs from at least 3 of the 4 sources are necessary to fire a unit. This 
represents a majority vote on the differential comparisons carried out 
by the comparator repertoires and signals that the response to motion 
in a given direction is stronger than in the adjacent directions. 

V,,- VOR reentry. As shown in Figure 2c, outputs from each direction 
unit are reentered back to “4B-Dir” in V,,. Each direction unit inhibits -.. 
a 3 x 3 unit region in all “4B-Dir” repertoires except the one with the 
same directional preference. This arrangement tends to suppress activity 
in “4B-Dir” repertoires that does not correspond to the active V,, 
repertoire. 

The long-distance inhibitory connections used here are rare in the 
nervous system, but similar results can be obtained through a long- 
range excitation of local intrinsic inhibitory cells. Such a mechanism 
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was proposed by Singer (1977) in his model of the role of corticoge- 
niculate connections in stereopsis. In addition, we have found several 
alternative schemes of reentrant connectivity that help generate direc- 
tional selectivity. For instance, excitatory reentrant connections to “4B- 
Dir” units can be coupled with cross-orientation inhibition (Blakemore 
et al., 1970). Alternatively, reentry can originate from the comparator 
units instead of the directional units. Several such schemes generate 
roughly equivalent results. 

V,, pathway 
The V,, pathway detects and generates responses to occlusion bound- 
aries. As shown in Figure 3B, an occlusion boundary can be defined by 
the presence of textures or lines of various orientations (either stationary 
or moving) that terminate along its extent and by the absence of textures 
or lines that extend across the boundary. Figure 3C indicates the local 
cues to occlusion present in the occluding squares stimulus of Figure 
3A. The V,, pathway initially responds to local cues consistent with an 
occlusion boundary, but continued responses depend upon the global 
consistency of these local cues (i.e., whether multiple local terminations 
can be linked up along an extended discontinuity or “fracture” line- 
as in Fig. 3, C, D). The same local cues that indicate the presence of 
occlusion boundaries are responsible for the generation of illusory con- 
tours. Figure 30 shows a classic illusory contour that depends upon the 
parallel terminations of lines from 2 abutting grids. Figure 3E shows 
how similar terminations (in this case of both straight lines and curved 
arcs) give rise to the illusory contours of the well-known Kanizsa tri- 
angle. 

Cues that rule out the presence of an occlusion can be as important 
as cues consistent with occlusion. For example, although line termina- 
tions often indicate the presence of an occlusion, when 2 lines both 
terminate at the same point, forming a vertex (see Fig. 8A for an ex- 
ample), the probability that the terminating lines continue under an 
occluding surface is lessened and the salience of the cues is thus dimin- 
ished. As we shall see, the V,, system also checks (through reentry) that 
the occlusion boundaries it discriminates obey a number of self-con- 
sistency relationships. For example, 2 occluding boundaries should not 
cross each other, nor should an occluding boundary cross a real bound- 
ary. These physical inconsistencies are reflected by internal conflicts in 
the system that must be resolved to yield a consistent pattern. 

“4B-Term” units. As local cues to occlusion, the V,, pathway uses 
both line terminations and the differential motion of textures. “4B- 
Term” units detect line terminations due to an inhibitory end-region 
in their receptive fields. End-stopped receptive fields are found in simple 
cells of layer 4B (Gilbert, 1977), as well as in complex cells of layers 2 
and 3 (see Discussion). However, unlike end-stopped cells in the striate 
cortex, “4B-Term” units have only one end-inhibitory region and are 
thus sensitive to the polarity of the termination (i.e., at which end of 
the line the termination is found). 

Wide Angle units. Since lines can terminate at an occlusion boundary 
with a variety of orientations with respect to that boundary (see Fig. 
3B), Wide Angle units sum inputs from “4B-Term” units whose pre- 
ferred orientations span 90” (see Fig. 2d). 

inputs must correspond to line terminations of an opposite polarity to 

Termination Discontinuity units. Wide Angle units project to Ter- 
mination Discontinuity (TD) units that detect local cues to occlusion. 

that of the other inputs (see Fig. 20). All 3 types of inputs must, in 

As shown in Figure 3B. these local cues consist of any of several ter- 
minating lines that approach the presumptive occlusion boundary from 

addition, come from units distributed along a line in a Wide Angle 

either side. In order to be activated, a TD unit must be activated by at 
least 3 inputs from the Wide Angle repertoires-and at least one of these 

repertoire (and this is assured by the geometry of the connections). 

(A) 

Figure 3. Occlusion and the scheme for generating illusory contours. 
A, Occlusion of one square object by another is indicated by perspective. 
B, Definition of an occlusion boundary. Dashed vertical line is the pre- 
sumptive occlusion boundary; circles indicate line terminations. Occlu- 
sion boundary requires colinear terminations of at least 3 lines ap- 
proaching border from both sides: i.e., fine A and at least 2 of {lines B, 
C, and (D or D’)}. Lines approaching the boundary at an angle (line D”) 
are also allowed. These same conditions are used by the network to 
generate responses to illusory contours. C, Cues to occlusion boundaries 
in the figure shown in A. Circles with stems show line terminations that 
cue an occlusion boundary according to scheme shown in B. The figure 
at left shows the occlusion cues for the “top” occlusion boundary; figure 
at right shows cues for “right” occlusion boundary. D, Two abutting 
grids, one half-cycle out of phase, give rise to a vertical illusory contour 
at their line of intersection. Note the line terminations fulfill the con- 
ditions for occlusion given in B. The extreme left and right borders of 
the figure do not give rise to a vivid illusory contour. E, The classic 
Kanizsa (1979) triangle (above) and line terminations (circles with stems) 
giving rise to the illusory contour forming one side of the Kanizsa 
triangle (below). Corresponding terminations generate responses to other 
2 sides. In this case, terminations of both lines and arcs are used-a 
generalization of scheme in B. 

tions, in a bipolar fashion, from 2 sets ofTD units distributed in opposite 
directions along a common line (see Fig. 24. To be activated, an Oc- 
clusion unit must receive inputs from both bipolar branches (i.e., both 
sets of TD units). This connection scheme ensures that a string of ad- 
jacent Occlusion units will be activated by an occlusion boundary. 

The ascending V,, pathway shares several common features with an 
anatomical scheme proposed by Baumgartner and his colleagues (Pe- 
terhans et al., 1986) to account for the-responses to illusorycontours 
by units in Area V2 of rhesus monkeys. Although the details vary, both 
schemes use asymmetric end-inhibition, nonlinear summation of re- 

A separate population of TD units (referred to as Direction Discon- 
tinuity units) carries out a similar operation upon inputs from V,, that 
signal the presence of a discontinuity in motion. Use of a single pop- 
ulation of TD units to receive inputs from both V,, and V,, is not 
possible because activation of a TD unit requires a combination of 
inputs, and a single unit (ofthe simple type used here) cannot distinguish 
a valid combination that arises from one set of sources from partial 
combinations which arise from 2 different sets of sources. Direction 
Discontinuity units have a slower time decay for voltages allowing them 
to maintain responses to moving stimuli that have recently passed through 
the receptive field of the unit. 

Occlusion units. Occlusion units respond to the actual location and 
course of an occlusion boundary. Each Occlusion unit receives connec- 

sponses to colinear terminations, and a separate set of inputs to mediate 
responses to real contours. The model proposed here differs in several 

The remaining repertoires and connections in the V, pathway (de- 

regards (see Discussion) that allow it to respond to a wider range of 

scribed below) deal with the elimination of false cues, the resolution of 
internal conflicts in generated responses, and the reentrant “recycling” 
back to V,, of responses to occlusion boundaries determined in V,,. 

illusory objects, including illusory squares and triangles (Kanizsa, 1979). 

Common Termination units. Common Termination units respond to 
configurations in which 2 or more lines terminate at a common locus. 
These units sum inputs from Wide Angle units with identical receptive 
field locations and adjacent orientation preferences. Common Termi- 
nation units directly inhibit TD units (see Fig. 1). 

Reentrant Conjlict units. Reentrant Conflict units respond to locations 
at which illusory contours cross real contours or other illusory contours. 
Reentrant Conflict units receive connections from 3 “4B-Orient.” rep- 
ertoires having orientations spanning 90” (in exactly the same manner 
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Frmre 4. Actual network display seen on the computer screen. Responses of output units in the major repertoires (129 repertoires and 132,096 
units) to the combined stimulus analyzed in Figure 10. Square boxes (cyan) indicate individual repertoires; dots within the repertoires indicate 
activity of units at the corresponding posmons. Large colored borders demarcate repertoires belonging to the 3 simulated areas: green for V,,, blue 
for V,,, and orange for V,, Unit activity is color-coded from high to low in 5 colors: white, blue, green, yellow, and red. The 8 panels of each 
repertoire correspond to units segregated by orientation or directton preference: the position of each pane1 indicates the preference of its umts (e.g., 
units in upper left “4Ca” pane1 prefer 135” lines). This convention 1s used WI all followmg,figures. Activity in the Input Array due to the stimulus 
is shown at the bottom center (responses shown m yellow). Pane1 labeled “Occl. Display” (bottom right) shows (at larger scale, for clarity) the 



as Wide Angle units) and, in addition, receive excitatory reentrant con- 
nections from Occlusion units. To be activated, each Reentrant Conflict 
unit requires at least one input from an Occlusion unit (illusory line) 
and one input from a “4B-Orient.” unit (real line) with an overlapping 
receptive field. Reentrant Conflict units are also strongly inhibited by 
corresponding units in the Wide Angle repertoires: since illusory con- 
tours a~wuys join real contours at their terminations, conflicts at a ter- 
mination are not to be counted. 

Occlusion Conjlict units. Occlusion Conflict units receive connections 
from Reentrant Conflict units in exactly the same manner that Occlusion 
units receive connections from the TD repertoires, and they generate 
responses to (illusory) contours between the points of conflict. The Oc- 
clusion Conflict units directly inhibit Occlusion units, thereby canceling 
(through reentry) responses to any segment of a generated illusory con- 
tour that was in conflict. 

Recursive synthesis by reentry. A final V, reentrant pathway allows 
signals generated by illusory contours and structure-from-motion to be 
reentered back to V,, and treated as if they were signals from real 
contours in the periphery entering via “4Ca.” This recursion is a key 
property of reentry. A separate population of “4B-Term” units is used 
to receive inputs from Occlusion units. These “4B-Term” units then 
project to the Wide Angle units, thereby merging with the signal stream 
of the normal ascending V,, pathway. This reentrant pathway allows 
contours generated through structure-from-motion from V,, inputs to 
be used as termination cues for the generation of additional illusory 
contours. This is the basis of the mechanism underlying the recursive 
synthesis simulation experiments to be discussed below. 

Normal operation of the networks 
Figure 4 provides a glimpse of how the multiple repertoires function 
together. The displays show the activity in all of the major repertoires 
during one cycle of a reentrant synthesis experiment (see discussion of 
Fig. 10 for details). The degree of activation of each unit is indicated 
by the color of the dot at the corresponding position in the panel (see 
legend). The 8 panels of each repertoire (arranged in a square) show the 
activities of the units segregated according to orientation or directional 
preference (e.g., upper-left panel contains units preferring motion in the 
upper-left direction). The success of the design of each repertoire can 
be judged by comparing the locations of responding units in the rep- 
ertoires to the pattern of activity that would be ideally derived from the 
stimulus in the input array (i.e., Do the orientation selective repertoires 
respond correctly to oriented lines? Do the termination detectors re- 
spond to the ends of appropriately oriented lines?). Note that, for clarity, 
units are displayed in uniform arrays (32 x 32 units); however, the 
topographic nature of the mapping would be preserved under various 
topological distortions, such as might exist in vivo. 

The normal operation of the networks can be seen by comparing the 
activity patterns shown in Figure 4 to the connectivity diagrams of 
Figures 1 and 2. Note that the “LGN” repertoires have responded to 
the outlines of the stimulus objects (see Fig. 4) and that the “4coI” and 
“4B-Orient” repertoires selectively respond to particular orientations 
of these lines. The 1 pixel dots in the stimulus are moved (see discussion 
of Fig. 10 for details) and the “4B-Dir” and Direction repertoires re- 
spond, in a selective fashion, to the direction of the motion. The Di- 
rection Discontinuity repertoires respond to borders between regions of 
differential motion. Responses to these borders are reentered back to 
“4B-Term,” which detects the terminations of these borders as well as 
of line terminations in the 3 comer stimuli. The Wide Angle repertoires 
then sum these responses in the manner described above. The Termi- 
nation Discontinuity repertoires have constructed responses to the oc- 
clusion cues (i.e., each active unit signals that the condition described 
in Fig. 3B is met), and the Occlusion repertoires have generated re- 
sponses to the illusory contours, as well as to the real contours present. 

The responses of all 8 Occlusion repertoires are superposed in the 
Occlusion Display (bottom right) to show that an illusory square can 
be synthesized from a combination of illusory contours and structure- 
from-motion (see Fig. 10 for discussion). Note that there are no re- 
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sponses in the Reentrant Conflict or Occlusion Conflict repertoires be- 
cause no conflicts are present between generated illusory contours and 
the real contours present in the stimulus. 

Results 
We first demonstrate that the orientation and directional selec- 
tivities of the simulated units qualitatively resemble those found 
in vivo. We then examine the responses of the system to real 
contours and occlusion boundaries and to various stimuli that, 
when presented to human subjects, produce illusory contours, 
structure-from-motion, and a novel combined illusion. Finally, 
we use these illusions to test the integrative properties of the 
system in both the presence and absence of reentrant connec- 
tions. Note that for all simulations reported here, both the anat- 
omy of the system and the values of the physiological parameters 
for the units (see Table 2) remain unchanged. 

Functional properties of the networks 
Orientation selectivity 
Figure 54 shows the orientation selectivity of several different 
repertoires. Five oriented lines (each 6 x 1 pixels long) were 
presented, in turn, at orientations spaced 45” apart and were 
moved at 1 pixel/cycle (the preferred velocity) in the preferred 
direction. The averaged activity of units over 10 trials is plotted 
as a function of orientation, with the preferred orientation ar- 
bitrarily plotted at 0”. Units in the LGN respond equally well 
to all orientations, as expected from their circularly symmetric 
receptive fields (see Fig. 2a). Units in “4&l” (curve labeled V,,) 
show the emergence of orientation selectivity, with responses 
falling off by 50% at approximately 40“. Units in the Direction 
repertoires (curve labeled V,,) are much less sharply tuned for 
orientation. The orientation selectivity of the “4B-Dir” and 
Comparator units (not shown) is similar to that of the Direction 
units; the orientation selectivities ofunits in the other repertoires 
of V,, and V, are similar to that of “~CLU.” 

The broadness of the orientation tuning curves is determined 
by the weighting of the connection strengths on the spatially 
ordered inputs to these units (see Fig. 2A). Choice of the con- 
nection strengths was governed by 2 considerations: (1) to avoid 
the possibility of activation by lines that are orthogonal to the 
preferred orientation (by just nipping the edge of the excitatory 
center) and (2) to allow significant overlap in the response of 
units with adjacent orientation preferences (i.e., with 45”). This 
last consideration implies that a single unit cannot signal the 
orientation of a line; rather, a population response is required. 

Figure 5, B, C, shows the directional selectivity of different 
stages in the V,, pathway. We determined the response of units 
in the “4Ca” repertoires (Fig. 5B) and Direction repertoires (Fig. 
5C) to moving lines of 3 different orientations (each 6 x 1 pixels 
long). Each line was moved in the 8 directions indicated (N, 
NE, etc.) at a speed of 1 pixel per iteration (horizontal and 
vertical movements) or 1.4 14 pixels per iteration (movements 
in oblique directions). Note the sharper directional selectivity 
of the Direction units (Fig. 5C’) compared with that of the “4Ca” 
units (Fig. 5B). In “4Ca” there is stronger response to an op- 

topographically superposed responses of units in all 8 Occlusion repertoires. The stimulus consisted of 3 aligned comer elements and 2 regions of 
random dots that were movedin different directions (see Fig. 10 and text for details) to generate borders due to structure-from-motion. Through 
the action of its reentrant circuits, the networks use both structure-from-motion and illusory contour cues to synthesize a response to an illusory 
square. 
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Figure 5. Orientation and directional tuning curves. A, Orientation tuning curves of units in the “LGN,” V,,, and V,,. Response of typical units 
(averaged over 10 trials) to various orientations of a 6 x 1 pixel line moved at 1 pixel/cycle in the preferred direction (responses are normalized 
to maximum response of the unit). Note sharp tuning in Vo,, poor tuning in V,,, and absence of tuning in “LGN.” Curve labeled V,, was from 
a “~CLU” unit, and curve labeled V,,was from a Direction unit. B, Directional selectivity of “4Cor” units. Response (as percentage of maximum 
response) to a 6 x 1 pixel line moved in various directions (N, NE, etc.) of a “4Co1” unit whose preferred orientation was 0” and preferred direction 
was northward. The 3 curves plot responses to lines oriented at 0” (circles), 45” (triangles), and 90” (squares). Note that “~CCY” responds well to 
lines of the preferred orientation moved in a wide range of directions. C’, Directional selectivity of Direction units. Response of a Direction unit 
whose preferred direction was northward to same stimuli as in B. Orientation of lines indicated as above. Curve obtained for 90” oriented line was 
exactly the same as curve shown for 45” line. Note that these units respond well to lines moving in the preferred direction regardless of their 
orientation. 

timally oriented line moving in a nonoptimal direction than to 
a nonoptimally oriented line moving in the preferred direction. 
Thus, “4Ccy” is primarily orientation selective and only sec- 
ondarily direction selective. On the other hand, as can be seen 
from Figure SC, Direction units are primarily direction selective 
and only secondarily orientation selective. Thus, the directional 
selectivity of the V,, pathway shares a qualitative similarity to 
that found in viva (Albright, 1984; Movshon et al., 1985). 

Figure 6 shows the pattern of activation in the repertoires of 
“4C%” “ 4B-Dir,” and Direction repertoires to a moving ran- 
dom dot stimulus. The panels on the right in Figure 6 show the 
response to this stimulus when the reentrant connections from 
V,, to V,, have been eliminated. The stimulus consisted of 1 
pixel dot generated at random positions over the Input Array 
and moved 1 pixel per iteration. Dots in the central third of the 
display were moved due south, while those in the left and right 
outer thirds of the display were moved due north. New arbi- 
trarily placed dots were continually introduced at appropriate 
edges of the display so that the distribution of dots was at all 
times spatially homogeneous. 

This figure uses the same convention for displaying repertoire 
activities as was used in Figure 4. The 8 boxes arranged in a 
square configuration show the activity of units in the 8 variants 
of each repertoire, with the relative position of each box indi- 
cating the preferred direction of that repertoire (i.e., the upper- 
left box shows the repertoire whose preferred direction is di- 
rected at 135”). A dot in the box indicates that the unit at the 
corresponding position in the repertoire is active, and the size 
of the dot indicates the degree of activation. Thus, by viewing 
the pattern of activation in the boxes and comparing the re- 
sponses to the stimulus pattern, one can immediately judge the 
fidelity of the network responses. 

As shown at the top center of Figure 6, after 4 cycles, only 
units in the central third of the south Direction repertoire are 
active, and only units in the outer thirds of the north Direction 
repertoire are active. There is no activity in any of the other 
Direction repertoires. Through the reentrant connections, this 
activity pattern is communicated back to the 4B-Dir repertoires. 
Thus, the true direction of motion of a moving random dot 
pattern is determined in only a few cycles of iteration. This 

pattern of activity is stable as long as the stimulus is maintained. 
In the absence of reentry (right panels), a number of units in 
both the “4B-Dir” and Direction repertoires show incorrect 
responses to the direction of motion of the random dots. In 
effect, “closing the loop” between V,, and V,, selects that set 
of units linked through the pathway whose combined primary 
and secondary selectivities lead to the most vigorous response. 
Note that the responses of “4(X are nearly identical in the 2 
cases (since “4B-Dir” is the earliest repertoire affected by reen- 
try; see Fig. 1). 

Other simulations (not shown) demonstrate that the V,, 
pathway with reentry can distinguish fields of dots moving in 
any 2 different directions (45” or more apart). In addition, the 
dividing line between the motion fields can have any arbitrary 
orientation or can constitute the boundary of an arbitrarily shaped 
region. This directional selectivity of the V,, repertoires is cru- 
cial to the extraction of structure-from-motion, as will be shown 
below. 

Generation of responses to illusory contours 

Figure 7 shows the responses of the V,, pathway to occlusion 
and illusory contour stimuli as well as to several control stimuli. 
In Figure 7A, responses to an illusory vertical “line” are gen- 
erated from a stimulus consisting of 2 horizontal gratings % 
cycle out of phase. Figure 7B shows a control stimulus in which 
the terminations of the 2 gratings overlap so as to destroy the 
illusion of occlusion. As can be seen, the network does not 
generate responses to illusory contours in this case. Figure 7, A, 
B, contains an implicit control in that no responses to illusory 
contours are made at the extreme left or right edges of the 
gratings. Since terminations only approach these borders from 
one side, they do not meet the criteria for occlusion boundaries 
that were defined in reference to Figure 3B. It was in order to 
account for this perceptual phenomenon (that an illusory con- 
tour is not perceived at the edge of a grid) that “4B-Term” units 
were constructed with asymmetric end-inhibition (see Materials 
and Methods). Note also that, as in Figure 4, the “Occlusion 
Display” panel is solely intended for diagnostic use: these units 
do not provide input to any other repertoire in the simulation. 

Figure 7C shows the responses generated to a stimulus that 
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Figure 6. Responses to differentially moving random dots. Responses of all units in the “4&,” “ 4B-Dir,” and Direction repertoires (in the 
presence and absence of reentry) are shown after 4 cycles of a moving random dot pattern. Stimulus (at left) consisted of 1 pixel randomly placed 
dots. Dots in center third of display were moved southward, those in outer thirds were moved northward (panel labeled “Dot Motion”) at 1 pixel/ 
cycle. Panels are arranged by directional preference according to convention (see Fig. 4). The larger receptive fields of Directional cells are manifested 
by the number of cells responding to a single stimulus dot. “4Ca” units show a degree of directional selectivity, but many units selective for (what 
are in this case) incorrect directions (e.g., NE, NW, etc.) are active as well. The “4B-Dir” and Direction repertoires respond much more selectively 
to the direction of motion. Reentry leads to more accurate directional discrimination in that only units selective for the correct direction respond. 
Without reentrant connections (right), a number of Direction units respond incorrectly to dot motion. The responses of units in “4Col” are nearly 
identical with or without reentry, since “4B-Dir” is the most peripheral repertoire to receive reentrant connections from V,,. 

is perceived by humans as an illusory square. The Occlusion 
repertoires have generated responses to the 4 sides of the illusory 
square (these responses arise on the first cycle of stimulation). 
The boundaries of this illusory square arise from local cues to 
occlusions given by the 4 corner objects [which are perceived 
by humans as small squares, but we do not study this “amodal 
completion” (Kanizsa, 1979) part of the problem]. The 2 ex- 
amples of Figure 7, A, C, are particularly challenging for a net- 
work implementation since, in Figure 7C, the illusory contours 
are generated parallel to colinear lines in the stimulus, and in 
Figure 7A the contours are generated perpendicular to the lines 
of the stimulus. However, in both cases, it is terminations of 
line segments that are the key to the occlusion. Many other 
variants of these 2 stimuli can be dealt with by the model; note 
in particular that Figure 7C is closely related to the well-known 
Kanizsa triangle (Kanizsa, 1979). 

Finally, Figure 70 shows a normal 2-dimensional stimulus 
that is perceived by humans as showing a central square oc- 
cluding 2 other surfaces. The occlusion boundaries are discrim- 

inated by the V,, system, i.e., only the borders of the central 
“occluding” square are detected. In this particular stimulus, the 
occlusion boundaries coincide with real luminance boundaries 
(the boundaries of the central square are both occlusion borders 
and luminance borders), and therefore, the responses to occlu- 
sion boundaries per se cannot be clearly distinguished in the 
display. For this reason, the normal ascending connections from 
the “4B-Orient.” units to the Occlusion units (see Fig. 1) were 
cut before performing this simulation. In the presence of these 
connections, the occlusion repertoires respond to the occlusion 
boundaries in the same manner as seen here; in addition, the 
connections from the “4B-Orient.” repertoires allow the Occlu- 
sion repertoires to respond to all of the real luminance contours 
in the stimulus. (Thus, the pattern of response in the “Occlusion 
Display” panel would look identical to the stimulus.) Through 
the use of a number of other stimuli, we have found that the 
V,, system is successful in picking out occluding boundaries in 
a wide (but not all-inclusive) range of geometrical configura- 
tions. 
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Figure 7. Generation of illusory contours. A, Response of occlusion repertoires (center panels) to an abutting grid stimulus (left) after 1 cycle of 
stimulation. Occlusion repertoires are arranged by orientation preference according to convention of Figure 4. Panel labeled “Occl. Displ.” shows 
(at a larger scale, for clarity) the superposed responses of all 8 Occlusion repertoires. Note responses to both the real (horizontal) lines as well as 
the illusory (vertical) contour. B, Responses to a control stimulus in which terminations of the grids overlapped. There are no illusory contour 
responses. C, Classic illusory square stimulus. On first cycle of presentation, responses are generated to the edges of the 4 comer stimuli, as well 
as to the 4 illusory contours making up the square. D, Central square occluding 2 other squares. Connections from “4B-Orient” to Occlusion 
repertoires were cut in order to more clearly show responses to occlusion boundaries (in this stimulus, occlusion and real borders are superposed). 
Only the edges of the central square are discriminated as occlusion borders. 

Conflict and V,, reentry 
The reentrant connections of the V, system can act to rule out 
an occlusion boundary because of false cues or conflicts with 
other boundaries-real or illusory. An example of a false cue is 
shown in Figure 8A, in which 4 right-angled vertices terminate 
along a common vertical line. The Common Termination units 
(see above) are sensitive to such terminations and act to prevent 
the local cues from activating the Termination Discontinuity 
repertoires. Thus, as is seen in Figure 8A (center), with the 
connections between Common Termination units and TD units 
intact, no responses to illusory contours are generated in the 
Occlusion repertoires. However, as shown in the right of the 
figure, in the absence of these connections, the false cues to 
termination give rise to responses to a vertical illusory contour 
in the Occlusion repertoires. These latter responses do not cor- 
respond to the perception of the stimulus as seen by human 
observers. 

A second type of conflict is shown in Figure 8B, in which the 
“illusory square” stimulus of Figure 7C is modified so that a 
rectangular object crosses the path of one vertical illusory con- 
tour. Figure 8B shows the effect of the reentrant circuit that 
connects Occlusion + Reentrant Conflict - Occlusion Conflict 
- Occlusion repertoires (see Fig. 1). The normal action of the 
ascending V,, pathway generates responses to the illusory con- 
tours comprising the square. The Occlusion Conflict repertoires 
then generate a second illusory contour between the points at 
which the edges of the rectangle cross the illusory contour. The 
Occlusion Conflict units inhibit the Occlusion units responding 
to the occluded section of the illusory contour. Thus, through 

the inhibitory action of the reentrant circuit, the illusory contour 
is “censored” in the region of conflict with the real contour (see 
Fig. 8B, center). When the reentrant connections from Occlusion 
to Reentrant Conflict units are cut, as shown on the right of 
Figure 8B, this inhibitory “censoring” does not occur, and the 
occlusion relationships are not discriminated. 

In other simulations (not shown), we have investigated the 
case in which an illusory square (such as that in Fig. 7C) has 
one illusory side crossed by a single (real) line. In this case, the 
reentrant pathways “censor” the illusory contour only at the 
one point of conflict. 

Figure 8C shows a stimulus that serves as a control for the 
stimulus of Figure 7C and that, in doing so, illustrates some of 
the strengths and limitations of the present approach. In the 
figure, the elements of the illusory square stimulus of Figure 7C 
have been rearranged in such a way that human observers do 
not perceive an illusory square. Inspection of the stimulus re- 
veals that line terminations consistent with an illusory square 
are present (just as in Fig. 7C’), the difference being that in the 
present case, occlusion boundaries generated from these ter- 
minations cross the interior of the 4 inducing elements. As 
shown on the right of Figure SC, in the absence of the Occlusion 
Conflict reentrant system, the illusory contours are generated 
to form an illusory square. With the reentrant connections intact 
(Fig. SC, center), however, these illusory contours are censored 
between the borders of the 4 comer elements. Even with reentry, 
it can be seen that the illusory contours still remain within the 
interiors of the 4 comer elements. We have found alternative 
schemes that allow these remaining contours to be censored, 
but the example serves to illustrate the point that these “mag- 
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Figure 8. Conflict experiments. A, 
Response of Occlusion units to stimu- 
lus consisting of 4 angled vertices (Oc- 
clusion repertoires displayed in same 
convention as Fig. 4). In presence of 
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nocellular”-based networks, which are chiefly concerned with 
relations between borders of objects, do not deal effectively with 
internal/external distinctions. 

The examples of Figure 8 illustrate that the V,, reentry system 
directly mediates the resolution of conflicts in the responses of 
different repertoires: in the absence of the reentrant connections, 
there is no inhibition of conflicting responses. Resolution of 
conflicts among areas has particular significance due to the fact 
that V,, can generate contours based on reentrant inputs from 
other modality-selective centers, as we now discuss. 

Structure-from-motion 

The first example of cross-modal reentry involves the connec- 
tions from V,, to V,,, which allow the system to use differential 
motion as a local cue to occlusion. Figure 9 shows the contours 
generated in response to a stimulus consisting of a central square 
region in which random dots are moved rightward at 1 pixel/ 
cycle. This central square region is surrounded by a larger square 
region in which dots are moved to the left. Once the V,, path- 
way has distinguished the directions of motion of the moving 
dots, the Direction Discontinuity units in V,, (i.e., the direc- 
tional equivalents of the Termination Discontinuity units) begin 
to respond to the local cues from regions of differential motion. 
The occlusion repertoires generate responses to colinear local 
cues, and over the next few iterations, these responses are sharp- 

tion Detectors to TD units (panels la- 
beled “With Reentry”) only responses 
to real contours are made. In the ab- 
sence of these connections (panels on 
right labeled “Without Reentry”) re- 
sponses to vertical illusory contours are 
made. B, Responses to a stimulus con- 
sisting of an illusory square with oc- 
cluding rectangle. In absence of reen- 
trant connections from Occlusion to 
Reentrant Conflict repertoires (right 
panels), the illusory contour on the left 
side of the illusory square is discrimi- 
nated as in Figure 7C. In presence of 
reentrant connections (centerpanels) il- 
lusory contour is censored at positions 
“behind” the occluding rectangle. C, 
Same elements as in illusory square 
stimulus (see Fig. 7C), with same line 
termination cues, but rearranged so that 
illusory square is not perceived by hu- 
mans (see text). In absence of reentrant 
connections (right) networks generate 
illusory contours. In presence of reen- 
try, illusory contours are censored be- 
tween the 4 corner elements but not 
within the comer elements (see text). 

ened, until they correspond to the borders between differentially 
moving dot fields. (See the Occlusion Display, which sums the 
responses of all 8 repertoires.) The exact locations of these gen- 
erated contours fluctuate from cycle to cycle as the instantaneous 
positions of the random dots (and the gaps between them) change. 
In the absence of the V,, to V,, connections, there are no 
responses to the structure-from-motion contours (not shown). 

As mentioned above, these contours are generated regardless 
of which directions the dots are moving in the 2 regions, as long 
as there is differential motion. Occlusion boundaries can be 
constructed to a wide range of geometrical configurations, and 
with multiple subregions of differential motion, including, for 
example, the 3-panel display shown in Figure 6. 

Recursive synthesis of a combined illusion by means of 
reentry 

The most critical test of cross-modal reentry in the present 
simulations involves the interaction of illusory contours and 
structure-from-motion in the combined illusion shown in Figure 
10. The stimulus consists of 3 of the 4 corners used to make 
the illusory square in Figure 7C. However, in place of the fourth 
(lower-right) comer of the “illusory square,” there are 2 fields 
of moving random dots: a square-shaped region and an inverse 
L-shaped region which fit together to make a larger square re- 
gion. The random dots in the inverse L-shaped region move 1 
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Figure 9. Cross-modal construc- 
tion- the generation of structure-from- 
motion. Stimulus consisted of 1 pixel 
random dots moved eastward within a 
central square region and westward 
elsewhere in the array (see “Dot Mo- 
tion”) at 1 pixel/cycle. Responses of 
units after 5 cycles in the Direction and 
Direction Discontinuity (Dir. Disc.) 
repertoires (panels arranged by direc- 
tion preference according to conven- 
tion of Fig. 4). Direction units prefer- 
ring eastward and westward motion 
respond to appropriate regions of dot 
motion. Direction discontinuity units 
generate borders between regions de- 
termined to contain differentially mov- 
ing objects. Occlusion display shows (at 
larger scale) the superposed responses 
ofthe 8 Dir. Disc. repertoires. The exact 
positions of the structure-from-motion 
borders vary from cycle to cycle de- 
pending on variations in the gaps be- 
tween random dots. 
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pixel/iteration to the right; those in the small square region move 
1 pixel/iteration to the left (see panel labeled Dot Motion). The 
positions of the dots were determined using a random-number 
generator routine subject to the constraint that all dots must be 
separated by at least 3 pixels in the horizontal, vertical, and 
oblique directions. 

Figure 10 shows the responses of units in the Direction, Di- 
rection Discontinuity, and Occlusion repertoires at 2 different 
times during presentation of the stimulus. As seen in the figure, 
by the second cycle, the Direction units discriminate the motion 
patterns, and the Occlusion repertoires generate responses to 2 
sides of the illusory square. The reentrant connections between 
V,, and V,, begin to generate responses in the Direction Dis- 
continuity repertoires to the structure-from-motion contours. 
Over the next few cycles, these responses are reentered back to 
“4B-Term” in V,,. “4B-Term” repertoires act on these reen- 
trant inputs in the same manner as upon normal ascending 
inputs from “4CcP and detect terminations of the contours 
derived from structure-from-motion and illusory contours. The 
units responding to these terminations then activate the as- 
cending V,, pathway (see Fig. 1). Now, however, there are local 
(termination) cues for the construction of the remaining 2 sides 
of the illusory square, and these remaining contours are, in fact, 
produced, as shown in Figure 10 (cycle 4). Once generated, the 
contours are indefinitely stable. (Note that Fig. 4 shows the 
response of all repertoires in the system to the same stimulus 
used in Fig. 10.) We have tested this illusion on normal human 
subjects, and it is indeed perceived as an illusory square. The 
system works equally well with other directions of motion of 
the random-dot fields and other illusory shape configurations 
(triangles, etc.). 

If the reentrant connections from the Occlusion to “4B-Term” 
units are cut, the necessary “cross-modal” interactions do not 
occur, and the bottom and right sides of the “illusory square” 

DOT MOTION 

f-++ El 

DIR. DISC. OCCL . DISPL. 
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are not generated. The same negative result occurs if the V,, 
to V,, connections are cut (not shown). 

Thus, an illusory figure, identical to that produced exclusively 
by the V,, pathway, as shown in Figure 7C, can be produced 
through a combination of the action of the direct ascending V,, 
pathway, the action of V,, repertoires on inputs from the V,, 
pathway, and the recursively reentered activity stimulated by 
these structure-from-motion contours acting on the V,, path- 
way. The reentrant property ofrecursive synthesis thus generates 
one illusory construct (illusory contours) from another (struc- 
ture-from-motion). 

Discussion 

The functional segregation of the visual cortex, as elucidated in 
recent years, has led to the view that individual cortical regions 
are more or less specialized for particular visual tasks, such as 
the discrimination of color, form, or motion (Zeki, 1978; Mish- 
kin et al., 1983; Maunsell and Newsome, 1987; De Yeo and 
Van Essen, 1988; Livingstone and Hubel, 1988; Zeki and Shipp, 
1988). This conclusion poses a central question: How are the 
operations of these segregated cortical areas integrated to pro- 
duce the basis for a perceptually unified picture of the world? 
To provide a theoretical approach to this problem, we have 
used computer simulations to demonstrate how the properties 
of disparate visual maps can be integrated by processes of reen- 
trant signaling. The RCI model provides a unitary explanation 
for a number of visual illusions involving interactions between 
multiple visual attributes (such as contour, depth, and motion) 
in terms of activation of reentrant pathways. In doing so, the 
model takes account of a dominant anatomical feature of the 
mammalian cortex-the massive systems of interareal corti- 
cocortical connections. 

Any model of cortical integration must make certain implicit 
assumptions regarding the bases ofperception. The present model 
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Figure 10. Recursive synthesis of a combined illusion. Responses of Direction, Direction Discontinuity (Dir. Disc.), and Occlusion repertoires 
to combined illusory contour and structure-from-motion stimulus. Stimulus consists of 3 of the 4 comer elements of Figure 7C. In place of bottom- 
right comer element is a random dot stimulus in which dots are moved at 1 pixel/cycle in the directions shown in panel labeled “Dot Motion.” 
By the second cycle, the Occlusion repertoires have generated illusory contours between the comer elements (see Occl. Displ. for larger-scale view), 
the Direction units have begun to respond to the directions of dot motion, and the Direction Discontinuity units have generated structure-from- 
motion borders. By cycle 4, the responses to structure-from-motion borders have been reentered back to V,, (see text), and their terminations 
have been detected and used by the ascending V,, system to construct responses to the 2 remaining sides of an illusory square. These later illusory 
contours thus require the prior construction of borders due to structure-from-motion. Responses of other repertoires of this stimulus are shown in 
Figure 4. 

suggests that the unitary nature of perception does not arise 
from a unitary locus of representation in higher cortical regions, 
but rather from the coordination (through reentry) of the op- 
erations of higher cortical areas with the more-or-less homo- 
morphic representation of the signal world in primary visual 
cortex. The coherency of the cortical response is thus provided 
for by the coherency of the object itself as a source of signals. 

Simulation experiments on reentry 

The examples ofreentrant connections used in these simulations 
are not exhaustive but were chosen to illustrate main principles. 
In the V,, pathway, reentry significantly sharpens directional 
selectivity. The V,, pathway contains 2 reentrant circuits. One 
reentrant pathway checks any generated construct against “real- 
ity” (i.e., inputs from the world) and resolves conflicts between 
the two. The other V,, reentrant pathway allows responses to 
illusory contours generated in V,, to be “recycled” back to V,,, 
where they can be used in the construction of additional con- 

tours. Direct cross-modal reentry from V,, to V,, allows mo- 
tion cues to be used for occlusion discriminations. Additional 
cross-modal reentry takes place when the effects of the V,, to 
V,, connections are reentered back to layer “4B” and then enter 
the ascending V,, pathway. In these simulations, we have not 
included cross-modal back reentrant connections (i.e., V,, to 
the V,, projecting units in “4B” or V,, to the V,, projecting 
units), although connections that could carry out such reentry 
do exist in the monkey (Zeki and Shipp, 1988). We have also 
not included back reentry from V,, to the LGN, despite the 
fact that this is one of the most striking reentrant systems in 
the CNS (Guillery, 1966), whose function has been the subject 
of considerable speculation (Singer, 1977; Anderson and Van 
Essen, 1987; Koch, 1987; Murphy and Sillito, 1987; Allman, 
1988). 

The multiple selectivities of the units in the simulated areas 
reflect a general cortical principle that can be called “functional 
degeneracy.” Functional degeneracy is a mechanism by which 
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parallel systems can compensate for transient imbalances in the 
spatiotemporal distribution of tasks. An analogous situation 
exists in the distribution of tasks among communicating insect 
castes (Oster and Wilson, 1978) in which members of a caste 
specialized for one set of functions (e.g., workers) can, to certain 
extents, substitute in an emergency for members of another caste 
(e.g., soldiers). It is tempting to speculate that similar benefits 
accrue to the communicating areas of functionally segregated 
cortex. 

Integration mechanisms 
Part of the complexity in studying the coordination of cortical 
areas by reentry is due to the fact that different reentrant path- 
ways can use different integrative mechanisms. The properties 
of several of these integrative mechanisms were demonstrated 
by tests of the system in the presence and the absence of reentry. 
The first mechanism involved the resolution of conflicts in the 
responses of different areas to the same stimulus (or conflicts 
within the same area to different aspects of the same stimulus). 
Such conflicts are unavoidable given that each area is more or 
less specialized for the discrimination of particular stimulus 
attributes. Figure 8 demonstrated several examples in which the 
responses of the V,, occlusion repertoires to illusory contours 
conflicted with responses to other contours-either real or il- 
lusory. The reentrant circuit acted to “censor” the conflicting 
responses. Another example of conflict resolution involved the 
reentry between V,, and V,,. In that case, responses in V,, 
are inhibited if they do not correspond to the true direction of 
motion as determined by V,,. 

(which may be specialized for a different visual function) for its 

The second mechanism of reentrant integration, cross-modal 

own operations. We showed how V,, is able to use differential 
motion cues determined by V,, 

construction, allows one area to use the outputs of another area 

to construct structure-from- 
motion boundaries. Several psychophysical analogs of cross- 
modal construction have been demonstrated in humans by Ra- 
machandran (Ramachandran et al., 1973; Ramachandran and 
Cavanaugh, 1985; Ramachandran, 1986) in experiments show- 
ing how features determined through one submodality (e.g., 
disparity) interact with (or are “captured”) by other features. 
For example, illusory contours can undergo apparent motion 
(Ramachandran et al., 1973), the perceived disparity of a back- 
ground texture can be influenced by an overlying illusory surface 
(Ramachandran, 1986), apparent motion can “carry” a back- 
ground texture along with it (Ramachandran and Cavanaugh, 
1985) and the perceived location of a color border can be in- 
fluenced by motion of a nearby illusory border. If we accept that 
some of these processes are carried out in separate cortical areas, 
then the psychophysical phenomenon of “capture” is a strong 
argument for the existence of reentry. In fact, Ramachandran 
has suggested that some of his observations may be carried out 
through connections between Vl and V2 (Ramachandran, 1986). 

ment for the existence of reentry in view of the fact that there 
are situations and responses that could not be accounted for in 
any other way. For example, even if units in V,, (or corre- 
spondingly, VS) could independently construct responses to 
structure-from-motion, some kind of local recursive process 
would still be required to generate the contours shown in Figure 
10. This is because the structure-from-motion contours must 
be generatedjrst in order to provide the line-termination cues 
required for the illusory contours corresponding to the 2 missing 
sides of the illusory square. The most natural implementation 
for such a recursion, and one totally consistent with the known 
anatomy, is to let the connections from V,,, to “4B” reenter the 
responses to the illusory contours back to the early stages of the 
same pathway. There are numerous other examples of stimuli 
requiring such recursive processing (see Kanizsa, 1979). 

Physiological basis of the simulations 
The present simulations are not intended as a detailed model 
of the individual components of the extrastriate cortex of the 
monkey. Repertoires assigned to one simulated area could, in 
several cases, be assigned with equal justification to another. 
For example, the Wide Angle and Reentrant Conflict repertoires 
could have been assigned to V,, or V,, with equal plausibility. 
Moreover, properties that are generated by several separate units 
in the model could be generated in vivo by more complex in- 
tegrative properties of single units, particularly given the non- 
linear interactions possible within dendritic trees (Koch et al., 
1982; Finkel and Edelman, 1985). 

corresponding cortical mechanisms or the complexity of those 

There are, of necessity, a number of ad hoc properties built 

that are known). There are 17 basic types of units used; the 

into the RCI model (either due to lack of knowledge about the 

operations performed by these units fall into 5 physiological 
classes (see Table 2). Compared with the number of anatomi- 
tally and physiologically defined visual cortical cell types (Dow, 
1974; Van Essen, 1985; Kaas, 1986), these are relatively small 
numbers; however, they are nevertheless large numbers in the 
context of a model. We have found that multiple unit types are 
necessary, however, in order to generate appropriate responses 
to a wide range of illusory stimuli. 

It is clear that many processes (from retinal to cognitive) may 

The third mechanism of integration, recursive synthesis, was 
exemplified by the reentrant pathways from V,, and V,, back 
to v,,. These connections allow the outputs of a higher area to 
influence the inputs that it (or other higher areas) receive from 
lower areas. More importantly, recursive synthesis allows con- 
structs derived in higher areas to be recycled to lower areas for 
use in the generation of additional constructs (where, by “con- 
struct,” we mean patterned neuronal responses linked to in- 
variant properties in the world). 

Recursive synthesis provides the strongest gedanken argu- 

be involved in the normal visual functions and related visual 
illusions considered here, and it follows that any one model has 
little chance of accounting for all of the examples. However, the 
fact that humans perceive illusory contours after short (50 msec) 
presentations of the inducing stimulus (Reynolds, 1981) and 
that illusory contour perception can be inhibited if a masking 
stimulus is presented within 150 msec of the inducing stimulus 
(Petry and Gannon, 1987), is consistent with the time constants 
of corticocortical signaling along reentrant circuits. It has been 
estimated, for example, that the time delay between excitation 
of successively more central visual cortical areas by a peripheral 
stimulus is approximately 10 msec (Sereno, 1988). If one as- 
sumes a similar time delay for the reentrant pathway, then these 
psychophysically derived times would represent a few cycles of 
reentrant activity. 

In this regard, it is important to note that, in the model, stable 
responses to a wide range of stimuli consistently appear within 
several cycles of simulation. Responses to illusory contours are 
generated on the first cycle of presentation, and responses to 
structure-from-motion are made within 4 or 5 cycles (depending 
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upon the fine-structure of the stimuli used), and occasionally by 
cycle 3. 

Many of the basic properties of visual cortex are captured by 
the model; however, there are also a number of obvious short- 
comings. Despite the drastic simplifications that have been made 
in the spatial and temporal structures of the receptive fields of 
simulated units (Shapley and Perry, 1986; Jones and Palmer, 
1987), the orientation and directional tuning curves of Figure 
5 are qualitatively similar (albeit with broader tuning) to those 
found in cat (Henry et al., 1974) and monkey (Hubel and Wiesel, 
1977). The mechanism of temporally delayed inhibition that is 
responsible for the directional selectivity in “4Ca” and “4B- 
Dir” is similar, in principle, to that used in most models of 
directional selectivity (Barlow and Levick, 1965; Reichardt et 
al., 1983), and is in accord with the physiological evidence for 
the role of synaptic inhibition in directional selectivity (Orban, 
1986). In the present model, the temporal delay is implemented 
in a novel way that was designed to emulate the production of 
an intracellular substance (e.g., a second messenger) that initiates 
an IPSP. We have achieved similar directional selectivity using 
other mechanisms, for example, a temporally delayed, hetero- 
synaptic depression of synaptic efficacy. 

Units in the simulated V,, pathway share 2 important prop- 
erties with cells in monkey V5: directional selectivity is best for 
small moving spots, and the receptive fields of the units are 
large compared with those in V,,. Both of these properties reflect 
the constraints imposed by the “aperture problem” (Marr, 1982; 
Hildreth and Koch, 1987). Indeed, the V,, pathway effectively 
overcomes the aperture problem, as responses to moving objects 
are largely independent of their orientation (see Fig. 5C’). 

The major shortcoming of the simulated V,, pathway is the 
absence of a range of velocity selectivities (Maunsell and Van 
Essen, 1983; Newsome et al., 1986). In these simulations, ve- 
locity selectivity was limited to 1 pixel/iteration, and extension 
of this range would have required a proportionately larger num- 
ber of units. Another shortcoming is the absence of large inhib- 
itory surrounds or effects from beyond the classical receptive 
field (Allman et al., 1985). The capacity ofcells in area MT (V5) 
to respond preferentially to dl@rential motion between the cen- 
ter and periphery of their receptive fields (Allman et al., 1985) 
is ideally suited for use in the connections to V,, mediating 
structure-from-motion. Use of units with these characteristics 
in the model might decrease the number of connections required 
since the necessary condition is differential motion, not the par- 
ticular direction of motion followed on either side of a boundary. 

We have provisionally identified simulated area V,, with area 
V3 in the monkey; however, some of the properties of V,, and 
its source units in “4B-Term” may, in fact, more closely cor- 
respond to those of area V2 or other cortical areas. The basis 
for identifying V,, with V3 rests, in part, with the specialization 
ofthat cortical area for depth [cells in V3 are primarily binocular 
and selective for stereoptic disparity, although they are also, in 
general, activatable by monocular stimuli (Zeki, 1978; Poggio 
and Poggio, 1984; Poggio et al., 1985)]. In addition, as in the 
model, the overwhelming majority of cells in V3 are orientation 
selective (Zeki, 1978; Felleman and Van Essen, 1987). While 
not specifically implicating area V3, there is extensive psycho- 
physical evidence that illusory contours are generated by the 
magnocellular system. For example, it has been found that il- 
lusory contours are not perceived under conditions that favor 
the parvocellular system, such as equiluminance and high spatial 
frequencies, and are perceived under conditions favoring the 

magnocellular system such as low luminance contrast (Living- 
stone and Hubel, 1987). 

In the present model, V,, responds to occlusion and illusory 
boundaries as well as to real boundaries. Thus, the distinction 
between real and constructed boundaries depends upon the lack 
of response to constructed boundaries in V,, (and perhaps other 
cortical areas as well). The diaphanous, “unreal” quality of our 
perceptual sensation of illusory contours may be due to the fact 
that not all reentrantly connected visual cortical areas are ac- 
tivated in the same fashion as they are to nonillusory stimuli. 

Other models 

Figures 7-10 demonstrate that the V,, pathway successfully 
generates responses to illusory contours and structure-from-mo- 
tion when presented with several representative stimuli and that 
it does not generate these responses to control stimuli. The major 
assumption underlying the construction of the V,, system is the 
scheme (shown in Fig. 3) of using local cues to occlusion as the 
“trigger features” for illusory contour generation. Most other 
models of illusory contour formation have taken a configuration 
of colinear lines separated by a gap as the “trigger feature.” We 
have not used these “colinear” mechanisms in our scheme be- 
cause we desired a single mechanism that, in addition to ac- 
counting for the results of Figure 7C, could also account for 
those of Figure 7A in which there are no such colinear cues. 
However, an attractive addition to the proposed mechanism 
would let such pairs of colinear lines (which need not be exactly 
colinear) prejudice the orientation of the initial segment of the 
generated contour. Such a mechanism may be necessary for the 
generation of curved illusory contours. 

We have dealt exclusively with 2-dimensional stimuli, yet 
many of the most difficult and important problems in visual 
perception arise when depth is added. For example, structure- 
from-motion [and the related kinetic-depth effect (Ullman, 1979)] 
can create 3-dimensional shapes, and several interesting models 
have attacked this problem (Zucker, 1986; Siegel and Anderson, 
1988). We have concentrated on the detection of straight lines; 
however, it is well known that curved illusory contours are 
readily perceived (Kanizsa, 1979). The major power of Ullman’s 
(1976) model is its ability to handle both straight and curved 
contours. More recently, Zucker and his colleagues (Zucker, 
1986; Dobbins et al., 1987) have presented theoretical and ex- 
perimental evidence that end-stopped cells may primarily re- 
spond to curvature (Hubel and Wiesel, 1977). In this regard, 
our V,, pathway, which receives inputs from asymmetric end- 
stopped units, may be able to be generalized to produce curved 
contours. 

As mentioned above, the ascending V,, pathway shares sev- 
eral common elements with the scheme proposed by Baum- 
gartner and his colleagues (Baumgartner et al., 1984; von der 
Heydt et al., 1984; Peterhans et al., 1986). The critical similarity 
is the use ofunits constructed to detect colinear line terminations 
(as opposed to colinear lines, as used in most models designed 
to detect illusory contours). The present model differs in that 
(1) it is based on the principle that occlusion is the fundamental 
construct, regardless of the modality of the cues; (2) it contains 
extensive reentrant circuitry that checks for conflicts with real 
lines and allows cross-modal interactions with the motion sys- 
tem; (3) it contains units (Occlusion units) that actually generate 
the illusory contours; (4) it considers multiple possible orien- 
tations of lines; and (5) it requires that terminations approach 
an occlusion border from both sides. Based on their recordings 
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from V2 (Peterhans et al., 1986), Baumgartner’s scheme only 
requires terminations approaching from a single side. However, 
in that case, the illusory square stimulus (see Fig. 7C) would 
give rise to spurious illusory contours along the outside edges 
of the square. From a larger point of view, however, the present 
simulations support the basic scheme proposed by Baumgartner 
and his colleagues. 

Grossberg and Mingolla (1985) and Grossberg (1987) have 
proposed explanations for a wide range of visual illusions using 
a model consisting of 2 distributed parallel systems: one con- 
cerned with defining boundaries and the other with filling-in the 
interiors of objects. They consider the problem of illusory con- 
tours and propose a mechanism that bears certain similarities 
to the present scheme, in particular, the use of return connec- 
tions to amplify particular responses. However, there are a num- 
ber of important differences between the proposals: (1) Gross- 
berg and Mingolla do not emphasize the centrality of occlusion 
as the basis of illusory contours, (2) they postulate separate 
mechanisms to account for illusory contours that are parallel 
versus perpendicular to edges (we postulate a single process- 
see Fig. 7, A, C ), (3) their illusory contours are generated in a 
discontinuous, iterative process in which the midpoints of gaps 
are successively filled-in (our process is 1 -step and parallel), (4) 
their proposed cellular mechanisms are not related to those in 
the nervous system, and (5) there has been no extensive testing 
of their model through large-scale simulations. 

Kanizsa (1979) has argued that illusory figures of the kind 
discussed here demonstrate the principle of PrZgnanz developed 
by the Gestalt psychologists (Kofia, 1935; Beck, 1982). In fact, 
reentry among multiple, functionally segregated cortical areas 
may give rise to something like Prggnanz in that the constraints 
of each area are weighed in a cooperative and competitive pro- 
cess of figural synthesis. Kanizsa has also emphasized the im- 
portance of constructing “amodal contours” (those correspond- 
ing to the occluded object) in explaining human perceptions of 
a range of illusory contour phenomena (Kanizsa, 1979). We 
have not studied this aspect of the problem inasmuch as it was 
not necessary to generate responses to the occlusion boundaries 
used here. 

2. Ablation or pharmacological inactivation of a cortical area 
corresponding to simulated area V,, should destroy the response 
to illusory contours found in other extrastriate areas, including 
contours generated via structure-from-motion. Certain other 
higher cortical areas may also play critical roles in this process 
and may show similar effects after inactivation. 

3. Ablation or pharmacological inactivation of cortical area 
V5 (or the area corresponding to simulated area V,,) should 
destroy structure-from-motion in area V3 (or the cortical area 
corresponding to simulated area V,,) without affecting illusory 
contour formation from line termination stimuli. 

4. The role of particular cortical areas in figural synthesis may 
be demonstrated with experiments analogous to those using 
equiluminant stimuli to isolate the role of the magnocellular 
system (Livingstone and Hubel, 1988). For example, structure- 
from-motion can be generated with stimuli moving at high ve- 
locities that are beyond the range of all cells except those in V5. 
Additional stimuli can be constructed that must necessarily in- 
volved a particular area, for example, subtle stereoscopic dis- 
parity cues requiring V3. A recursive synthesis experiment com- 
bining 2 of these stimuli would strongly argue for a necessary 
role of reentrant signaling within the magnocellular pathway. 

5. The recursive aspects of reentry may be detected by using 
poststimulus time histograms to analyze the response of cells 
in V3, or the analog of simulated area V,,, to combined illu- 
sions, such as that shown in Figure 10. The response to the 
recursively generated contours (bottom and left side of illusory 
square in Fig. 10) will be delayed (by at least 20 msec) with 
respect to response of the same cell to illusory contours (e.g., 
the illusory square of Fig. 7C of the same size and position), 
occluded contours, or a real luminance border. 

In conclusion, in the present computer simulation studies of 
the RCI model, we have provided a constructive example il- 
lustrating the role of reentry in the integration of distributed 
cortical systems. The understanding of this fundamental cortical 
process will require the convergence of simulation studies with 
anatomical, physiological, and psychophysical experiments to 
check the complex transactions leading to coordinated function. 
Elaboration of the principles governing reentrant networks could 
then be fruitfully applied to numerous other multimodal and 

Extensions of the model associational pathways of the cortex. 

A major area of extension of the present model would be to 
consider the temporal factors involved in reentrant signaling 
(Edelman, 198 1). One mechanism that may aid in the coordi- 
nation and synchronization of local operations in various re- 
gions is the observation that cells in the same orientation column 
may fire in a correlated and phase-locked manner (Gray and 
Singer, 1989). Such fast temporal organization of the response 
of cells within a neuronal group may allow reentrantly connected 
groups to mutually entrain each others’ activity, as has been 
shown in a recent simulation (Spoms et al., 1989). Another 
obvious extension of the model is to consider interactions with 
the parvocellular system and problems concerned with color 
and the “filling in” of the interior of an object. 

The results of the present simulations of the RCI model lead 
to a number of falsifiable experimental predictions. 

1. Single cells will be found in the cortex that respond to 
oriented lines formed by all of the following conditions: (a) 
luminance boundaries, (b) occlusion boundaries, (c) illusory 
contours, and (d) structure-from-motion. The same cells will 
also most likely respond to oriented boundaries defined by color, 
texture, or disparity differences. 
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