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Abstract

Researchers have employed various methods to identify symptom clusters in cardiovascular 

conditions, without identifying rationale. Here, we test clustering techniques and outcomes using a 

data set from patients with acute coronary syndrome. A total of 474 patients who presented to 

emergency departments in five United States regions were enrolled. Symptoms were assessed 

within 15 min of presentation using the validated 13-item ACS Symptom Checklist. Three 

variable-centered approaches resulted in four-factor solutions. Two of three person-centered 

approaches resulted in three-cluster solutions. K-means cluster analysis revealed a six-cluster 

solution but was reduced to three clusters following cluster plot analysis. The number of 

symptoms and patient characteristics varied within clusters. Based on our findings, we recommend 

using (a) a variable-centered approach if the research is exploratory, (b) a confirmatory factor 

analysis if there is a hypothesis about symptom clusters, and (c) a person-centered approach if the 

aim is to cluster symptoms by individual groups.
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Patients with cardiac conditions (e.g., heart failure, acute coronary syndrome) or those who 

have received cardiac interventions (e.g., cardiac surgery, percutaneous coronary 

intervention) often experience multiple concurrent symptoms, known as symptom clusters 

(Abbott, Barnason, & Zimmerman, 2010; DeVon, Ryan, Ochs, & Shapiro, 2008; DeVon, 

Ryan, Rankin, & Cooper, 2010; Fukuoka, Lindgren, Rankin, Cooper, & Carroll, 2007; Heo, 

Doering, Widener, & Moser, 2008; Lee et al., 2010; Lindgren et al., 2008; McSweeney, 

Cleves, Lefler, & Yang, 2010; Ryan et al., 2007). While there is no universally accepted 

definition for a symptom cluster, for the purpose of this study, a symptom cluster was 

defined as two or more symptoms that occur concurrently with each cluster being 

independent of other symptom clusters (Kim, McGuire, Tulman, & Barsevick, 2005; 
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Miaskowski et al., 2017). Numerous researchers are examining a variety of analytic 

methods, conceptual or empirical rationale related to symptom clusters (Miaskowski et al., 

2017). This may facilitate meta-analyses or comparisons between studies in the future. 

Clusters may be misidentified and misinterpreted if the statistical approach is not appropriate 

for the study’s theoretical concepts, aims, hypothesis, data characteristics, researcher 

judgment, or the objectives of the analysis.

Variable- and Person-Centered Approaches to Symptom Cluster Analyses

Exploratory and model-based variable-centered and person-centered analytic approaches 

have been used in the cardiovascular literature to identify symptom clusters (Laursen & 

Hoff, 2006). Variable-centered approaches (e.g., factor analysis) assume that the population 

is homogeneous and focus on the relationships among variables, such as symptoms, across 

individuals. In contrast, person-centered approaches (e.g., latent class analysis [LCA]) 

capture population heterogeneity by grouping persons into categories or subgroups based on 

their similarities on a set of observed variables, such as symptoms. It is important to note 

that the homogeneity/heterogeneity of the symptom data is not a precondition for a cluster 

analysis; the cluster analysis will reveal whether the symptoms are homogeneous or 

heterogeneous. The objective of this secondary data analysis was to illustrate outcomes of 

commonly used statistical techniques in identifying symptom clusters in a cohort of patients 

with ACS, using variable-centered (exploratory factor analysis [EFA] with follow-up 

confirmatory factor analysis [CFA] and principal component analysis [PCA]) and person-

centered analytic approaches (hierarchical agglomerative cluster analysis, k-means cluster 

analysis, and LCA). Specifically, we show symptom cluster results for each approach, 

discuss advantages and disadvantages of each approach, address considerations for choosing 

the best approach, and make recommendations for using these methods in symptom cluster 

research.

Overview of Analytic Approaches

Variable-Centered Approaches

EFA with CFA and PCA have been used to derive symptom clusters from a set of observed 

symptoms (Dong et al., 2016). In EFA, common variance is separated from unique variance; 

common variance represents the variance shared among all participants because it is related 

to measurement method not the constructs that they represent. Unique variance includes 

measurement error and the variance that is not shared among the variables (Kim, 2008). The 

purpose of EFA, a theory-generating approach, is to examine and understand the structure of 

the data by exploring correlations among the observed variables (symptoms) as a function of 

one or more underlying latent variables (Kim, 2008). Latent variables are factors that are not 

observed or measured directly but can be inferred from behavior or responses to a set of 

questions (Polit & Yang, 2016). When EFA is used, each factor includes a set of mutually 

exclusive observed variables (symptoms in this case), and the number and content of factors 

represents novel information related to the data set. The strength of the relationship between 

each observed variable (symptom) and the latent factor is measured by a factor loading. CFA 

also uses latent variables (factors) to account for shared variance among observed variables 
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(symptoms). However, CFA is based on a theoretical understanding of the relationships 

among the latent variables (factors) and the relationships between the observed variables and 

latent variables. CFA traditionally follows preliminary EFA studies that determine the 

number of factors in the data set. Therefore, in CFA, the number of factors is not a result; 

rather, the number of factors is a precondition that facilitates assessment of the quality of the 

data partitioning. For example, random samples can be drawn from large data sets, with half 

of the data used to conduct EFA. The EFA findings are then confirmed on the other half of 

the data using CFA. When using CFA for factor analysis, investigators must specify a model 

that includes how many factors will be derived from the data set, which variables will load 

on which factors, and whether the factors are correlated with each other (Kääriäinen et al., 

2011).

PCA, primarily a data reduction technique, collapses the number of observed variables 

(symptoms) into smaller linear combinations (known as principal components) that still 

explain the same amount of variance but with fewer variables (principal components). The 

first identified principal component explains the largest possible variance. Subsequent 

components are unique because they are uncorrelated with previous components. In PCA, 

the common variance among variables is maximized, there is no assumed measurement 

error, and there is no unique variance attributed to each variable (Suhr, 2005).

Person-Centered Approaches

In contrast to variable-centered approaches, person-centered approaches (often referred to as 

cluster analytic methods) partition individuals into meaningful clusters in which individuals 

are similar to each other within a cluster but different from each other between clusters 

(Everitt, Landau, & Leese, 2011). Two exploratory methods (hierarchical and k-means) are 

heuristic approaches based on distance or optimization measures. There are two forms of 

hierarchical clustering: (a) agglomerative, in which the initial variables are successively 

merged according to the greatest increase in the classification likelihood until all pairs 

belong to the same cluster (bottom-up approach), and (b) divisive, in which variables are 

partitioned into clusters from a whole (Hansen & Jaumard, 1997). At each stage of the 

process, a pair of clusters is merged to maximize the likelihood that observations are similar 

to the predicted clusters. Prior to conducting agglomerative analysis, the investigator 

determines the maximum number of clusters to consider based on the clinical understanding 

of the data. The appropriateness of the clusters is determined using a combination of 

dendrograms (visual representations of possible groupings), various fit indices, and the 

clinical judgment of the investigators.

k-means clustering is a nonhierarchical approach that begins with a user-specified number of 

clusters. The final solution is the one that has the minimum total within-cluster sum of 

squared distances (Jain, 2010). Traditionally, the algorithm used in k-means begins with an 

initial partitioning of the data into similar k partitions or clusters specified by the 

investigator, based on knowledge of the data (Everitt et al., 2011). While any number of 

clusters (k) may be specified, the researcher typically selects a range (i.e., 2–10). The mean 

or “centroid” is computed for each partition. Each data point is assigned by the distance to 

its closest centroid. The new centroid for the partition is computed, and data points are 
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reassigned until convergence is obtained (i.e., centroid or data points no longer change). The 

objective is to form discrete clusters that maximize similarities within a cluster and 

maximize differences between clusters. Thus, each cluster is independent of others, and 

there is no overlap between clusters (Jain, 2010).

An important consideration with k-means methodology is the initialization choice or the 

value assigned to k (Aldenderfer & Blashfield, 1984). The results from the k-means methods 

are sensitive to initialization. Poor initialization can lead to improper clustering and extended 

time to reach convergence. Approaches to selecting k include partitioning using an estimate 

of the centroid means, randomly selecting a number, or calculating a hierarchical cluster 

prior to performing the analysis. Convergence implies a hard assignment of individuals to a 

cluster (i.e., an individual either completely belongs to a cluster or does not belong at all). In 

addition, because the algorithm is based on the distance from the mean, results are sensitive 

to outliers and best suited for large data sets with clusters that are dense and of similar size.

Symptom clusters can also be derived using latent variable mixture models, a flexible 

modeling approach that includes LCA and latent profile analysis (LPA). In LCA (used with 

symptoms that are measured categorically) and LPA (used with symptoms that are measured 

continuously), a latent variable captures population heterogeneity by creating categories that 

represent subgroups of the population, with each category representing one subgroup 

(Kaufman & Rousseeuw, 1990; McCutcheon, 1987; Vermunt & Magidson, 2002). LCA and 

LPA are probability-based clustering approaches with several advantages over hierarchical 

and k-means clustering. Latent class approaches do not require variables (symptoms) to be 

normally distributed (McCutcheon, 1987), and symptoms may be of varying levels of 

measurement (e.g., categorical, continuous, or mixed). Symptoms can be modeled as 

conditionally independent given the clusters and therefore may be included in more than one 

cluster (Rindskopf & Rindskopf, 1985). Although LCA and LPA models can be developed 

without covariates (demographic or other characteristics of individuals in the sample), a 

distinct advantage to this approach is that covariates can be included in the analysis 

simultaneously with latent class formation (Clark & Muthén, 2009; Vermunt & Magidson, 

2002), thus improving the efficiency of predictors and the clinical value of the results.

In exploratory LCA and LPA, the numbers and sizes of classes are not known a priori 

(Kaufman & Rousseeuw, 1990). Instead, the researcher uses an iterative approach beginning 

with a two-class model and fits successive models with an increasing number of classes. The 

goal is to find the most parsimonious model with an acceptable fit to the data. Fit statistics 

including Akaike information criterion (AIC), Bayesian information criterion (BIC), and R2 

entropy are used to determine the best-fitting model. The output includes latent class 

probabilities and conditional probabilities for each class or cluster. Latent class probabilities 

describe the distribution of the latent variable with respect to the number and relative size of 

classes. Conditional probabilities are comparable to factor loadings in factor analysis and 

represent the probability of an individual in a given class of the latent variable being at a 

particular level or category of the observed variable (e.g., symptoms; McCutcheon, 1987).
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Method

Description of the Data Set

This secondary analysis used data from a larger prospective, multicenter study that examined 

the influence of sex on symptom characteristics during ACS (DeVon et al., 2017). The 

sample included 474 patients diagnosed with ACS presenting to one of five emergency 

departments (EDs) in the Midwest, West, Southwest, and Pacific Northwest regions of the 

United States. Diagnoses were based on the clinical judgment of the attending physician and 

were abstracted from the medical record by trained research associates. Symptoms were 

assessed within 15 minutes of ED presentation using the 13-item Acute Coronary Syndrome 

Symptom Checklist (DeVon, Rosenfeld, Steffen, & Daya, 2014). The institutional review 

boards at the sponsoring institution and data collection sites granted approval prior to the 

start of the study. All participants gave written, informed consent.

Study Population

Individuals presenting to the ED with symptoms triggering a cardiac evaluation, who were at 

least 21 years old, fluent in English or Spanish, and walked in or arrived by emergency 

medical services, were eligible for the study. Patients were excluded if they had an 

exacerbation of heart failure (B-type natriuretic peptide ≥ 500 pg/ml), were transferred from 

a hemodialysis facility, were referred for evaluation of a dysrhythmia, or were unable to 

understand and provide written informed consent for the study. Demographic characteristics 

of the sample are described in Table 1.

Measures

The Acute Coronary Syndrome Symptom Checklist is a 13-item empirically derived 

instrument that has been validated in previous studies (DeVon, Hogan, Ochs, & Shapiro, 

2010; DeVon & Zerwic, 2003). The 13 symptoms are chest pressure, shoulder pain, 

sweating, palpitations, chest discomfort, upper back pain, shortness of breath, arm pain, 

unusual fatigue, nausea, lightheadedness, chest pain, and indigestion. Each symptom is 

measured dichotomously (present/absent, resulting in nominal-level data) and analyzed 

individually (no summary score). Patient characteristics were collected using the ACS 

Patient Information Questionnaire. This demographic and clinical questionnaire was 

designed using the standardized reporting guidelines for studies evaluating risk stratification 

of ED patients with potential ACS (Hollander et al., 2004).

Statistical Analyses

Factor and cluster analyses were conducted using the three variable-centered approaches and 

the three person-centered approaches described previously. Please see Table 2 for a 

description of each approach, along with assumptions, advantages, disadvantages, examples, 

and statistical software programs available for each method.

EFA.—Analysis was performed with SPSS v. 24 (IBM Corp., Armonk, NY). The sample 

was split for EFA, with the computer program selecting a random sample of 237 (training 

sample) of the total sample of 474 participants for initial analysis. The oblimin technique 

was used for rotation because there was an a priori assumption that the factors were related. 
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Factors were identified based on the Kaiser rule, with Eigenvalues > 1 being considered 

meaningful. Each variable was assigned to the factor with the highest factor loading.

CFA.—STATA v. 14 (College Station, TX) was used for analyses of the other half of the 

randomly selected sample from EFA (N = 237 participants). Based on findings from the 

EFA, we fit a four-factor model to the data from the validation sample. Model fit statistics 

(standardized root mean square residual [SRMR], root mean square error of approximation 

[RMSEA], comparative fit index [CFI], and Tucker–Lewis Index [TLI]) were used to 

determine the fit of the model to the data.

PCA.—Analyses were performed with SPSS v. 24 (IBM Corp., Armonk, NY) and included 

all 474 participants and all variables. The oblimin technique was used for rotation. Factors 

were identified based on the Kaiser rule, with Eigenvalues > 1 being considered meaningful. 

Each variable was assigned to the factor with the highest factor loading. It is important to 

note that EFA and PCA are conceptually and methodologically different and may yield 

different results.

Hierarchical (agglomerative) cluster analyses.—SPSS v. 24, (IBM Corp., Armonk, 

NY) was used to generate a cluster dendrogram. We then used the R NbClust and optCluster 

Programs, which displayed a scree plot, to determine the number of clusters present 

(Charrad, Ghazzali, Boiteau, & Niknafs, 2014; Sekula, Datta, & Datta, 2017). This allowed 

for visualization of how individuals clustered based on similarities in their symptoms.

k-means cluster analysis.—We initially used SPSS v.24 (IBM Corp., Armonk, NY) 

where the number (k) of clusters is predetermined by the researcher. Analysis of variance 

(ANOVA) was used to maximize the differences among the clusters. To validate and 

visualize how individuals fell into specific clusters, we used the R NbClust and optCluster 

programs, which use the Calinski-Harabasz Criterion and Simple Structure Index as well as 

other criteria to confirm the number of clusters present and perform k-means analysis. These 

programs employ a slightly different algorithm than SPSS to obtain scree and cluster plots.

LCA.—Latent Gold v.3 software (Statistical Innovations, Belmont, MA) was used to 

perform the LCA. First, we fit two to six class models without covariates using model fit 

statistics (BIC, AIC, L2) and theoretical interpretability to determine the best-fitting model. 

As noted previously, a major advantage of LCA is the ability to include covariates as part of 

the model fitting process. Therefore, a second LCA analysis was performed with age, race, 

and sex added as covariates to illustrate how the covariates influenced class (cluster) 

membership.

Results

Sample Demographic Characteristics

Of the 474 participants, the majority were White, non-Hispanic males, aged 50–60 years. 

The sample well-matched the population of ACS patients in the United States.
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Variable-Centered Approaches

EFA.—A four-factor solution was identified with EFA using a random sample of 50% of 

participants. This model explained 52% of the variance after oblimin rotation and Kaiser 

normalization. Goodness-of-fit test (Chi-square = 26.129, df = 32, p = .758) indicated that 

the four-factor model fit the data well. The four factors were labeled: (a) chest symptoms, 

(b) exertion-like symptoms, (c) non-chest pain symptoms, and (d) gastrointestinal 

symptoms. See Table 3 for factor loadings.

CFA.—CFA was used to confirm the findings of EFA using the remaining half of the 

participants’ symptom data. The four-factor model derived from EFA was confirmed with 

CFA (RMSEA = .30, CFI = .968, TLI = .958, and SRMR = .041). Factor loadings ranged 

from .43 to .75 (Table 3).

PCA.—PCA was performed using symptom data from all 474 participants and revealed four 

principal components. These components were similar to those identified with EFA (see 

Table 3 for factor loadings). EFA and PCA may yield similar results when the variables are 

highly correlated.

In summary, EFA (confirmed with CFA) and PCA resulted in a four-factor solution, 

supporting that there were four factors (clusters) and each of the factors contained similar 

symptoms. This is important and provides evidence that EFA and PCA accurately 

represented the factor structure in this sample. Depending on the objective of analysis 

(exploratory or theoretical), either EFA to understand data structure or PCA to reduce the 

number of variables could be used, but not both.

Person-Centered Approaches

Hierarchical (agglomerative) cluster analyses.—Two to six clusters were identified 

using an agglomerative technique. About 14 persons were included in both a six-cluster and 

five-cluster model. However, as the number of clusters decreased, the same 14 persons 

collapsed into the next cluster. This suggests that the five- and six-cluster solutions provided 

minimal influence over a smaller cluster model in identifying the cluster pattern.

Further analysis with the optCluster program (which uses a slightly different algorithm) 

provided scree cluster plots. Scree plots indicated that a three-cluster solution was 

appropriate and that there was minimal gain in meaning with additional cluster solutions 

identified in the original analysis. The three symptom clusters were labeled (a) heavy 

symptom burden, (b) chest symptoms, and (c) classic symptoms. The three-cluster solution 

also revealed noteworthy similarities and overlap between the clusters (Table 4).

k-means analysis.—k-means analysis initially resulted in a six-cluster solution. The 

clusters were labeled (a) classic symptoms, (b) chest symptoms only, (c) gastrointestinal, (d) 

low symptom burden, (e) heavy symptom burden, and (f) pain and discomfort. The amount 

of cases varied from 35 to 100 per cluster. In k-means analysis, the software performs 

multiple iterations to seek convergence and optimize outcomes. We noted that three of the 

clusters converged with multiple iterations, which suggested that there were really fewer 
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clusters. Further analysis with the optCluster program provided a scree plot that identified 2 

to 3 clusters. A cluster plot confirmed a three-cluster solution with noteworthy similarities 

and overlap between the clusters (Table 4). These clusters were labeled, (a) low symptom 

burden, (b) chest symptoms, and (c) classic symptoms.

LCA.—When data were analyzed without covariates, a three-class solution had the best 

model fit, lower limit (LL) = −3,532.70, L2 = 1,683.46, AIC = 7,147.38, BIC = 7,317.9, R2 

entropy =.70, and classes were labeled (a) low probability of any symptom (31% of the 

sample), (b) chest symptoms (32% of the sample), and (c) heavy symptom burden (37% of 

the sample). When individual covariates of age, race, and sex were included in the analysis, 

a four-class solution had the best model fit (LL = −3,458, L2 = 5,805.122, AIC = 7,084.58, 

BIC = 7,310.62, R2 entropy = .6955). The clusters were labeled (a) chest symptoms (40% of 

sample), (b) heavy symptom burden (25% of sample), (c) classic symptoms (19% of 

sample), and (d) low symptom burden (15% of sample). See Table 5 for a summary of the 

LCA findings and Table 6 for fit statistics to demonstrate that a three- and four-class solution 

were the best fit for these data.

Discussion

We identified similarities and differences in symptom clusters experienced during ACS 

using three variable-centered and three person-centered approaches. Like Atkas, Walsh, and 

Hu (2014), we found minor variations in the number of clusters in our data set. Choosing 

and interpreting a cluster analytic technique should be based on theoretical concepts, study 

aims, hypotheses, data characteristics, and the judgment of the researcher. If the research is 

exploratory, then EFA or CFA is recommended. If the investigators have a hypothesis about 

symptom clusters for a specific condition, then CFA is recommended. If the aim is to cluster 

symptoms by individual groups, then a person-centered approach, such as LCA, is 

recommended.

However, because “best practice” has yet to be identified, how to interpret and apply these 

results remains in question. In a recent paper on the use of cluster analysis or factor analysis 

to assess cooccurrence of risk behaviors, the authors differentiated the two techniques with 

respect to policy and intervention goals (Hofstetter, Dusseldorp, Empelen, & Paulussen, 

2014). They recommended that cluster analysis should be used when the goal is to target 

interventions to clusters of individuals showing similar patterns of behaviors, and factor 

analysis should be used to target intervention strategies at behaviors that share the same 

underlying source. We believe that this guideline can also be applied when the study aim is 

to tailor interventions to clusters of individuals showing similar patterns of symptoms and 

factor analysis when the intervention goal is to target symptoms that share the same 

underlying source or mechanism.

Variable-Centered Analyses

EFA, confirmed with CFA, resulted in four factors: (a) chest symptoms, (b) exertion-like 

symptoms, (c) non-chest pain symptoms, and (d) gastrointestinal symptoms. Of note, the 

factors identified with PCA contained the same symptoms. This is important and gives us 

confidence that two variable-centered approaches and the confirmatory procedure accurately 

Ryan et al. Page 8

West J Nurs Res. Author manuscript; available in PMC 2020 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



represented the factor structure in this sample of the ACS population. While PCA is 

commonly used for symptom cluster analysis, conceptually it is not appropriate for this 

purpose due to measurement error and the threat to the reliability and validity of the 

findings. EFA and CFA could be useful when the goal is to understand and develop further 

an intervention to target the mechanism underlying the associations among symptoms.

Person-Centered Analyses

All three of the person-centered approaches (hierarchical agglomerative, k-means, and LCA) 

demonstrated a three-class (cluster) solution (four-class with LCA when covariates were 

added). However, it took a two-step statistical process to identify a three-class solution with 

hierarchical agglomerative and k-means analytic techniques, and this resulted in a 

potentially significant change in the symptom clusters. k-means with additional optimization 

procedures resulted in the loss of a gastrointestinal symptom cluster. Retaining this cluster is 

clinically relevant because patients experiencing ACS often erroneously label their 

symptoms as “heartburn.” Triage personnel may do the same if the patient self-diagnoses 

“heartburn.” This result illustrates the need for the researcher to understand not only the data 

but the clinical implications of the findings. Like other investigators, we used our clinical 

judgment to make a determination of the number of symptom clusters realizing that age and 

sex were important variables that needed to be taken into account for the analysis (DeVon et 

al., 2010; Ryan et al., 2007).

As previously stated, LCA has several advantages over other person-centered clustering 

methods (probability-based classification), including the following: variables may be of 

different levels of measurement, demographics or other covariates can be added to the 

models (Vermunt & Magidson, 2002),; and a normal distribution is not required 

(McCutcheon, 1987). Most noteworthy when considering potential intervention development 

is the inclusion of demographic variables and other covariates in the model so that clustering 

techniques can be used to categorize the population into subgroups that can be used to target 

interventions. This has the potential to improve precision health care and facilitate the design 

of implementation studies targeting the most high-risk patients.

The methodology selected to describe symptom clusters should be determined based on the 

conceptual or theoretical rationale for the study aims, the levels of measurement, research 

implications, and potential clinical application of the findings. The use of variable-centered 

approaches is recommended when the aim of the study is to cluster variables, without 

grouping the research participants. For example, if the researcher seeks to determine if items 

in a quality of life instrument cluster into domains such as health and functioning, 

psychological/spiritual, social and economic, and family (Ferrans, 1996). We recommend 

using a person-centered approach to cluster symptoms by individual groups, so that 

interventions can be targeted to the symptom cluster and covariate patterns of each unique 

group. Agglomerative and k-means cluster techniques are difficult to interpret and require 

multiple steps to identify the specific symptoms within each cluster. In addition, there is no 

clear definition of what the stop point would be when determining what number of clusters 

the researcher will accept. Therefore, we recommend the use of LCA for identifying 

symptom clusters in cardiac populations.
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Table 1.

Sample Demographic Characteristics.

Characteristic n = 474

Age (M, SD) 61.7 (11.9)

Age (n, %)

<50 70 (14.8)

50–59 148 (31.2)

60–69 138 (29.1)

70+ 118 (24.9)

Sex (n [%])

Female 131 (27.6)

Male 343 (72.4)

Race/Ethnicity (n [%])

White Non-Hispanic 325 (69.0)

African American 56 (11.9)

Hispanic 45 (9.6)

Asian 13 (2.8)

Multiracial 13 (2.8)

Other 19 (4.0)

Missing 3 (0.6)
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Table 3.

EFA, CFA, and PCA Results.

Symptoms EFA Factor Loading (50% of Sample; 
n = 237; Highest Values)

CFA (50% of EFA Sample; n = 237) Factor 
Loading (95% CI)

PCA Factor Loading

1. Chest symptoms

 chest discomfort .866 .721 [.628, .813] −.744

 chest pressure .465 .582 [.491, .673] −.650

 chest pain .391 .485 [.391, .578] −.696

2. Exertion-like

 lightheadedness .546 .594 [.506, .682] .561

 fatigue .427 .586 [.506, .682] .471

 palpitations .455 .442 [.347, .537] .746

 shortness of breath .420 .479 [.386, .573] .598

3. Pain non-chest

 shoulder pain .759 .745 [.650, .842] .752

 arm pain −.565 .555 [.464, .645] .751

 upper back pain −.363 .443 [.346, .540] .652

4. Gastrointestinal

 nausea .636 .567 [.458, .676] .730

 sweating .387 .471 [.367, .575] .719

 indigestion .355 .432 [.327, .539] .407

Note. EFA = exploratory factor analysis; CFA = confirmatory factor analysis; CI = confidence interval; PCA = principal component analysis.
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Table 4.

Results of Analysis.

Methodology Solution Description of Solution

Factor Analysis (PCA, EFA, and CFA) Four-factor solution (SPSS and SAS) 1. Chest symptoms
2. Exertion-like symptoms
3. Pain: non-chest
4. Gastrointestinal

Hierarchical Agglomerative Analysis Three-cluster solution (optCluster) 1. Heavy symptom burden (indigestion, lightheadedness, 
nausea, fatigue, arm pain, upper back pain, sweating, 
shoulder pain)
2. Chest symptoms (chest pain, chest discomfort, chest 
pressure)
3. Classic symptoms (chest pain, lightheadedness, fatigue, 
shortness of breath, chest discomfort, chest pressure)

k-means Cluster Analysis Six clusters (SPSS) Based on cluster 
centers

1. Gastrointestinal (sweating, fatigue, lightheadedness)
2. Low symptom burden (no symptoms with high 
probability of occurrence)
3. Heavy symptom burden (chest pressure, shoulder pain, 
sweating, palpitations, chest discomfort, upper back pain, 
shortness of breath, arm pain, fatigue, nausea, 
lightheadedness, chest pain, indigestion)
4. Classic symptoms (chest pressure, sweating, chest 
discomfort, shortness of breath, nausea, chest pain)
5. Pain & discomfort (chest pressure, shoulder pain, chest 
discomfort, arm pain, chest pain)
6. Chest symptoms only (chest pressure, chest discomfort, 
chest pain)

k-means Cluster Analysis Three clusters (optCluster) 1. Low symptom burden (chest pain was only symptom 
with > 40% probability)
2. Chest symptoms (chest pressure, chest discomfort, chest 
pain)
3. Classic symptoms (chest pressure, shoulder pain, 
sweating, chest discomfort, shortness of breath, arm pain, 
fatigue, nausea, lightheadedness, chest pain)

Latent Class Analysis without 
covariates

Three classes (clusters) (Latent Gold) 1. Low probability symptoms (no symptoms have a > 50% 
probability of occurring)
2. Chest symptoms (chest pressure, chest discomfort, chest 
pain)
3. Heavy symptom burden (chest pressure, shoulder pain, 
sweating, chest discomfort, shortness of breath, arm pain, 
fatigue, nausea, lightheadedness, chest pain)

Latent Class Analysis with covariates Four classes (clusters) (Latent Gold 1. Chest symptoms (chest pressure, chest discomfort)
2. Heavy symptom burden (chest pressure, shoulder pain, 
chest discomfort, shortness of breath, arm pain, fatigue, 
chest pain)
3. Classic symptoms (chest pressure, shortness of breath, 
fatigue, nausea, lightheadedness, chest pain)
4. Low symptom burden (no symptoms have a >50% 
probability of occurring)

Note. PCA = principal components analysis; EFA = exploratory factor analysis; CFA = confirmatory factor analysis; SAS = Statistical Analysis 
Software; SPSS = Statistical Package for the Social Sciences.
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Table 5.

Results of Cluster Analysis by Method.

Methodology Solution Description of Solution

Factor Analysis (PCA, EFA, and CFA) Four-factor solution (SPSS and SAS) 1. Chest symptoms
2. Exertion-like symptoms
3. Pain: non-chest
4. Gastrointestinal

Hierarchical Agglomerative Analysis Three-cluster solution (optCluster) 1. Heavy symptom burden (indigestion lightheadedness, 
nausea, fatigue, arm pain, upper back pain, sweating, 
shoulder pain)
2. Chest symptoms (chest pain, chest discomfort, chest 
pressure)
3. Classic symptoms (chest pain, lightheadedness, fatigue, 
shortness of breath, chest discomfort, chest pressure)

k-means Cluster Analysis Six clusters (SPSS) Based on cluster 
centers

1. Gastrointestinal (sweating, fatigue, lightheadedness)
2. Low symptom burden (no symptoms with high 
probability of occurrence)
3. Heavy symptom burden (chest pressure, shoulder pain, 
sweating, palpitations, chest discomfort, upper back pain, 
shortness of breath, arm pain, fatigue, nausea, 
lightheadedness, chest pain, indigestion)
4. Classic symptoms (chest pressure, sweating, chest 
discomfort, shortness of breath, nausea, chest pain)
5. Pain and discomfort (chest pressure, shoulder pain, chest 
discomfort, arm pain, chest pain)
6. Chest symptoms only (chest pressure, chest discomfort, 
chest pain)

k-means Cluster Analysis Three clusters (optCluster) 1. Low symptom burden (chest pain was only symptom 
with > 40% probability)
2. Chest symptoms (chest pressure, chest discomfort, chest 
pain)
3. Classic symptoms (chest pressure, shoulder pain, 
sweating, chest discomfort, shortness of breath, arm pain, 
fatigue, nausea, lightheadedness, chest pain)

Latent Class Analysis without 
covariates

Three classes (clusters) (Latent Gold) 1. Low probability symptoms (no symptoms have a >50% 
probability of occurring)
2. Chest symptoms (chest pressure, chest discomfort, chest 
pain)
3. Heavy symptom burden (chest pressure, shoulder pain, 
sweating, chest discomfort, shortness of breath, arm pain, 
fatigue, nausea, lightheadedness, chest pain)

Latent Class Analysis with covariates Four classes (clusters) (Latent Gold 1. Chest symptoms (chest pressure, chest discomfort)
2. Heavy symptom burden (chest pressure, shoulder pain, 
chest discomfort, shortness of breath, arm pain, fatigue, 
chest pain)
3. Classic symptoms (chest pressure, shortness of breath, 
fatigue, nausea, lightheadedness, chest pain)
4. Low symptom burden (no symptoms have a > 50% 
probability of occurring)

Note. PCA = principal components analysis; EFA = exploratory factor analysis; CFA = confirmatory factor analysis; SAS = Statistical Analysis 
Software; SPSS = Statistical Package for the Social Sciences.
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Table 6.

Latent Class Analysis Fit Statistics.

LL BIC (LL) N L2 df

All Symptoms without Covariates

 Two-Cluster Model −3,577.0327 7,320.303 27 1,772.142 8,164

 Three-Cluster Model −3,532.6907 7,317.817 41 1,683.458 8,150

 Four-Cluster Model −3,942.4829 7,323.599 55 1,603.042 8,136

 Five-Cluster Model −3,464.7162 7,354.263 69 1,547.509 8,122

Latent Class Fit Statistics—All Symptoms with Age, Race, Sex entered as Covariates

 Two-Cluster Model −3,561.0188 7,306.683 30 6,010.456 167,912

 Three-Cluster Model −3,511.2717 7,311.821 47 5,910.962 16,910

 Four-Cluster Model −3,458.3531 7,310.617 64 5,805.125 167,909

 Five-Cluster Model −3,428.3237 7,355.190 81 5,745.066 167,909

Note. LL = Log-likelihood; BIC = Bayesian information criteria.
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