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Cortical Organization of Language 
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Recent data obtained by various methods of clinical inves- 
tigations suggest an organization of language in the human 
brain involving compartmentalization into separate systems 
subserving different language functions. Each system in- 
cludes multiple essential areas localized in the frontal and 
temporoparietal cortex of the dominant hemisphere, as well 
as widely dispersed neurons. 

All components of a system are activated in parallel, pos- 
sibly by ascending thalamocortical circuits. The features pe- 
culiar to cerebral language organization include not only the 
lateralization of essential areas to one hemisphere, but also 
a substantial variance in the individual patterns of localiza- 
tion within that hemisphere, a variance that in part relates 
to individual differences in verbal skills. 

The textbook model of human cortical organization for language 
has been one of the more durable concepts of neurobiology, 
little changed over nearly a century and a quarter. According 
to that model, language is processed serially from decoding in 
the posterior temporal cortex (Wemicke’s area) to motor ex- 
pression in the posterior inferior frontal lobe (Broca’s area) (see 
Fig. 2; Broca, 1861; Wemicke, 1874; Geschwind, 1970). Find- 
ings made over the past two decades suggest that a revision of 
that model is now in order. While the newer data agree with 
the older on the importance of the perisylvian cortex of the left 
hemisphere (of most individuals) for the generation of language, 
they suggest that models ofcortical language organization should 
include separate systems for different language functions. Each 
system includes localized frontal and temporoparietal areas as 
well as neurons widely dispersed elsewhere in the cortex, with 
the entire system being activated in parallel. In many respects, 
these new findings related to language in man are similar to 
those described for organization of other functions in the pri- 
mate association cortex (Mountcastle, 1978; Goldman-Rakic, 
1988). However, two aspects of cortical language organization 
differ substantially from other findings made in the primate 
cortex: the long-known lateralization of language functions to 
one hemisphere (designated as “dominant”), and recent findings 
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of a substantial variance in the individual pattern of organiza- 
tion within that hemisphere (G. Ojemann et al., 1989). 

The revised model is based on new findings made by diverse 
approaches to the investigation of cerebral language organiza- 
tion. Until recently, the standard experimental procedures of 
neurobiology have had little application to the study oflanguage. 
Although nonhuman primates have been taught quasi-linguistic, 
nonvocal communication systems of some complexity, the neu- 
robiological basis of these animal models has not been inves- 
tigated. The neurobiology of species-specific nonhuman primate 
vocalization has been extensively studied (Jurgens, 1979) but 
its relation to human language is unclear. All knowledge of the 
brain organization for language has thus depended on human 
studies, predominantly in a clinical context. Two types of data 
are derived from those human studies: One type establishes a 
link between language and brain organization by associating an 
altered function in a brain area with a change, usually a deficit, 
in linguistic behavior. Such data identify a brain area as one 
whose function is essential for some aspect of language. Ex- 
amples include studies ofaphasia and other changes in linguistic 
competence after strokes as well as other types of brain damage, 
and under intraoperative electrical stimulation (Penlield and 
Roberts, 1959; Ojemann, 1983) and intravascular amobarbital 
perfusion (Wada and Rasmussen, 1960). The other type of data 
correlate physiologic studies such as scalp electroencephalo- 
grams (Hillyard and Picton, 1987) electrocorticograms and mi- 
croelectrode recordings during surgical opportunities (Fried et 
al., 1981; Ojemann et al., 1988) metabolism and blood flow 
measured by positron emission tomographic (PET), and other 
isotopic techniques (Ingvar, 1983; Raichle, 1990) with some 
measure of linguistic performance. Changes in physiologic pa- 
rameters may be present at sites that are not essential for a 
language behavior. 

Although the PET procedure is recent, most of the other tech- 
niques are not: the new findings are attributed mainly to tech- 
nical improvements (e.g., identification of extent of lesions in 
the living subject by magnetic resonance imaging) and to de- 
velopment of more refined measures of linguistic performance 
(adapted from cognitive and neuropsychology). Each technique 
has its limitations. Some techniques can be applied only to 
particular kinds of patients whose pathological condition may 
have altered language organization in some unknown way. Tem- 
poral instability of findings is a problem with many techniques, 
because language deficits may change over time after the patient 
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suffers a particular brain lesion. Changes in neuronal activity or 
blood flow accompanying a particular linguistic behavior may 
vary with repetitions of that behavior (Raichle, 1990; M. Hag- 
lund and G. A. Ojemann, unpublished observations). Conver- 
gence of data obtained by use of diverse techniques is thus 
important for reaching reliable conclusions. Nevertheless, find- 
ings made by intraoperative techniques, the author’s primary 
area of investigation, will receive special emphasis in this re- 
view. 

Compartmentalization in Separate Systems 

Evidence that the cortical area dedicated to language is not 
unitary, but compartmentalized into separate systems for pro- 
cessing different aspects of language, is available from lesion 
studies (Caramazza, 1988). Both frontal and temporoparietal 
lesions that disturb only written, and not oral, language have 
been frequently reported (Benson, 1977) though under the text- 
book model this deficit (at least for temporoparietal lesions) has 
been ascribed to disconnection of language from the visual cor- 
tical areas (Geschwind, 1970). Moreover, lesion studies have 
indicated separate areas for handling different languages, be- 
cause there are lesions in polyglots that leave only one of their 
multiple languages intact, one that may not even be the mother 
tongue, the language most frequently used by the subject, or the 
language of the subject’s environment (Paradis, 1977). Separate 
areas are also present for handling different grammatical classes 
of words, as indicated by lesions disturbing only the use of 
“closed-class” words in syntax (Goodglass, 1976) or only the 
naming of specific semantic categories, such as “fruits” (Hart 
et al., 1985) or “animals” but not “tools” (Damasio, 1990). 

Intraoperative electrical stimulation of one or the other of 
two different cortical sites has evoked disturbances in naming 
the same object in one or the other of two different languages 
(Ojemann and Whitaker, 1978; Ojemann, 1983; Rapport et al., 
1983; Black and Ronner, 1987). This separation of areas ded- 
icated to different languages was evident in both the frontal and 
the temporoparietal cortex. A functional separation has also 
been evidenced at sites where stimulation alters naming an ob- 
ject either in an oral language or in a manual communication 
system (finger spelling: Mateer et al., 1982; American Sign Lan- 
guage: Haglund and Ojemann, unpublished observations). Cor- 
tical stimulation mapping of interference with either object 
naming or reading in 55 subjects showed a separation of evoked 
changes in these functions at both frontal and temporal sites: 
77% of 111 sites at which stimulation elicits changes in either 
function showed changes in only one of them (Ojemann, 1989). 
In 14 subjects, stimulation mapping during tests for object nam- 
ing, reading of sentences, recent verbal memory, orofacial move- 
ment mimicry, and phoneme identification also showed sub- 
stantial separation of functions; 57% of 91 sites at which 
stimulation evoked changes in any function showed changes in 
only one (G. A. Ojemann and Mateer, 1979; Ojemann, 1983). 
These included both frontal and temporal cortical sites related 
only to object naming or only to the syntactic aspects of reading. 

Not only do linguistically relevant areas often pertain to dif- 
ferent aspects of language, but microelectrode recordings taken 
intraoperatively from areas where stimulation has no effect also 
frequently identify neurons that change their activity with the 
performance of only one of multiple language functions. Sixty- 
seven percent of the neuronal populations recorded from the 
left anterior temporal lobe that changed activity during tests for 
object naming, reading, or verbal memory changed activity dur- 

ing only one type of test (Ojemann et al., 1988). Five neuronal 
populations have been recorded from left temporal cortex of 
three subjects during naming the same objects in either one or 
the other of two languages and another population in another 
subject during naming in either oral language or in American 
Sign Language. All neurons showed changes in activity only 
upon use of one of the alternative (Ojemann, 1990; Ojemann 
et al., 1990; D. Cawthon, G. Ojemann, and E. Lettich, unpub- 
lished observations). Thus, the system for a particular language 
function includes both essential areas and widely dispersed neu- 
rons, dispersed even to the nondominant hemisphere (Creutz- 
feldt et al., 1989a,b; J. Ojemann, G. Ojemann, and E. Lcttich, 
unpublished observations). All of these features have been shown 
for the separate systems related to object naming (including 
separate systems for naming in different languages), reading, 
and recent verbal memory, suggesting that human association 
cortex has a modular organization, with a system of essential 
areas and widely dispersed neurons the module repeated for 
different language-related functions (Ojemann, 1990). 

The functional unit that constitutes a system is still under 
investigation. As the data presented above indicate, different 
linguistic functions, such as naming in general, and naming 
different categories of objects in particular, as well as reading in 
general, and the syntactic aspect of language, are subserved at 
least partly by separate systems; so are mechanisms subserving 
naming in two different languages. Substantial evidence from 
lesion studies, stimulation mapping, and neuronal activity re- 
cording also indicates that recent verbal memory is a separate 
system (Milner, 1971; Ojemann, 1983; Ojemann and Dodrill, 
1985; Ojemann et al., 1988). The situation in regard to speech 
production and speech perception is less clear. These are the 
two language functions that are traditionally separated in the 
textbook model. However, stimulation mapping disrupts se- 
quential orofacial movements used in speech production and 
the identification of speech sounds at many of the same cortical 
sites, in the perisylvian cortex of left inferior frontal, left parietal, 
and superior temporal lobes (G. A. Ojemann and Mateer, 1979; 
Ojemann, 1983). This finding supported the psycholinguistically 
derived concept of Liberman et al. (1967), that speech sound 
decoding requires creation of a motor model (the motor theory 
of speech perception) and thus the existence of a common mod- 
ule for language production and perception. On the other hand, 
only a few neurons have been identified that change their activity 
in the same way during speech perception and production (Oje- 
mann et al., 1990). These few neurons were located in the left 
superior temporal gyrus. Many more neurons were found in the 
superior and middle temporal gyri (of either hemisphere) that 
change activity only either during speech perception or during 
speech production, but not with both conditions (Creutzfeldt et 
al., 1989a,b); this separation is present even though the same 
word is heard in either condition, said aloud by someone else 
in one condition, and said aloud by oneself in the other. Except 
in experimental settings, linguistic performance usually requires 
continual shifting between systems: speaking or reading, syntax 
or semantics, one semantic category or another, one language 
or another. 

The cortical anatomic distribution of the essential portion of 
these systems also differs from the concepts of the textbook 
model; in addition, neuronal activity related to a system may 
be much more widespread than the essential areas. Essential 
areas of systems related to speech production include not only 
the traditionally recognized area in the posterior inferior frontal 
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cortex immediately anterior to the facial motor cortex, but also 
the inferior parietal and superior temporal gyri, as revealed by 
both stimulation-mapping (G. A. Ojemann and Mateer, 1979; 
Ojemann, 1983) and lesion (Mohr, 1976) studies. Based on 
stimulation mapping, systems related exclusively to naming or 
reading seem to be adjacent to that cortex related to speech 
production, both temporally and frontally (Ojemann, 1983). 
The temporal areas solely related to naming identified by that 
technique correspond closely to sites of lesions producing ano- 
mic aphasia, a language deficit pertaining only to naming (Ben- 
son, 1979) while left inferior frontal areas active during a se- 
mantic task (generating verbs from nouns), but not during speech 
production, have been identified by PET (Petersen et al., 1988, 
1989). A cortical system identified by stimulation-mapping 
studies as related exclusively to recent verbal memory surrounds 
the sites related exclusively to naming or reading, frontally and 
temporoparietally. Effects on recent verbal memory produced 
by left anterior temporal resections have been related to this 
cortical memory representation (Ojemann and Dodrill, 1985, 
1987) and changes in neuronal activity during recent verbal 
memory tests have been recorded in the same area (Ojemann 
et al., 1988). It has been suggested that specialized language 
functions arose phylogenetically between a lateralized perisyl- 
vian motor control system for sequential orofacial movements 
and a lateralized cortical recent-memory system (G. Ojemann 
and Mateer, 1979). Although the perisylvian cortex of the dom- 
inant hemisphere is generally considered to be the essential area 
that subserves language, there is also evidence for a role in 
language production for the supplementary motor area in the 
superior frontal cortex based on lesion studies (Rostomily et al., 
199 l), stimulation mapping (Penfield and Roberts, 1959) and 
blood flow and PET analyses (Ingarv, 1983; Petersen et al., 
1989). 

The extent of the essential portions of one of the systems in 
the adult dominant hemisphere cortex has been studied in most 
detail for object naming. Essential areas for naming are com- 
monly localized by intraoperative stimulation mapping to one 
or more rather small cortical surface areas of l-2 cm* (G. Oje- 
mann et al., 1989; Fig. 1). In a series of 117 subjects examined 
by stimulation mapping of their dominant perisylvian cortex 
during naming, two or more such areas separated by cortex not 
related to language were identified in two-thirds of the cases, 
and three or more separate areas in 24% of the cases (G. Oje- 
mann et al., 1989). Usually, at least one area was in the inferior 
frontal gyrus, and one or more were in the temporoparietal 
cortex. Most often these areas had sharp boundaries. A few had 
fuzzy boundaries, with a transition zone where stimulation pro- 
duced occasional rather than regular disruptions of naming 
(Whitaker and Ojemann, 1978). The estimated total surface area 
of essential sites was rather small, 2.5 cm2 or less in 50%, and 
exceeding 6 cm* in only 16% of the 117 subjects (G. Ojemann 
et al., 1989). Because the extent of the essential frontal and 
temporoparietal perisylvian language cortex under the textbook 
model exceeds 8 cm2 (Fig. 2) (Penfield and Roberts, 1959), that 
model is likely to be based on an artifact of pooling data from 
subjects whose essential areas are in different locations, and thus 
an overestimate of the extent of essential modules for one lan- 
guage function in an individual brain. 

Essential language areas seem to be preferentially localized in 
the crown of gyri, and are rarely buried entirely in sulci. Al- 
though well over half of human perisylvian cortex is buried in 
sulci, surface stimulation mapping of perisylvian cortex iden- 

Figure I. Location of two sites at which stimulation altered naming 
in left, dominant hemisphere of a 36-yr-old female subject. Circles are 
sites of bipolar stimulation through electrodes separated by 5 mm, using 
trains of biphasic square-wave pulses at 60 Hz, of 2.5 msec total du- 
ration, and 4 mA between pulse peaks. So/id circles, sites of repeated 
naming errors; open circles, no errors. Solid circle labeled A, naming 
errors, predominantly arrest of speech; other solid circle, anomia. Letfers 
outside of the circles indicate evoked motor (Mm, MI, A) and sensory 
(Sm. S’ responses identifying Rolandic cortex. The shaded area in the 
inset indicates the location of intraoperative cortical exposure. Note site 
of repeated naming errors in superior temporal gyrus and lack of errors 
at immediately surrounding sites [from Ojemann, 1988; additional ex- 
amples of localized essential areas for naming with sharp boundaries 
are presented in Ojemann (1983, 199 1) and in G. Ojemann et al. (1989)]. 

tified at least one essential area for language in nearly all subjects 
(117 of 119 nonaphasic, left-brain-dominant cases in one series; 
G. Ojemann et al., 1989). These surface sites are a reliable 
predictor of whether a resection that includes buried cortex will 
or will not disturb language (Ojemann, 1983). Moreover, in the 
few cases in which the relation of language to buried cortex was 
examined by stimulation mapping, separate buried sites were 
not identified, and surface sites either extended only a short 
distance into adjacent buried cortex (including the planum tem- 
porale), or stopped at the edge of a sulcus (G. Ojemann et al., 
1989). 

Variance 

Studies of many different subject populations have shown a 
remarkable variance in brain organization for language. This 
variance begins with the gross anatomy of human left perisyl- 
vian cortex. Recent studies have found a major variability in 
the gyral pattern at the end of the sylvian fissure (Rubens et al., 
1976; Steinmetz et al., 1990) in the extent of the planum tem- 
porale (the cortex buried in sylvian fissure posterior to primary 
auditory cortex; Geschwind and Levitsky, 1968), and in the 
extent of its specific cytoarchitectonic areas (Galaburda et al., 
1978). The relative sizes of the right and left planum temporale 
have been correlated with the lateralization of language with the 
result that the planum temporale tends to be larger in the hemi- 
sphere bearing the cortical areas dedicated to language (Gesch- 
wind and Levitsky, 1968). 

Variance is evident in the functional lateralization of lan- 
guage, as well. Assessment of language lateralization under in- 
tracarotid amobarbital perfusion indicates that 5% of subjects 
have bilateral cortical language areas; in 4% these areas are 
lateralized on the right, and in the remainder, on the left (Woods 
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Figure 2. Location of essential cortical areas for language in the tra- 
ditional textbook model, here as presented in Penfield and Roberts 
(1959) are indicated by shading. A, frontal (Broca’s) language area; P, 
posterior (Wemicke’s language area); M and S, motor and sensory cor- 
tex. Compare to language localization in an individual subject (Fig. 1) 
and variance in that localization across a population (Fig. 3). 

et al., 1988). Provided that subjects who are left-handed because 
of left hemisphere frontal or parietal damage are excluded from 
the survey, there is no relation between left-handedness and 
language lateralization (Woods et al., 1988). After major damage 
to left frontal or parietal lobe in infancy, language will develop 
in the right hemisphere. Although language is functional in such 
subjects, it is not entirely normal, suffering from a limited syn- 
tactic competence compared to normal subjects or subjects with 
right-hemisphere damage in infancy (Dennis and Whitaker, 
1976). The upper age limit of this ability of the right hemisphere 
to subserve language has not been definitively established, with 
diverse estimates ranging from less than 3 yr of age (Woods, 
1983) to more than 6 yr of age (Penfield and Roberts, 1959). 

A substantial variance in location of essential language areas 
is also evident within the left hemisphere of adults with the 
usual left-brain lateralization of language (G. Ojemann et al., 
1989). In 90 subjects undergoing stimulation mapping in both 
frontal and temporoparietal cortex during the object-naming 
test, no frontal perisylvian essential areas could be identified in 
15%, and only frontal (and no temporoparietal) areas in another 
17%. As indicated in Figure 3, essential areas were consistently 
identified only in the inferior frontal gyrus immediately in front 
of the facial motor cortex, but even there, in the traditional 
Broca’s area, stimulation evoked no language changes in 21% 
of the subjects. In the superior temporal gyms, essential areas 
were identified in 65% of the subjects, but their location varied 
from within 3 cm of the tip of the temporal lobe, well in front 
of the level of the Rolandic cortex, to the most posterior extent 
of the superior temporal gyrus. As is evident from Figure 3, no 
region of Wernicke’s traditional posterior language area showed 
essential sites in over 36% of these subjects. A similar difficulty 
in consistently localizing the posterior language areas has been 
described in stroke patients (Bogen and Bogen, 1975). Substan- 
tial variance in the location of areas where deficits in reading 
are evoked was also evident by stimulation mapping, especially 
in the temporoparietal cortex (Ojemann, 1989). 

Different patterns of localization of essential areas for lan- 
guage functions have been related to the subject’s sex and verbal 
abilities, as measured by the verbal IQ (VIQ; Ojemann, 1989; 
G. Ojemann et al., 1989). In studies of stimulation mapping 
during object naming, women were more likely to have essential 

Figure 3. Variability in localization of sites essential for naming, based 
on electrical stimulation mapping in left, language-dominant hemi- 
sphere of 1 17 patients. Individual maps, such as Figure 1, were aligned 
with reference to Rolandic cortex and end of Sylvian fissure. The cortex 
was then divided into zones represented by intersecting solid and broken 
lines. The upper number in each zone indicates the number of subjects 
in whom a site was tested in that zone; the lower circled number indicates 
the percentage of those subjects in whom naming errors were evoked 
at sites in that zone. M and S indicate motor and sensory cortex, re- 
spectively. From G. Ojemann et al. (1989). 

sites only in the frontal lobes. Among subjects with a lower VIQ, 
women were less likely to have perisylvian parietal essential 
sites than men (G. Ojemann et al., 1989). Evidence of less ex- 
tensive posterior language representation in women has also 
been provided by lesion studies (Kimura, 1983). The most ro- 
bust relation between verbal abilities, as assessed by preoper- 
ative VIQs and location of essential areas, was identified in 
studies of stimulation mapping during object naming and read- 
ing tests (Ojemann, 1989): Higher VIQs were associated with 
a combination of areas related only to naming in the middle 
temporal gyrus and related only to reading in the superior tem- 
poral gyrus, with the reverse pattern obtaining in patients with 
lower VIQs. There was no relation between VIQ and the lo- 
cation of areas related to both naming and reading. In addition, 
the total surface area related to naming appeared to be smaller 
in subjects with higher VIQs. There is thus a relation between 
organization of the language cortex and language abilities. 

The extent to which developmental factors or experiences 
account for this high variance in pattern of perisylvian language 
organization that in part relates to verbal abilities has not been 
fully ascertained. The high variance in local gyral anatomy pre- 
sumably reflects a genetic polymorphism, and some of this an- 
atomic variance has been identified in the fetus (Wada et al., 
1975). However, the variance in functional localization of lan- 
guage is greater than the anatomic variance. Highly localized 
essential areas for naming have been identified with the stim- 
ulation mapping techniques in the youngest patients investi- 
gated, at age 4 (G. Ojemann et al., 1989). The location of these 
areas in children from 4 to 10 yr of age has been about as variable 
as in adults. Older children (of about 8 yr) are more likely to 
show multiple temporoparietal essential areas (G. Ojemann, 
unpublished observations); otherwise, there is little difference 
in patterns or organization of essential naming sites determined 
by stimulation mapping in the youngest (4 yr) to oldest (80 yr) 
subjects (G. Ojemann et al., 1989). The location of essential 
areas in adults did not change over time in the few cases in 
which remapping was undertaken without an intervening brain 
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lesion (Ojemann, 1983) nor has any relation between the in- 
trahemispheric topography of language areas and the location 
of acquired brain damage been evident in patients with intact 
language (G. Ojemann et al., 1989). Although these findings do 
not indicate a topographic effect of linguistic experience, pat- 
terns of localization of two languages in the same subject do 
suggest some such effect. Essential areas for naming in a later- 
acquired language in which the subject was less fluent were larger 
than those for naming in an earlier acquired, more fluent lan- 
guage (Ojemann and Whitaker, 1978; D. Cawthon, unpublished 
observations). Fluency of command of the language was more 
clearly related to the severity of the naming deficit evoked by 
stimulation with a more severe deficit evoked in the more fluent 
language (Cawthon, unpublished observations). There is insuf- 
ficient experience with stimulation mapping of subjects speaking 
different languages to determine whether any localization pat- 
tern is characteristic for any particular language(s). However, 
most languages (including manual communication systems and 
pictographic languages) are lateralized in the left hemisphere, 
according to data from lesion and intracarotid amobarbital per- 
fusion studies (Bellugi et al., 1983; Paradis, 1990). 

Parallel Processing 

The various components of the cortical system for a language 
function appear to be activated in parallel. This parallel acti- 
vation includes frontal and temporoparietal essential areas, as 
well as the more widely dispersed neurons that belong to the 
system. There is little, if any, physiologic evidence to support 
the textbook model of serial processing from posterior to an- 
terior language areas, whereas parallel processing is suggested 
by a convergence of data obtained by diverse observations. Par- 
allel processing has been inferred from the pattern of behavioral 
changes after brain lesions (Caramazza, 1988; Damasio, 1990) 
and language-activated PET scans (Raichle, 1990) and dem- 
onstrated directly by electrocorticographic changes that occur 
at sites essential for naming during naming (Fried et al., 198 1; 
G. A. Ojemann et al., 1989) and by microelectrode recordings 
at nonessential sites during various language tasks (Ojemann, 
1990). 

Electrocorticograms recorded during naming tasks showed 
slow potentials at frontal sites and local “desynchronization” 
[replacement ofalpha rhythm activity (7-l 2 Hz) by low-voltage, 
high-frequency activity] at temporoparietal sites (Fried et al., 
198 1; G. A. Ojemann et al., 1989). Both changes were evident 
shortly after presentation of the object to be named, and lasted 
throughout the approximately 1 set required for naming. De- 
synchronization was most often maximal at sites in the temporal 
cortex in the 700-l 200-msec period following stimulus presen- 
tation (G. A. Ojemann et al., 1989). Such electrocorticographic 
recordings differentiated from surround cortex sites indepen- 
dently identified as essential for naming by stimulation map- 
ping. Moreover, desynchronization was absent when the same 
visual stimuli used for naming were presented in a spatial match- 
ing task. The shifts in frequency of neuronal activity during 
naming or reading most commonly recorded by microelectrodes 
at nonessential sites in the temporal lobe occurred at the onset 
of the task and were sustained for several seconds (Ojemann et 
al., 1988, 1990; Ojemann, 1989, 1990). Both increases and de- 
creases in frequency have been identified. 

The electrocorticographic change recorded at frontal cortical 
sites during naming-a slow potential of 1 -set duration-is most 
likely a motor prepotential. It is present during overt speech, 

but also when naming is done silently. It thus provides a phys- 
iologic marker for “inner speech” and indicates that language 
processing in that setting includes effector readiness (Fried et 
al., 198 1). Both frontal slow potentials and local desynchroni- 
zation are electrocorticographic changes that have been related 
to activity of the thalamocortical activating system (Jasper, 1960; 
Skinner and Yingling, 1987). Sustained shifts in frequency of 
cortical neuronal activity may also reflect such ascending influ- 
ence, which would activate the cortical system appropriate for 
a given language function, including essential areas and widely 
dispersed neurons activated in parallel. The intensity of this 
activation seems to be greater at essential areas. 

Subcortical Mechanisms 

In the past two decades, views have also changed on the role of 
subcortical structures in language, especially of thalamus and 
striatum. The textbook model held (though not without con- 
troversy) that striatial structures were important in language 
production (Marie, 1906) while the thalamus was thought to 
have no role other than general arousal (Nielsen, 1946). How- 
ever, latter-day studies indicate more specific linguistic roles of 
subcortical structures, in addition to integrating motor and re- 
spiratory substrates of speech (Ojemann and Van Buren, 1967; 
Ojemann, 1975). Modem imaging techniques have identified 
focal lesions in thalamus and striatum of the dominant hemi- 
sphere in patients with language deficits (Reynolds et al., 1979; 
Damasio et al., 1982; Naeser et al., 1982; Graff-Radford et al., 
1985). The language deficits associated with thalamic lesions, 
unlike those associated with any cortical lesion, consist of a 
disproportionate disturbance of naming, presenting as persev- 
eration on linguistically correct words or phases that are unre- 
lated to the correct name (Reynolds et al., 1979). Stimulation 
mapping in the left lateral thalamus identified a process common 
to both language and recent verbal memory that is involved in 
selective attention to verbal material in the external environ- 
ment (Ojemann, 1975, 1985; Hugdahl et al., 1990). Failure of 
this process to sustain continuous attention during language 
performance may account for the linguistic deficits resulting 
from thalamic lesions. Subcortical structures subserving lan- 
guage include also the cerebellum. Recent PET studies show 
increased blood flow in the right cerebellar hemisphere upon 
performance of a purely linguistic task, generating verbs from 
nouns (Raichle, 1990). Deficits in this linguistic task and not 
other aspects of language were present in one subject with right 
cerebellar damage (Fiez et al., 1990). 

The manner of interaction of subcortical components with 
language function remains to be determined, being one of many 
unresolved problems in the evolving modem model of the brain 
organization for language. Other problems include determining 
why a particular cortical area is essential for a system: Is it, 
perhaps, a node of convergence of activity from the widely 
dispersed cortical neurons? The features of those widely dis- 
persed cortical neurons are also subjects for further investiga- 
tion: Are their specific activity patterns indicative of specific 
aspects of language, such as individual words, as has been sug- 
gested (Creutzfeldt et al., 1989a,b)? Does the observation that 
nearby neurons are often related to different systems indicate a 
topographic disposition facilitating the development of linguis- 
tic associations? 

To fathom the brain organization of languages, future studies 
should be based on a model that includes multiple modular 
cortical systems, each specific to some particular aspect of lan- 
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guage and comprising several essential areas localized in the 
frontal and temporoparietal cortex, as well as widely dispersed 
neurons, all activated in parallel. These studies will be impeded, 
however, by the considerable extent of individual variance in 
cortical language organization, a diversity in brain organization 
that is likely to account for some of the individual differences 
in verbal skills. 
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