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Two important objectives in the neuroscience of memory are (1)
identification of neural pathways involved in memory process-
es; and (2) characterization of the pattern of interactions be-
tween these pathways. Functional neuroimaging can contribute
to both of these goals. Using image subtraction analysis of
regional cerebral blood flow data measured with positron emis-
sion tomography, we identified brain regions that changed
activity during episodic memory retrieval (visual word recogni-
tion). Relative to a baseline reading task, decreased activity
was observed in bilateral prefrontal, bilateral anterior and pos-
terior temporal, and posterior cingulate cortices. Brain regions
showing increased activity were the right prefrontal (different
from deactivated regions), left anterior cingulate, and left oc-
cipital cortices, and vermis of cerebellum. We then performed a
network analysis with structural equation modeling to test the
hypothesis that regional decreases came about through active

inhibition by regions showing increased activity during retrieval.
This analysis demonstrated that the influence of activated re-
gions on deactivated regions was more negative during re-
trieval than during reading, confirming the inhibition hypothesis.
Such confirmation could not have been made from the sub-
traction analysis alone because decreases can come about, at
the very least, through reduction of functional influences as well
as by active inhibition. The concepts of ensemble excitation
and inhibition, as defined through network analysis, are intro-
duced. We argue that it is critical to examine the combined
pattern of excitatory and inhibitory influences to fully appreciate
the neural basis of episodic memory.
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In the past several years, functional neuroimaging studies with
positron emission tomography (PET) regional cerebral blood flow
(rCBF) have consistently identified several brain areas, the activ-
ity of which seems to be linked to the retrieval of personally
experienced events, termed episodic memory retrieval (Tulving,
1983). These areas likely represent components of the neural
pathways engaged in episodic retrieval. Areas showing increased
activity during episodic retrieval include portions of the right
prefrontal lobe, anterior cingulate, bilateral medial temporal and
parietal lobes, and cerebellum (Squire et al., 1992; Tulving et al.,
1994a; Andreasen et al., 1995; Buckner et al., 1995; Grady et al.,
1995; Kapur et al., 1995, 1996; Nyberg et al., 1995; Roland and
Gulyas, 1995; Schacter et al., 1995a, 1996; Shallice et al., 1995).
Episodic retrieval has also been found to be associated with
decreased activity in some brain areas (Moscovitch et al., 1995;
Haxby et al., 1996), such as parts of the superior temporal lobe.
The interpretation of regional activations is seemingly straightfor-
ward given the logic of the cognitive activation paradigm (Posner

et al., 1988), but the exact interpretation of decreased activity is
less clear. Typically, the baseline and experimental tasks are
designed to differ only with respect to the process of interest, in
this case episodic retrieval, with all other secondary processes
(e.g., stimulation and response mode) held constant. If the control
over these secondary processes is successful, it is likely that
decreased activity may be a result of the instructions to retrieve.
Some researchers have suggested that decreased activity during

episodic retrieval reflects task-related inhibitory influences from
other brain regions (Andreasen et al., 1995). However, it is pos-
sible that decreases can arise from other sources, such as reduced
influences from other areas, rather than inhibitory influences, so
differences in mean activity provide only tentative evidence for
such a view (cf. Frith et al., 1991). To formally explore these
alternatives requires that neural interactions during episodic re-
trieval be explored. The purpose of the present study was to
identify brain regions showing decreased activity during episodic
recognition and to evaluate the hypothesis that these decreases
result from inhibitory influences by regions that show increased
activity during episodic recognition.
To identify brain regions showing decreased activity during

episodic retrieval, we compared the pattern of brain activity in
three different episodic recognition conditions with that of a
closely matched baseline reading task. This subtraction analysis
revealed brain areas showing decreased activity during episodic
retrieval regardless of retrieval success. We analyzed the pattern
of covariances between brain regions showing differential in-
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creased and decreased activity using structural equation modeling
(for an introduction to structural equation modeling of PET rCBF
data, see McIntosh and Gonzalez-Lima, 1994). We predicted
more negative influences of brain regions showing increased ac-
tivity on brain regions showing decreased activity during retrieval
than during reading.

MATERIALS AND METHODS
Experimental procedures
Eleven right-handed healthy volunteers, screened to ensure that none
suffered from a medical, neurological, or psychiatric disorder, underwent
eight PET scans (60 sec data acquisition scans using a GEMS-
Scanditronix PC2048–15B head scanner and bolus injections of 30 mCi of
15O-H2O). The experiment involved one baseline condition and three
episodic retrieval conditions (the subjects were scanned twice per condi-
tion). The instructions were the same in all three retrieval conditions: to
recognize visually presented words from either of two audibly presented
study lists. With their right hand, subjects pressed the left button of a
computer mouse if they recognized a word and the right button if they did
not. The only difference between the recognition conditions was the type
of words presented during the 60 sec scan interval: words that had been
studied with respect to meaning, words that had been studied with respect
to the speakers voice, or nonstudied words. Before and after the list of
words given during the scan interval, a mixture of studied and nonstudied
words were presented. The baseline condition involved silent reading of
nonstudied words, and subjects pressed any of two mouse buttons after
reading a word. In all conditions, words were presented every 3 sec in the
center of a computer screen and remained on the screen for 2 sec. The
study was approved by the Human Subjects Use Committee of Baycrest
Centre. Written informed consent was obtained from the subjects.

Subtraction analysis
The data were analyzed with statistical parametric mapping (SPM94,
Wellcome Department of Cognitive Neurology, London, UK) imple-
mented in Matlab (Mathworks, Sherborn, MA). All images were re-
aligned to the subjects’ first scan, transformed into a standard space
(Talairach and Tournoux, 1988), and smoothed using an (15 mm FWHM)
isotropic Gaussian kernel. Linear contrasts were used to test hypothesis
of differences in activity between the baseline and experimental condi-
tions (Friston et al., 1995). The set of voxel values for each contrast
constitutes a statistical parametric map of the t statistic, SPM[t]. The
SPM[t] values were transformed to the unit normal distribution (SPM[Z])
and thresholded at 3.09 (p 5 0.001 uncorrected).

Covariance analysis
A full description of covariance analysis of PET data using structural
equation modeling has appeared before (McIntosh and Gonzalez-Lima,
1994; McIntosh et al., 1994). Briefly, the covariances are decomposed in
the context of an anatomical network, which is made up by the regions
included in the analysis and their anatomic connections, to assign a
numerical weight, or path coefficient, to each connection. This path
coefficient reflects how much a unit change in activity in one region will
change activity in the region(s) to which it projects. Because the coeffi-
cients are based on functional activity measured across subjects and
integrated across time, they can be seen as representing averaged func-
tional influences (McIntosh et al., 1995). The analysis involves four major
steps: (1) construction of the network; (2) computation of inter-regional
correlations; (3) computation of path coefficients; and (4) assessment of
significant differences between conditions.
Construction of the network. All brain regions that showed differential

activation across conditions, increases (Nyberg et al., 1995) as well as
decreases (present subtraction analysis), were included in the network
analysis. Each brain region was represented by the voxel where the
maximum difference in activity was observed in the subtraction analysis.
Connections between brain regions were specified on the basis of neuro-
anatomical knowledge (Petrides and Pandya, 1988, 1994; Pandya and
Yeterian, 1990; Felleman and Van Essen, 1991; Ungerleider et al., 1993;
Van Hoesen et al., 1993). In keeping with the purpose of the covariance
analysis, to examine whether decreased regional activity is a result of
inhibition by regions showing increased activity, only influences between
brain regions showing increased and decreased activity were considered.
We acknowledge that this simplifies the network with respect to the
connectivity. However, simulations conducted by McIntosh and

Gonzalez-Lima (1994) suggested that the general pattern of results are
not altered by the addition of further areas or connections. The full
anatomical model is presented in Figure 1.
Computation of inter-regional correlations. The computation of inter-

regional correlations was performed within-task, rather than across the
reading and retrieval conditions, to test our hypothesis of greater inhib-
itory effects during memory retrieval. It would not be possible to examine
this hypothesis by computing correlations across task because the change
in correlations would reflect the difference in the means between the two
conditions. The hypothesis is that the inhibitory effects occur within the
retrieval task and, therefore, the correlations must be computed within-
task. It should be emphasized that deactivations, as assessed between-
tasks, do not necessarily mean that deactivated areas will have a predict-
able correlation within-task because relative deactivations can come
about via more than one mechanism. We will expand on this issue in the
Discussion.
The data from the recognition condition involving nonstudied words

were used to represent episodic retrieval in the covariance analysis.
Comparison of this recognition condition with the reading condition
would reduce the ambiguity of interpretation because the conditions are
similar with respect to the novelty of the stimuli—a factor that has been
shown to affect blood flow (Tulving et al., 1994b, 1996). In this sense, the
term “recognition” does not refer to the process of actually recognizing
something as familiar from a particular study episode, or ecphory, but
rather the process of trying to decide whether the cue was old or new, or
retrieval mode (Tulving, 1983). We compared the correlation matrices for
regions selected for the models between the three retrieval conditions.
Overall, the matrices were not statistically different from one another,
suggesting that, for these areas, the relations were equivalent across all
retrieval conditions [x2(132) 5 92.83, p . 0.10].

Figure 1. Anatomical model for the network analysis. Brain regions,
indicated by approximate Brodmann numbers, are enclosed in circles.
Regions enclosed in thin circles showed higher activity during reading than
during recognition. For exact localization of these regions, see Table 2
(“Read-new”). Regions enclosed in bold circles showed higher activity
during recognition than during reading. The exact localization, expressed
as Talairach and Tournoux (1988) x, y, z coordinates, of the right prefron-
tal region (45) was 28,24,8; anterior cingulate (24) 210,18,28; cerebellum
(CB) 4,292,220; and left occipital cortex (18) 214,2102,216 (Nyberg et
al., 1996). The arrows represent anatomic connections between brain
regions.
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Before extracting the data for computing the correlations, the ster-
eotaxically normalized images were smoothed with a 10 mm Gaussian
kernel, rather than 15 mm. This use of a smaller filter size minimized the
inflation of the correlations between adjacent regions and also the atten-
uation of within-condition covariances (McIntosh et al., 1995). Whole-
brain ratio-adjusted voxel values were used to compute inter-regional
correlations within conditions. The two runs of each task were not
averaged for the network analysis to increase the number of observations
for the covariance structure, and the correlations were corrected for the
run effects introduced by the repeated-measures design using a regression
procedure (Pedhazur, 1982). The correlations between the brain regions
included in the network analysis are displayed in Table 1.
Computation of path coefficients. The correlation matrix was used as

input to compute path coefficients for the relevant connections with
LISREL 8 (Jöreskog and Sörbom, 1993). The total number of path
coefficients was in excess of the total number of correlations. To obtain
more stable estimates, the coefficients were estimated in two steps (McIn-
tosh and Gonzalez-Lima, 1992). First, the coefficients for influences of
activated regions in the recognition condition on deactivated regions
were computed (this step also included the influence of area 23 on areas
22 and 37). In the second step, the estimates from step 1 were fixed and
the coefficients for feedback connections from deactivated regions on
activated regions were computed (step 2 also included feedback from
areas 22 and 37 to area 23). These steps were reversed, and the statistical
assessment was performed again to ensure a stable solution.
Assessment of significant differences between conditions. Omnibus com-

parisons in steps 1 and 2 were used to examine significant changes in
functional influences between conditions. This involved constraining the
estimate of the path coefficients to be equal across tasks and testing how
well these coefficients reproduced the correlations from each condition
(expressed as a x2 value for the null model), and then allowing the
estimates to differ and comparing the improvement in fit of this alterna-
tive model to the null model (expressed as a x2 difference value with a

number of degrees of freedom equaling the number of paths estimated).
If the improvement in fit was significant, it was concluded that there was
a significant difference in functional influences between conditions. Of
particular interest for our hypothesis was whether, given a significant
statistical outcome, the total functional influence of activated regions in
the experimental (retrieval) condition was more negative on deactivated
regions compared with the same interactions in the baseline (reading)
condition.

RESULTS
Subtraction analysis
The pattern of activity within each of the three recognition con-
ditions was compared with the baseline reading condition. Brain
regions showing significantly lower activity during recognition
than during reading in all three comparisons are shown in Table
2. Decreased activity in the recognition conditions was observed in
the left middle and right medial frontal cortex, bilateral anterior
and posterior temporal cortex, and posterior cingulate. These
differences between recognition and reading were independent of
how the information had been acquired (semantic or nonsemantic
encoding) and the retrieval success (Hit Rate-Meaning 5 0.58;
Hit Rate-Voice 5 0.30; False Alarm Rate-Nonstudied 5 0.17).
Results from other studies that have found decreased activity in
the same regions in comparisons of an episodic retrieval task with
a nonmemory baseline task are included in Table 2 for the sake of
comparison. The spatial extent of the deactivations in the recog-
nition condition involving nonstudied words, which was used in
the covariance analysis, is shown in Figure 2. As we have reported

Table 2. Brain regions showing higher activity in the reading condition than in the recognition conditions

Brain area (Brodmann number)

Comparison

Read-meaning Read-voice Read-new Related findings

x, y, z x, y, z x, y, z x, y, z (study)

Right medial frontal cortex (10) 6, 48, 16 6, 48, 16 4, 50, 12 2, 56, 12 (Moscovitch et al., 1995)
Right inferior temporal gyrus (20) 56, 28, 216 52, 28, 220 54, 26, 220 54, 25, 217 (Andreasen et al., 1995)
Right middle temporal gyrus (37) 54, 256, 4 52, 264, 24 52, 258, 4 46, 260, 4 (Fletcher et al., 1995)
Posterior cingulate (23) 4, 248, 16 4, 248, 32 0, 254, 16 22, 248, 20 (Moscovitch et al., 1995)
Left middle frontal cortex (8) 226, 26, 40 234, 26, 40 222, 38, 40 230, 34, 36 (Haxby et al., in press)
Left superior temporal gyrus (22) 256, 234, 20 254, 238, 20 250, 256, 20 250, 252, 20 (Moscovitch et al., 1995)
Left inferior temporal gyrus (20) 252, 224, 224 260, 210, 216 260, 216, 216 250, 212, 216 (Moscovitch et al., 1995)

Each voxel is reported as its x (right/left), y (anterior/posterior), and z (superior/inferior) coordinates in millimeters (Talairach and Tournoux, 1988). Read-meaning, recognition
of words after encoding with respect to meaning; Read-voice, recognition of words after encoding with respect to speaker’s voice; Read-new, recognition of nonstudied words;
Related findings, studies that have found decreased activity in the same vicinity in a comparison of an episodic retrieval task with a nonmemory baseline task.

Table 1. Pearson correlations between brain regions showing differential activity in reading and recognition conditions

Brain region (increase/decrease) 1 2 3 4 5 6 7 8 9 10 11

Right medial frontal cortex (d) 1.00 0.14 0.11 0.04 0.08 0.38 0.11 20.58 20.08 0.02 0.08
Right prefrontal cortex (i) 0.19 1.00 20.17 20.29 20.48 0.40 20.15 0.34 20.01 20.34 20.04
Right inferior temporal gyrus (d) 0.18 20.14 1.00 0.43 0.06 20.48 20.27 20.08 0.04 0.29 0.29
Right middle temporal gyrus (d) 20.16 20.32 0.44 1.00 20.06 20.51 20.26 0.02 20.15 20.06 20.13
Left middle frontal gyrus (d) 0.22 20.58 0.07 0.20 1.00 20.07 0.19 20.33 0.06 20.05 0.45
Anterior cingulate (i) 0.04 0.27 20.49 0.34 20.01 1.00 0.34 20.12 20.04 20.18 0.02
Posterior cingulate (d) 20.15 20.10 20.14 0.27 0.42 0.40 1.00 20.39 0.11 20.11 20.09
Cerebellum (i) 20.49 0.25 0.07 0.05 20.42 20.17 20.07 1.00 20.26 0.05 0.24
Left occipital cortex (i) 20.04 20.44 20.05 20.33 0.13 0.05 0.10 20.47 1.00 20.22 0.01
Left inferior temporal gyrus (d) 0.10 0.03 0.50 0.10 20.34 20.43 20.38 0.49 20.24 1.00 0.40
Left superior temporal gyrus (d) 0.13 20.10 0.11 0.06 0.12 20.01 20.27 0.13 20.07 0.22 1.00

The upper diagonal matrix (in bold) is based on data from the reading condition; the lower diagonal matrix on data from recognition of nonstudied words. After residual
correcting for run effects, the intercorrelations were computed based on 22 observations per region. i, Increase; d, decrease.
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elsewhere (Nyberg et al., 1995), areas showing higher activity
during recognition were right prefrontal cortex (Talairach coor-
dinates x 5 28, y 5 24, z 5 8), left anterior cingulate (x 5 210,
y5 18, z5 28), left occipital cortex (x5 214, y5 2102, z5 216),
and cerebellum (x 5 4, y 5 292, z 5 220).

Covariance analysis
The first omnibus comparison (the effects from activated on
deactivated areas) revealed a significant difference in functional
influences between conditions [x2diff(14) 5 24.96, p , 0.05].
Figure 3 shows the path coefficients associated with each connec-
tion in the two conditions. As can be seen from the figure, the
pattern of effective connectivity generally was more negative in
the recognition condition than in the reading condition.
The second omnibus comparison (effects of deactivated areas

on activated areas) showed no significant difference between
conditions [x2diff(11) 5 2.22, p . 0.05]. This was true also when
step 2 was performed first [x2diff(11) 5 15.43, p . 0.05], showing
that the result was not a function of order of analysis. The network
analysis shows that the pattern of rCBF differences between
recognition and reading arose, at least in part, from inhibition by
activated areas on other regions that showed deactivations. This is
not to say that all the differences in rCBF patterns resulted from
the interactions in the present network, as it is possible for areas
to show large changes in functional influences without a net
increase or decrease in rCBF (Horwitz, 1989; McIntosh and
Gonzalez-Lima, 1994). Rather, we have demonstrated that even
within this limited network, the pattern of activity is a result of the
interactions between brain areas.

DISCUSSION
The focus of the present article is on brain regions showing less
activity during episodic recognition than during a closely matched
baseline word-reading task. Whether these decreases were attrib-
utable to active inhibition or to reduced functional influences
during recognition could not be assessed from the image subtrac-
tion analysis alone. Using network analysis, we tested and con-
firmed the hypothesis that relative decreases in rCBF during
episodic recognition results from active inhibitory influences from
areas showing relative increases. Below, we expand on these
points and conclude by suggesting that the interpretation of rCBF
decreases gains an important level of specificity through the use of
network analysis.

Regional deactivations
A set of seven brain regions, located in bilateral frontal and
temporal cortices and in posterior cingulate, was identified in
three different comparisons. A critical question is whether this
finding truly reflects a reduction of rCBF in the retrieval condi-
tions rather than increased rCBF in the baseline condition. Two
pieces of evidence support an explanation in terms of reduced
rCBF.
First, the network analysis revealed that the interactions among

areas were generally weaker in the baseline condition, whereas
they were stronger and more negative during recognition. If it
were the case that the areas were more active during baseline,
stronger positive interactions would be expected in the network
(see McIntosh et al., 1994, 1995, for an example of activations
from stronger network interactions). Second, the regions identi-
fied with decreased rCBF correspond well with previous findings
of deactivations during episodic retrieval. These studies have
included different baseline tasks than that used in the present
study, and some have included nonverbal stimuli (Moscovitch et
al., 1995; Haxby et al., 1996). Taken together, this suggests that
episodic retrieval tasks are associated with decreased activity in
some brain areas.

Functional influences
Previous findings of decreased regional activity during episodic
retrieval have been proposed to reflect inhibitory influences from
other brain regions (Grasby et al., 1993; Andreasen et al., 1995).
To more directly test this proposal, we analyzed the pattern of
interactions between areas showing increased and decreased rel-
ative activity. The network analysis revealed that influences from
activated regions generally were stronger and more negative on
regions showing relative deactivations in the retrieval condition.
Specifically, for six of the seven regions showing decreased activ-
ity, the total influence was more negative in the recognition
condition than in the reading condition. Importantly, all four
brain regions showing increased activity during recognition con-
tributed to this effect. This outcome of the network analysis
supports an explanation that the observed decreases in activity
during episodic retrieval resulted from inhibition by regions show-
ing increased activity.
It should be emphasized that deactivations need not always

result from inhibition. They can also arise from weaker (less
positive) interactions between brain regions (McIntosh et al.,
1995). Both of these outcomes are illustrated schematically in
Figure 4. In the present case, however, the network analysis
showed very good agreement between the areas showing relative
deactivation and those that were inhibited in the network by
regions showing increased activity in the retrieval condition. It is

Figure 2. Brain regions showing decreased activity during episodic re-
trieval. The figure presents transverse, sagittal, and coronal projections of
brain regions that were found to show significantly (p , 0.005) higher
rCBF during the baseline reading task than during recognition of non-
studied words. The anatomical space refers to the atlas of Talairach and
Tournoux (1988). Numbers placed superior–inferior on sagittal and coro-
nal projections refer to distances (in millimeters) from the plane at 0
connecting the anterior and posterior commissures (AC, PC), numbers
placed rostral–caudal on the sagittal and transverse projections are rela-
tive to AC, and numbers placed medial–lateral on the coronal and trans-
verse planes are relative to the midline. Right (R) is right in the
projections.
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unlikely that this good agreement is artefactual (i.e., a result of the
fact that only regions showing relative increased and decreased
activity were included in the model). Because the covariances
were computed within tasks, they are independent of the relative
changes between tasks (Fig. 4). It is also unlikely that deactiva-
tions and changes in the covariances resulted from limited blood
supply (shunting) because of blood-flow increases in some brain
regions in the retrieval condition. When there are changes in
covariances related to blood flow, the pattern of differences fol-
lows the blood supply distribution, especially in regions of overlap
(Mentis et al., 1994). In addition, it seems unlikely that such a
systematic pattern of inter-regional covariances would arise from
a simple shunting of blood.
The focus of this article has been on areas of relative decrease,

but we also note that, although less troublesome, the same ambi-
guity in interpretation of regional decreases also holds for re-
gional increases. Activations can arise from either stronger influ-
ences on a region or stronger influence of a region. Moreover, the
interpretation of the label “activated” or “deactivated” depends
greatly on the reference task. Structural equation modeling can
aid in distinguishing the several potential sources of changes in
rCBF by examining interactions within a task and then allowing
comparison of the interactions between tasks (Fig. 4).

Ensemble inhibition
Given that the outcome of the network analysis reflects inhibition,
excitatory and inhibitory effects at the present level of investiga-
tion need to be distinguished from effects at finer levels of explo-
ration. PET rCBF data reflect increases and decreases in activity
in populations of neurons (henceforth referred to as ensembles).

The network analysis can therefore be thought of as reflecting
ensemble excitation or inhibition, with a positive path coefficient
representing influences that result in excitation and a negative
coefficient representing influences that result inhibition. Whereas
ensemble excitation or inhibition are statements about the nature
of the interactions between brain areas as defined by the pattern
of covariances in their rCBF, they do not necessarily map exactly
onto the level of individual neurons or columns of neurons. This
follows from demonstrations that the emergent pattern of influ-
ences on one level of organization may not correspond directly to
another level (Douglas et al., 1995; Somers et al., 1995). The exact
relation between neuronal events and metabolic maps continues
to be an important question (Horwitz and Sporns, 1994; Tagamets
et al., 1995). Nevertheless, it is reasonable to assume some cor-
respondence between excitation and inhibition at lower levels of
organization and rCBF.

Functional significance of ensemble inhibition
It seems clear that the functional significance of decreases is as
great as that of increases (Buckner and Tulving, 1995). For
example, bilateral decreases in superior temporal regions, ob-
served during a word fluency task, have been proposed to reflect
inhibition of activity in these regions to prevent unwanted spread
of activation in a network of distributed words (Frith et al., 1991).
Preventing activation of irrelevant responses is also important in
episodic memory retrieval, in which only responses from the
relevant spatio-temporal context are valid. This could explain the
present finding of bilateral temporal decreases during recognition
(Andreasen et al., 1995) resulting from inhibitory effects from
anterior cingulate and right frontal cortex. Similarly, Fletcher et

Figure 3. Functional models for reading and recognition. Standardized path coefficients, computed from data given in Table 2, are presented for all
connections included in the analysis. Thicker arrows in the recognition condition signals a stronger negative influence than in the reading condition.
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al. (1995) suggested that their findings of bitemporal activations
during encoding and bitemporal deactivations during retrieval
may reflect a reduction of language-related processing when there
is a memory demand. In this sense, ensemble inhibition could be
seen as reflecting attentional processes, which is in line with the
previous suggestion that much of the attentional effect manifests
as inhibition of connections (Hernandez-Peon et al., 1956;
Donald, 1983; Chelazzi et al., 1993; Tsotsos, 1995). Such atten-
tional effects would be expected in other contexts that do not
involve episodic retrieval but in which the processing demands are
high.
Thus, by the present view, both excitation and inhibition are

important components of task performance. This view is in good
agreement with the assumption that brain function results from
changes in the covariances among neural elements (McIntosh and
Gonzalez-Lima, 1994). In our previous analysis of the present
data set (Nyberg et al., 1995), we arrived at the conclusion that the
regions with increased activity during recognition constitute com-
ponents of a general episodic retrieval network underlying re-
trieval mode (Tulving, 1983) or retrieval attempt (Kapur et al.,
1996; Schacter et al., 1996). The present subtraction analysis
added components that showed decreased activity to this network,
and the network analysis revealed how regions showing increased
and decreased activity interacted during episodic retrieval. Look-
ing at this total pattern of brain regions and their mutual influ-
ences is essential for a full understanding of the neural circuitry of
human episodic memory (Horwitz et al., 1995).

Conclusion
The present study has shown that episodic memory retrieval is
associated with decreased activity in several brain regions. That
decreased activity associated with episodic retrieval is observed in
similar regions within and across studies indicates that regional
reductions in neural activity constitute an important aspect of
episodic retrieval. On a cognitive level of analysis, it seems plau-
sible that this aspect may have to do with the inhibition of
task-irrelevant processing. By showing that the regional deactiva-
tions resulted, at least in part, from more negative influences from
activated regions, the network analysis provided support for the
existence of inhibitory influences on the neuronal ensemble level.
This outcome of the network analysis relates inhibition on the
cognitive level with inhibition on the physiological level, thereby
illustrating how a network approach to the analysis of functional
neuroimaging data can serve as a bridge between different levels
of analysis and can be used to explicitly test hypotheses about the
interactions that underlie cognitive operations.
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