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Background and Purpose: Receptor internalisation is by nature kinetic. Application

of a standard equilibrium dose response model to describe the properties of a ligand

inducing internalisation, while commonly used, are therefore problematic. Here, we

propose two quantitative approaches to address this issue—(a) a model‐free method

and (b) a kinetic modelling approach—and systematically evaluate the performance of

these methods against traditional equilibrium methods to characterise the

internalisation profiles of cannabinoid CB1 receptor agonists.

Experimental Approach: Kinetic internalisation assays were conducted using a

concentration series of six CB1 receptor ligands. Internalisation rate analysis and

snapshot equilibrium analysis were performed. A model‐free method was developed

based on the mean residence time of internalisation. A kinetic internalisation model

was developed under the quasi‐steady state assumption.

Key Results: Rates of receptor internalisation depended on both agonist and

concentration. Agonist potencies from snapshot equilibrium analysis increased with

stimulation time, and there was no single time point at which internalisation profiles

could infer agonist properties in a comparative manner. The model‐free method

yielded a time‐invariant measure of potency/efficacy for internalisation. The kinetic

model adequately described the internalisation of CB1 receptors over time and pro-

vided robust estimates of both potency and efficacy.

Conclusion and Implications: Applying equilibrium analysis to a non‐equilibrium

pathway cannot provide a reliable estimate of agonist potency. Both the model‐free

and kinetic modelling approaches characterised the internalisation profiles of CB1

receptor agonists. The kinetic model provides additional advantages as a method to

capture changes in receptor number during other functional assays.
1 | INTRODUCTION

Receptor theory has long recognised cell surface receptor density as a

critical factor for determining the magnitude (efficacy) of receptor‐
mide/N‐arachidonoylethanolamine; AU

THC, Δ9‐tetrahydrocannabinol; WIN, W
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mediated signalling responses (Black & Leff, 1983; Furchgott, 1966).

For GPCRs, internalisation is a commonly used pharmacological

“signalling” end point and receptor internalisation as a mechanism to

decrease cell responsiveness to agonists is now seen as a critical
MC, area under the first moment curve; BAY, BAY59,3074; CP, CP55,940; HEK293, HEK,

IN55,212‐2.
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What is already known

• Receptor internalisation is a kinetic process, but standard

equilibrium models are traditionally used for analysis.

What this study adds

• Two novel non‐equilibrium analysis approaches are

proposed and applied, for characterising ligand‐induced

CB1 receptor internalisation.

What is the clinical significance

• Applying equilibrium analyses to dynamic data results in

misinterpretation of drug responses.

• Non‐equilibrium analysis may improve the success rate of

translating lead compounds into innovative clinical

therapies.
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component of both the regulation of physiological GPCR function and

prevention of toxic system overstimulation (Calebiro & Godbole,

2018; Hanyaloglu & von Zastrow, 2008; von Zastrow, 2003).

Functional selectivity (agonist bias) is also an important current

theme in GPCR pharmacology (Smith, Lefkowitz, & Rajagopal, 2018;

Urban et al., 2007). Recently, the effect of time on the interpretation

of agonist bias at D2 dopamine receptors has been investigated (Klein

Herenbrink et al., 2016). This seminal paper made the point that

virtually, all pharmacological studies to date make an implicit analytical

assumption that all pathways are in states of equilibrium (i.e., all

concentrations of all drugs, in all pathways compared, are assumed to

be spatiotemporally stable; Klein Herenbrink et al., 2016), which is pat-

ently not the case. For example, the transient “peak‐and‐decay” nature

of GPCR‐mediated phosphorylation of ERK in human embryonic kidney

(HEK) cells is well documented (Eishingdrelo & Kongsamut, 2013;

Luttrell & Luttrell, 2003). Similarly, many methods for assaying the

effect of GPCR activity of cAMP levels (a prototypical G protein‐

mediated signal) are accumulation assays (as opposed to real‐time

kinetic assays). This means that cAMP levels may progressively increase

with incubation time, due to the inclusion of a PDE inhibitor in the assay

medium, decreasing the turnover of cAMP (Hunter & Glass, 2015).

System non‐equilibrium is further illustrated by bias analysis itself.

It has been shown that ligand‐dependent pathway kinetic differences

result in reversals of agonist bias outcomes for some ligand‐pathway

combinations at different time points. Thus, it appears that agonists

that dissociate slowly from their receptors become “favoured” (in bias

terms) at later time points, whereas other agonists that dissociate

quickly are favoured at earlier time points. This was also apparent in

simple EC50 comparisons, where potencies left‐shifted or right‐shifted

over time respectively (Klein Herenbrink et al., 2016). Interestingly,

the method for bias analysis employed in this study, Operational

analysis (Kenakin, Watson, Muniz‐Medina, Christopoulos, & Novick,

2012; van der Westhuizen, Breton, Christopoulos, & Bouvier, 2014),

explicitly treats receptor amount as a constant, thereby discounting

the role of receptor internalisation in determining the activity kinetics

of the other pathways characterised in the study. It could be argued

that the “snapshot” approach for utilising Operational analysis is there-

fore undermined by this factor.

The cannabinoid CB1 receptor is a family A GPCR which exhibits

complex pharmacology (Howlett et al., 2002; Pertwee et al., 2010).

Interestingly, several of the studies to date that have examined CB1

receptor trafficking have focused primarily on post‐endocytic receptor

fate (Grimsey, Graham, Dragunow, & Glass, 2010; Leterrier, Bonnard,

Carrel, Rossier, & Lenkei, 2004) rather than on internalisation per se.

This may be because ligand‐specific parameters (such as rates and

extents of internalisation) are not inherently meaningful unless they

either involve comparisons between ligands or examine the association

with signalling pathway activities. In general, descriptions to date of

agonist‐driven receptor internalisation have arisen mainly from “tradi-

tional” pharmacological experimental approaches where Emax model

curves are fitted to concentration–response data obtained at only

one or two time points. In some other examples, agonist time courses

were performed at just one concentration of agonist (Ayoub et al.,
2015; Levoye et al., 2015; Shayo et al., 2001). To our knowledge, there

has been little attention given to investigating the kinetic aspect of

agonist‐specific effects on GPCR internalisation, by employing assay

designs that consider both agonist concentration and time.

CB1 receptors are particularly appropriate GPCRs in which to

investigate internalisation, because it is possible to measure receptor

internalisation as a pure process. This is because, in HEK cells, CB1

receptors degrade following internalisation (Grimsey et al., 2010) and

therefore, internalisation data are not confounded by the recycling

of receptor molecules, thus repopulating the cell surface.

The current study set out to systematically investigate the ligand

specificity of CB1 receptor internalisation with a view to determining

how best to capture agonist internalisation activity profiles (both

activity kinetics and concentration dependence). This information will

be valuable in future studies involving additional pathways and end

points (i.e., functional selectivity studies). We have previously

compared the activity of the same six CB1 receptor agonists used in

this study, in another context (CP55,940 [CP]; WIN55,212‐2 [WIN];

anandamide [AEA]; 2‐arachidonoylglycerol [2‐AG]; Δ9‐tetrahydro-

cannabinol [THC] and; BAY59,3074 [BAY]) and chose to continue to

characterise this mini panel of ligands in the current study on the basis

of their structural heterogeneity and variable pharmacology (Finlay

et al., 2017). We propose two quantitative approaches to characterise

agonist activity: (a) a model‐free method and (b) a kinetic modelling

approach. Though applied only to GPCR internalisation data in this

report, we believe that similar approaches may have general applicabil-

ity for the quantification of any non‐equilibrium pharmacological

pathway response.
2 | METHODS

The methods are described in two parts. In the first part, the technical

details of the experimental assays are provided. In the second part,

http://www.guidetopharmacology.org/GRAC/ObjectDisplayForward?objectId=56&familyId=13&familyType=GPCR
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=730
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=733
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=2364
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=729
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=2424
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=2424
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=2424
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three analysis methods for internalisation data are introduced: (a) tra-

ditional methods; (b) model‐free method; and (c) kinetic modelling

approach.
2.1 | Part 1

2.1.1 | Agonist preparation and use

CP, WIN, and BAY were purchased from Tocris Bioscience (Bristol,

UK); AEA and 2‐AG were purchased from Cayman Chemical Company

(Ann Arbor, MI); and (−)‐trans‐Δ9‐THC was purchased from THC

Pharm (Frankfurt, Germany). All drugs were prepared as stocks in

absolute ethanol at concentrations of either 10 mM or 31.6 mM such

that final ethanol concentrations in assays would be 1:1,000 (vehicle

was maintained constant in all assay conditions). Drugs were stored

as single‐use aliquots at −80°C prior to use. In order to allow for

concerns about potential confounding of data due to the presence

of endocannabinoids in serum, all drug stimulations were performed

in the absence of FBS and following a short period of serum starvation

(as described below).

2.1.2 | Cell culture

Cell culture medium was purchased from Hyclone Laboratories (GE

Healthcare Life Sciences), all other culture reagents were purchased

from Thermo Fisher Scientific (Waltham, MA), and culture plasticware

was purchased from Corning (Corning, NY). The 3HA‐hCB1 HEK293

cell line (ATCC, Manassas, VA; Cat# CRL‐1573, RRID:CVCL_0045

transfected with 3HA‐hCB1; Cawston et al., 2013) was cultured in

DMEM supplemented with 10% FBS and 250‐μg ml‐1 Zeocin™, in a

5% CO2, 37°C humidified incubator.

2.1.3 | Competition binding assays

Homogenate radioligand competition binding assays were performed

as previously described (Finlay et al., 2017), except that radioligand

([3H]‐CP) was used at its predefined pKD of 1.6 nM (Finlay et al.,

2017). Full concentration‐displacement curves were performed for

each displacer ligand (WIN, AEA, 2‐AG, THC, and BAY).

2.1.4 | Receptor internalisation assays

For agonist‐induced internalisation, all the internalisation assays were

performed with eight different concentration levels (serial dilutions) of

six CB1 receptor ligands: CP, WIN, AEA, 2‐AG, THC, and BAY.

Terminal sampling of agonist‐induced internalisation was taken at 0,

2, 4, 8, 15, 30, and 60 min. For constitutive internalisation assays

(which were performed in the absence of agonist), terminal sampling

was performed at 0, 30, 60, 90, 120, 180, 240, 300, 360, and

480 min. The longer time course was required due to the much slower

rate of constitutive internalisation.

Internalisation assays were performed largely as described in

Grimsey, Narayan, Dragunow, and Glass (2008). In brief, 3HA‐hCB1
HEK cells were plated into poly‐D‐lysine coated 96‐well, clear culture

plates (Nunc, Roskilde, Denmark), at a density of 4 × 104 cells per well.

After approximately 16 hr of culture, medium was aspirated and cells

were then serum starved in DMEM supplemented with 1‐mg·ml−1

BSA (SFM) for at least 1 hr. Primary mouse anti‐haemagglutinin clone

16B12 monoclonal antibody (BioLegend San Diego, CA; Cat# 901502,

RRID:AB_2565007) was diluted 1:500 in SFM. Antibody dilution was

pre‐warmed to 37°C and dispensed in a staggered fashion so that

every time point was exposed to primary antibody for 30 min prior

to drug stimulation. At the end of the 30‐min antibody incubation,

the antibody dilution was aspirated, and wells were washed with

pre‐warmed SFM. SFM was immediately aspirated, and a serial dilu-

tion of agonist was dispensed (pre‐warmed to 37°C). The plate was

immediately returned to the incubator. The primary antibody labelling,

washing, and drug stimulation were repeated at subsequent time

points as appropriate, such that all time points assayed on each micro-

plate would conclude at the same time. At this point, plates were

moved to an ice bed for approximately 5 min to arrest receptor

trafficking. Drug dilutions were then aspirated, and secondary Alex

Fluor® 488 goat anti‐mouse antibody (1:300; Thermo Fisher Scientific

Cat# A‐11029, RRID:AB_2534088) was dispensed in SFM. Plates

were incubated at room temperature for 30 min, and antibody dilution

was then aspirated and wells were washed twice with SFM. SFM was

aspirated, and cells fixed in 4% paraformaldehyde (Sigma Aldrich, St

Louis, MO) in 0.1‐M phosphate buffer for 10 min. Paraformaldehyde

was aspirated, and wells were washed twice with PBS. Finally, nuclei

were stained with Hoechst 33258 (Sigma Aldrich; 4 mg·ml−1 in milliQ,

diluted 1:500 in PBS supplemented with 0.2% Triton‐X100, PBS + T)

for 15 min, and wells were washed twice with PBS + T prior to

imaging.

As antibodies do not permeate live cells, only receptors resident at

the cell surface at the beginning of the stimulation and labelled with

primary antibody that were still resident at the cells surface at the

conclusion of stimulation were labelled with secondary antibody.

Thus, declining fluorescence intensity correlates with increased

internalisation. This protocol is given the shorthand designation “live‐

at‐start,” to reflect the fact that the primary antibody labelling was

performed at the start of the assay (prior to the trafficking

stimulation).

2.1.5 | Image acquisition and analysis

The receptor internalisation assay method described in the previous

section is amenable to quantitative immunocytochemistry analysis.

Images were acquired utilising the ImageXpress® Micro XLS High‐

Content System (automated microscope) and quantified with its asso-

ciated image analysis platform, MetaXpress® v6.2.3.733 (MetaXpress,

RRID:SCR_016654; Molecular Devices, Sunnyvale, CA, USA). Images

were acquired with filters for both 488 and Hoechst wavelengths for

four sites per well, at 10× objective magnification. Exposure times

were set empirically by testing the expected brightest wells and

adjusting so the resulting pixel intensities would be approximately

50% of the maximum limit of detection (typically 1,500 ms for 488,

http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=734
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=734
https://www.moleculardevices.com/products/cellular-imaging-systems/acquisition-and-analysis-software/metaxpress
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120 ms for Hoechst). This was necessary in order to avoid image sat-

uration, which results in a loss of information because the relative

intensities of bright pixels cannot be distinguished. Images in both

channels were saved as 16‐bit tiff images, with pixel intensities (“grey

levels”) scaled 0–65,535.

Image analysis in MetaXpress® was performed by the application

of an analysis method first reported by Grimsey et al. (2008), with

modifications reported in Finlay, Joseph, Grimsey, and Glass (2016).

This analysis entailed calculating fluorescence intensity per cell above

background (based on a user‐defined intensity threshold) and is

reported in arbitrary units for total grey value per cell.
2.2 | Part 2

2.2.1 | General aspects of data analysis

The data and statistical analysis comply with the recommendations of

the British Journal of Pharmacology on experimental design and anal-

ysis in pharmacology (Curtis et al., 2018). Concentration–response and

time course data were replicated in three independent experiments.

This may appear to conflict with the BJP minimum experimental repli-

cation requirement (n = 5). However, as the data are analysed by

simultaneous global fitting of responses at six time points and eight

concentration levels, the effective sample size is much larger than five.

Furthermore, no statistical comparison was performed on these data;

rather, they were used for the development of the mechanistic kinetic

model of internalisation. All the plots and curve fittings were obtained

using GraphPad Prism v7.0 (GraphPad Prism, RRID:SCR_002798).

Plots show representative data (mean ± SEM) of technical replicates,

unless otherwise specified.

Internalisation rate analysis

As receptor internalisation is progressive (longer time results in more

internalisation), the surface receptors that were initially labelled with

the primary antibody would eventually be fully internalised if enough

time was given (i.e., plateau equal to zero). Hence, the time course

of internalisation for each ligand at every concentration level was sep-

arately fitted with a one‐phase decay model (parameter “Plateau”

constrained to 0) in GraphPad Prism v7.0. Rates (t1/2) were obtained

from these curve fits and reflect the time for each concentration of

a ligand to induce internalisation of 50% of the receptor on the cell

surface.

Traditional “snapshot” equilibrium analysis

For each ligand, separate concentration–response curves were plotted

at each assay time point (2, 4, 8, 15, 30, and 60 min) using the mean of

the technical replicates to provide a concentration–response curve.

The three‐parameter Emax model (nH constrained to 1) was fitted to

each set of data in GraphPad Prism v7.0. These fits were used to

obtain concentration–response parameters (i.e., Emax and pEC50).

Where concentration–response curves could not be fitted, connecting

lines were drawn between data points to help visualise trends.
2.2.2 | Model‐free method

Model‐free metric for quantifying internalisation

In the area of pharmacokinetics, mean residence time (MRT) is widely

used as a model‐free metric for estimating the average time a drug

stays in the human body (Gabrielsson & Weiner, 2001; Gibaldi &

Perrier, 1982). It is defined as the ratio of the area under the first

moment curve (AUMC) and the AUC of concentration versus time.

MRT ¼ AUMC
AUC

: (1)

Although this summary variable has its roots in pharmacokinetics,

it is ideally suited for describing receptor loss associated with the

kinetics of receptor internalisation. Here, instead of drug concentra-

tion, we are dealing with the fluorescence intensity that is assumed

to be proportional to receptor density. Here, MRT reflects the aver-

age time a labelled receptor remains on the membrane surface.

It is noted that MRT is highly influenced by the measurements at

the terminal phase of the curve. If there are inadequate samples to

cover the terminal phase, MRT estimates may be unreliable. In this

case, constitutive internalisation of CB1 receptors occurs more slowly

than the agonist‐induced internalisation and only a small change in

receptor density occurs by the end of the experiment (1 hr). Therefore,

the estimated MRT will be substantially greater than the experiment

duration (1 hr) and may be imprecisely estimated. Utilising the inverse

of MRT,
1

MRT

� �
, takes advantage of the fact that for slow

internalisation cases, absolute error is small even though
1

MRT
esti-

mates are imprecise. This is because in such instances, values of

1
MRT

would approach 0 anyway.

1
MRT

¼ AUC
AUMC

(2)

For the calculation of
1

MRT
, AUC was approximated by AUCtlast

0

(AUC until last time point) and AUMC was approximated by AUMCtlast
0

(AUMC until last time point). Hence, the model‐free metric for quanti-

fying receptor internalisation (
1

MRT
) can be expressed as the ratio of

AUCtlast
0 to AUMCtlast

0 (Equation 3). The detailed calculation of AUCtlast
0

and AUMCtlast
0 is described in the Appendices A.

1
MRT

¼ AUCtlast
0

AUMCtlast
0

(3)

Concentration–response analysis

The model‐free metric
1

MRT

� �
was utilised to evaluate the

concentration–response relationship in receptor internalisation. The

concentration–response curve of each ligand was analysed using the

three parameter Emax model (nH constrained to 1) in GraphPad

Prism v7.0.

http://www.graphpad.com/
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2.2.3 | Kinetic modelling approach

Agonist‐induced internalisation model

The schematic plot shown in Figure 1 illustrates the kinetic model for

receptor internalisation. The natural turnover of receptor is controlled

by the receptor synthesis rate (Rsyn) and the constitutive

internalisation rate constant (kcon). In addition, two micro‐rate con-

stants (kon and koff) regulate the ligand‐binding process. The agonist‐

induced internalisation rate constant (kint) is responsible for the

internalisation of formed ligand–receptor complex (AR). CB1 receptor

recycling is assumed to be negligible on the basis of prior research

(Grimsey et al., 2010), and therefore not implemented in the kinetic

model of CB1 receptor internalisation.

In the “live‐at‐start” internalisation assay, newly synthesised recep-

tors are not detectable because they are not labelled by the primary

antibody at the beginning of internalisation assay. In addition, there

is an excess of free ligand (A). Hence, it is reasonable to assume that

binding and internalisation would not significantly alter the concentra-

tion of free ligand. Taking these into account, two model assumptions

are made here:
FIGURE
“live‐at
Assumption 1. The receptor synthesis rate (Rsyn) of

labelled receptor is equal to 0.

Assumption 2. The free ligand concentration is con-

stant over time.
According to these two assumptions, the kinetic model for agonist‐

induced receptor internalisation was derived.

dR
dt

¼ −kcon ·R − kon ·A ·Rþ koff ·AR (4)

dAR
dt

¼ kon ·A ·R − koff ·AR − kint ·AR (5)

R t ¼ 0ð Þ ¼ R0; AR t ¼ 0ð Þ ¼ 0

In order to make inferences about the standard Emax parameters

(e.g., efficacy and potency), it is necessary to evaluate the system at

the steady state, that is, a point at which there is no change in the

species R and AR over time. However, due to the kinetic nature of
1 The schematic plots of the full kinetic model (left) and the q
‐start” internalisation assay
internalisation, there is no single steady state time point. On the other

hand, if one part of the system reacts much faster than any other

parts, then the fast parts of the system can be assumed to be at steady

state even while the system continues to change over time. This

assumption is termed quasi‐steady state (Gibiansky, Gibiansky, Kakkar,

& Ma, 2008). The quasi‐steady state assumption has been widely

applied to derive a useful simplification of target‐mediated drug

disposition model of biologics (e.g., denosumab, tocilizumab, and

canakinumab; Chakraborty et al., 2012; Gibiansky et al., 2012;

Gibiansky & Frey, 2012). In this case, the receptor binding and

agonist‐induced internalisation are much faster than the constitutive

internalisation of receptor. We therefore assumed that ligand–

receptor complex (AR) was at the quasi‐steady state (Assumption 3;

Equation 6, the same as eq. 20 in Gibiansky et al., 2008):

dAR
dt

¼ kon ·A ·R − koff ·AR − kint ·AR ¼ 0 (6)

Here, setting
dAR
dt

to zero means that the free ligand, the free

receptor, and the ligand–receptor complex is at a quasi‐steady state

(as opposed to static‐steady state), where the binding rate is balanced

by the sum of the dissociation and internalisation rates on the scale of

the other processes. It is noted that at the same time,
dR
dt

(Equation 4)

is not equal to zero, meaning that the free receptor is changing over

time. Given the relationship among the free ligand, the free receptor,

and the ligand–receptor complex (Equation 6), the ligand–receptor

complex will change along with the free receptor. Because of the fast

ligand–receptor association (large kon) and dissociation (large koff), and

also fast internalisation of the ligand–receptor complex (large kint), this

change can be considered to be instantaneous compared to the time

scale of the other processes.

Reorganising Equation (6) yields the expression of quasi‐steady

state K (KSS):

KSS ¼ A ·R
AR

¼ koff þ kint
kon

¼ KD þ kint
kon

(7)

It is noted that KSS contains both receptor binding (KD, equilibrium

KD) and internalisation (
kint
kon

) information. In general, KSS will therefore
uasi‐steady state model (right) for agonist‐induced internalisation in a
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be larger than KD. It is noted that the rapid binding assumption (i.e.,

equilibrium binding, see Figure S1) can be considered a special case

of the quasi‐steady state assumption when agonist‐induced

internalisation (kint) is considerably slower than the dissociation of

ligand–receptor complex (koff; Gibiansky et al., 2008). In such cases,

KSS is approximately equal to KD, and the quasi‐steady state model

(Equation A7) collapses into the simpler rapid binding model (Equation

S5). In the current study, the agonist‐induced internalisation of CB1

receptor is very rapid. Hence, the rate constant of agonist‐induced

internalisation (kint) is not negligible compared to the dissociation rate

constant (koff) and therefore, the quasi‐steady state approach is

preferred.

An analytical expression for fluorescence intensity (FI; see

Appendix A.2 for details) is shown.

FI ¼ FI0 ·e
− kconþ kint − kconð Þ·A

KSSþA

� �
·t

(8)

Here, FI0 is defined as the initial fluorescence intensity.

For curve‐fitting purposes, the parameter KSS was recast in loga-

rithm form (i.e., 10−pKSS ), yielding the final equation used for direct

curve fitting:

FI ¼ FI0 ·e
− kconþ kint − kconð Þ · A

10−pKSS þA

� �
·t

(9)

Constitutive internalisation

The constitutive internalisation model (Equation 10) was a sub‐model

of the agonist‐induced internalisation model (Equation 9) when the

ligand (A) was not added (i.e., set A to 0).

FI ¼ FI0 ·e
−kcon ·t (10)

Kinetic modelling analysis

The constitutive internalisation model and the quasi‐steady state

model of agonist‐induced internalisation were implemented in

GraphPad Prism v7.0, as user‐defined equations. The codes for these

equations are available in the Supporting Information. For model

fitting, the least squares (ordinary) fit method in GraphPad Prism was

used. A hands‐on tutorial is also included in the Supporting Informa-

tion to show how to conduct kinetic modelling of internalisation

in Prism.
2.3 | Nomenclature of targets and ligands

Key protein targets and ligands in this article are hyperlinked

to corresponding entries in http://www.guidetopharmacology.org,

the common portal for data from the IUPHAR/BPS Guide to PHAR-

MACOLOGY (Harding et al., 2018), and are permanently archived
in the Concise Guide to PHARMACOLOGY 2017/18 (Alexander

et al., 2017).
3 | RESULTS

3.1 | Rate of receptor internalisation is agonist and
concentration dependent

The agonist‐induced internalisation assay results revealed that the six

CB1 receptor ligands included in the screen had varying profiles

(Figure 2). High concentrations of all six agonists resulted in a majority

of surface receptors internalising after 60 min of stimulation, and

the rate of internalisation was clearly concentration dependent, with

higher concentrations of all six agonists driving receptor interna-

lisation more rapidly than lower concentrations (Figure 2).

In spite of the concentration‐dependent features within each ago-

nist's concentration–response series, maximal rates of internalisation

(where increasing agonist concentration does not further increase

the rate of internalisation) were highly variable between agonists.

The maximum internalisation t1/2 for each ligand (±SEM), in decreasing

order (fastest to slowest), were as follows: 1.44 ± 0.16 min (2‐AG,

Figure 2d), 2.32 ± 0.95 min (WIN, Figure 2b), 4.67 ± 1.07 min (CP,

Figure 2a), 5.96 ± 1.64 min (AEA, Figure 2c), 18.24 ± 0.81 min (THC,

Figure 2e), and 28.16 ± 1.72 min (BAY, Figure 2f). Agonists can there-

fore be clustered into two approximate groups on the basis of

maximum internalisation rate: fast internalisers with t1/2 less than

6 min (2‐AG, WIN, CP, and AEA) and slow internalisers with substan-

tially larger t1/2 (THC and BAY).
3.2 | Snapshot equilibrium‐based potencies of
agonist‐induced internalisation increases with
stimulation time

The data shown in Figure 2 have been represented in conventional

concentration–response format (Figure 3) so that pharmacological

parameters (i.e., Emax and pEC50) could be obtained. It is apparent that

there are large differences in apparent internalisation potency for all

agonists depending on the selected time point for the assay. For exam-

ple, between 4 and 60 min of stimulation, the apparent pEC50 of

CP internalisation increased from 7.90 to 9.33 (Table 1). Apparent

potency shifts were also seen for all the other agonists. Importantly,

it is noted that the fast internalisation agonists (e.g., 2‐AG, Figure 3d)

demonstrate smaller apparent potency shifts than the slower

internalisation agonists (e.g., THC, Figure 3e). At short stimulation time

points, the internalisation data could not be fitted by the Emax model

for some agonists as insufficient internalisation had occurred (e.g., all

time points shorter than 30 min for BAY, Figure 3f). Fundamentally,

these observations mean that there is no single time point at which

all agonist activity profiles may be used to infer agonist properties

comparatively, as is required in contemporary empirical pharmacologi-

cal applications.

http://www.guidetopharmacology.org


FIGURE 2 Representative “live‐at‐start” internalisation time courses, showing agonist‐induced internalisation of surface 3HA‐hCB1 in HEK cells
upon stimulation with concentration series of CP55,940 (a), WIN55,212‐2 (b), AEA (c), 2‐AG (d), THC (e), and BAY59,3074 (f). Symbols represent
raw data (demonstrating mean ± SEM of technical duplicate) and the lines represent the prediction from one phase decay model with parameter
“Plateau” constrained to zero
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3.3 | A model‐free method renders time invariant
potency/efficacy for agonist‐induced internalisation

Through the model‐free approach, the inverse of MRT for the labelled

receptors on the membrane surface (
1

MRT
) was calculated from the

“live‐at‐start” internalisation assay data. Based on this metric, receptor

internalisation concentration–response curves were constructed for

the six CB1 receptor ligands. As shown in Figure 4 and Table 2, the

six CB1 receptor ligands induced receptor internalisation differentially.

Agonists showed large variations in internalisation potency, with pEC50

values varying from 4.68 to 8.55. In addition, large variations in Emax
values were observed (Figure 4), with differences in efficacies proceed-

ing 2‐AG (most efficacious) > WIN > AEA > CP > THC≈ BAY (Table 2).
3.4 | Findings from the kinetic modelling approach
are consistent with findings from the model‐free
method

As shown in Figure S2 and Figure 5, the developed kinetic model

could adequately describe the observations from constitutive and

agonist‐induced internalisation of the six tested CB1 receptor ligands.

In addition, all the kinetic internalisation parameters were precisely



FIGURE 3 Representative “live‐at‐start” internalisation concentration–response curves, showing agonist‐induced internalisation of surface 3HA‐
hCB1 in HEK cells upon stimulation for six different time points with CP55,940 (a), WIN55,212‐2 (b), AEA (c), 2‐AG (d), THC (e), and BAY59,3074
(f). Symbols represent raw data (demonstrating mean ± SEM of technical duplicate) and the curves shown are classic three‐parameter Emax model
fits (nH constrained to one)
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estimated with relative standard error values less than 50% (Table 3).

It was also noted that agonist‐induced internalisation was much more

rapid than constitutive internalisation. Similar to the findings from the

model‐free approach, significant between‐ligand variability was

observed in the potency and efficacy values derived from kinetic

modelling of CB1 receptor internalisation (Table 3); the potency

parameter (pKSS) ranged from 4.41 to 7.83. Of all the tested CB1

receptor ligands, CP exhibited the highest potency and 2‐AG the low-

est. Furthermore, there was around 40‐fold difference in the efficacies

(kint)proceeding2‐AG(mostefficacious)>WIN>AEA≈CP>THC≈BAY

(Table 3). All findings were consistent with the results from the model‐

free method.
3.5 | The relationship between the model‐free and
kinetic modelling methods

Through theoretical evaluation, it was demonstrated that the relation-

ship between internalisation metric (
1

MRT
) and ligand concentration (A)

follows an Emax model (Equation 11, the derivation is detailed in

Appendix A.3). Hence, the potency parameter EC50 from the model‐

free approach can be directly linked to the potency parameter (KSS)

in the kinetic model. Similarly, the efficacy parameter (Emax) from

model‐free approach can be directly linked to the efficacy parameter

(kint) in the kinetic model as well.



TABLE 1 CB1 receptor agonist‐induced internalisation potencies (pEC50 ± SEM) in 3HA‐hCB1 HEK cells from the traditional “snapshot” equi-
librium analysis across six stimulation time points (n = 3, unless indicated otherwise).

Ligand

Assay time point

60 min 30 min 15 min 8 min 4 min 2 min

CP55,940 9.33 ± 0.14 8.69 ± 0.19 8.29 ± 0.14 7.93 ± 0.21 7.90 ± 0.52 7.64 ± 0.62 (n = 2)

WIN55,212‐2 7.70 ± 0.10 7.37 ± 0.12 6.95 ± 0.16 6.65 ± 0.12 6.32 ± 0.15 6.16 ± 0.20

AEA 7.11 ± 0.11 6.73 ± 0.19 6.59 ± 0.42 6.31 ± 0.74 5.30 ± 0.89 (n = 2) 4.88 ± 0.92 (n = 2)

2‐AG 6.46 ± 0.07 6.18 ± 0.07 5.85 ± 0.07 5.61 ± 0.10 5.50 ± 0.05 5.47 ± 0.06

THC 7.88 ± 0.08 7.53 ± 0.08 7.31 ± 0.14 6.91 (n = 1) N.D. N.D.

BAY59,3074 6.52 ± 0.08 6.20 ± 0.13 6.49 ± 0.58 (n = 2) N.D. N.D. N.D.

N.D. ‐ The potency could not be determined for THC and BAY because the internalisation data could not be fitted by the Emax model as insufficient

internalisation at short stimulation time points.

FIGURE 4 Concentration–response curves generated by model‐free
analysis of kinetic internalisation data (the inverse of mean residence
time) showing 3HA‐hCB1 HEK cells signalling on stimulation with a
panel of six agonists: CP55,940, WIN55,212‐2, AEA, 2‐AG THC and
BAY59,3074 Symbols represent model‐free metric calculated from
raw data (demonstrating mean ± SEM of technical duplicates) and the
curves shown are classic three‐parameter Emax model fits (nH
constrained to one)

TABLE 2 The potency/efficacy of CB1 receptor agonists for
internalisation in 3HA‐hCB1 HEK cells using the model‐free approach
with the inverse of mean residence time as the response metric

Ligand

Parameter estimate [RSE%]

pEC50 Emax (min−1)

CP55,940 8.55 [2.2] 0.088 [3.4]

WIN55,212‐2 6.45 [0.96] 0.18 [2.3]

AEA 6.22 [1.6] 0.12 [2.6]

2‐AG 4.68 [0.63] 0.42 [2.9]

THC 7.01 [2.6] 0.057 [2.3]

BAY 6.03 [1.9] 0.048 [1.9]

Abbreviation: RSE, relative standard error.
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1
MRT

¼ kcon þ kint − kconð Þ ·A
KSS þ A

(11)

Apart from the theoretical evaluation, a numerical comparison was

also conducted to explore the correlation between potency/efficacy

parameters derived from kinetic modelling (Table 3) and model‐free
approaches (Table 2). As shown in Figure 6, the potency/efficacy

parameters estimated from kinetic modelling are highly correlated

with those obtained from model‐free approach (potency: r2 = 0.87;

efficacy: r2 = 0.98). Furthermore, the potency and efficacy rank order

of six CB1 receptor agonists was preserved across both methods.
3.6 | Comparison of Ks derived from kinetic
internalisation and equilibrium binding

As shown in Figure 7, the values of pKSS estimated from quasi‐steady

state model of internalisation are highly correlated with the values of

pKD obtained from equilibrium competitive binding assay (r2 = 0.75)

and have the similar rank order. As anticipated, there is a systematic

deviation for the observed higher potency in equilibrium competitive

binding compared to kinetic internalisation. This is consistent with

the quasi‐steady state assumption where KSS is defined as the sum of

KD (receptor binding term) and
kint
kon

(internalisation term; Equation 7).
4 | DISCUSSION

The purpose of current study is to determine possible approaches for

characterising agonist internalisation activity profiles from non‐

equilibrium assay data. The proposed approaches were compared to

the performance of traditional internalisation analysis methods, where

an equilibrium time point is (erroneously) assumed. This analysis

highlighted a limitation of the traditional method due to the existence

of the confounding factors of time and agonist concentration,

demonstrating that apparent potency clearly shifted over time and that

this shift was inconsistent between ligands. Two approaches were pro-

posed and used to characterise internalisation activity. These were (a) a

model‐free method and (b) a full kinetic modelling approach. These

approaches were derived and evaluated based on internalisation pro-

files of a set of CB1 receptor agonists. Both methods performed well

and gave equivalent results.

It was evident using the traditional analysis method that no

single time point was useful for inferring agonist properties in an

internalisation pathway across agonists (Table 1). Furthermore, and



FIGURE 5 The fitting results of the quasi‐steady state internalisation model for agonist‐induced internalisation in 3HA‐hCB1 HEK cells on
stimulation with six CB1 receptor ligands: CP55,940 (a), WIN55,212‐2 (b), AEA (c), 2‐AG (d), THC (e), and BAY59,3074 (f). The line here
represents the prediction from quasi‐steady state model of agonist‐induced internalisation for “live‐at‐start” assay and the symbols (mean ± SEM)
here are the observed data from the internalisation assay
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as anticipated, the estimated potency of the agonist was time‐varying,

demonstrating an artefactual potency left‐shift over time (Figure 3).

This clearly indicates that standard equilibrium assumptions inherent

in traditional pharmacological approaches are invalid for non‐

equilibrium data such as internalisation. Therefore, this analysis

indicates that it is essential to incorporate time into the analysis of

internalisation data for meaningful characterisation of agonist

properties.
Two quantitative approaches were proposed for characterising the

agonist‐specific properties in internalisation in order to accommodate

non‐equilibrium conditions. In the model‐free method, the effect of
time is integrated out via the construction of a model‐free metric,

1
MRT

. The inverse of MRT (
1

MRT
) reflects the inverse of the average time

a labelled receptor remains on the membrane surface. This model‐free

metric can be utilised to evaluate the concentration–response relation-

ship in receptor internalisation. For the kinetic modelling approach,

agonist concentration and time are naturally incorporated into a time‐

based model derived from a mechanistic approximation of receptor

internalisation.

Thus, the current study shows that internalisation data can be

analysed by either the model‐free or kinetic modelling methods, and



TABLE 3 Summary of parameter estimates from the quasi‐steady state internalisation model for agonist‐induced internalisation in 3HA‐hCB1

HEK cells on stimulation with six CB1 receptor agonists

Parameter Definition Parameter estimate [RSE%]

kcon (min−1) Constitutive internalisation rate constant 0.0032 [6.6%]

kint (min−1) Agonist‐induced internalisation rate constant CP55,940 0.11 [5.9]

WIN55,212‐2 0.28 [9.3]

AEA 0.14 [6.6]

2‐AG 1.17 [31.0]

THC 0.029 [5.6]

BAY 0.025 [13.2]

pKSS Negative logarithm of quasi‐steady state K CP55,940 7.83 [0.9]

WIN55,212‐2 6.07 [1.2]

AEA 6.21 [1.1]

2‐AG 4.41 [3.7]

THC 7.67 [1.5]

BAY 5.99 [3.2]

FIGURE 6 Comparison of the potency/efficacy of CB1 receptor agonists for internalisation in 3HA‐hCB1 HEK cells derived from model‐free
method (the inverse of mean residence time) and kinetic modelling approach (the quasi‐steady state internalisation model). (a) Correlation
between potencies of CB1 receptor ligands for internalisation derived from kinetic modelling (pKSS) and model‐free approach (pEC50; r

2 = 0.87).
(b) Correlation between efficacies of CB1 receptor ligands for internalisation derived from kinetic modelling (logkint) and model‐free approach
(logEmax; r

2 = 0.98). Here, the blue dashed line indicates the trend line from linear regression
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both methods provide comparable results (Figure 6). The choice of

method should therefore depend on the aim of the analysis. If the

primary goal is to determine the agonist specific potency/efficacy

parameters for internalisation pathway (e.g., Emax and EC50), then the

model‐free method might be preferred as it is contingent upon fewer

underlying assumptions than kinetic modelling and can be automated.

However, if the study involves analysis and inference of additional

pathways, then a full kinetic modelling approach that provides a mech-

anistic basis for co‐incident pathway activities would be ideal.

The current analysis of internalisation assay data provides an

alternative to established methods (e.g., radioligand binding) for

characterising ligand–receptor binding. It is shown that the results

from internalisation assay are highly correlated with those from bind-

ing assays (r2 = 0.75). However, there is a systematic deviation in

these descriptions of ligand binding: the Ks from binding assays are

lower than those from internalisation assays (Figure 7). One possible

explanation is that the rapid agonist‐induced internalisation of CB1

receptors may decrease cell responsiveness to agonists. This may
cause the internalisation assay (which is conducted in intact cells) to

report lower apparent ligand affinities than the binding assay (which

is conducted in membrane homogenates, so internalisation does not

occur). Another alternative explanation is that agonist affinity in

functional assays may be system dependent. In this case, the

internalisation assay system results in lower agonist affinities than

the binding assay system. Regardless of the cause of this deviation,

this study suggests that the K from internalisation assays can be used

to infer the relative affinities of agonists. On the other hand, the

current analysis of internalisation assay also renders a potentially

valuable ligand specific parameter (kint) for efficacy in internalisation.

The biological interpretation of kint would be the rate constant of

internalisation at the maximally effective concentration of agonist

(Equation A8 and Equation S6).

However, sometimes, it is difficult or impossible to estimate every

kinetic micro‐rate constant from typical functional assays for kinetic

modelling (Hoare, Pierre, Moya, & Larson, 2018). Hence, there is a

need to develop a reduced kinetic model that contains the essential



FIGURE 7 Correlation between pKSS derived from kinetic
internalisation assay in the whole cells and pKi derived from
equilibrium competitive binding assay in membrane homogenates.
Here, the red line indicates the identity line and the error bar
indicates the standard error. Data generally fall below the line of
unity as would be expected if the quasi‐steady state assumption is
valid. The data for pKSS are presented in Table 3 and the data for pKi

are included in Table S1
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features of the full kinetic model (Gibiansky et al., 2008; Mager &

Krzyzanski, 2005). As demonstrated in our case, with certain assump-

tions, the agonist‐specific K can be estimated from non‐equilibrium

data with the reduced kinetic model. This “middle‐out” approach could

reduce the data requirement for kinetic modelling and provide mech-

anistic insights into the kinetic behaviours of signalling pathways given

the data from typical functional assays.

Assumption evaluation is a crucial but often overlooked part of

model development (EFPIA MID3 Workgroup et al., 2016; Karlsson,

Jonsson, Wiltse, & Wade, 1998; Ooi, Wright, Isbister, & Duffull,

2018). Two findings from this study highlighted the utility of assump-

tion evaluation. First, the violation of the equilibrium assumption

underpinning traditional pharmacological models caused an artefactual

potency shift over time (Figure 3). Assumption evaluation helped pick

up this fault, and later, the relaxation of the equilibrium assumption

allowed development of a kinetic internalisation model. Second, two

competing assumptions (rapid binding vs. quasi‐steady state, Figure

S1 and Figure 1, respectively) rendered the same mathematical form

of the kinetic internalisation model but different interpretations of

the K. The K determined under rapid binding conditions is KD (see

Supporting Information), but when the quasi‐steady state assumption

applies, the K is KSSwhich incorporates both binding and internalisation

parameters. The form of the K can be identified by comparing the

internalisation model‐derived K with the equilibrium KD determined

by traditional competition displacement binding assays (i.e., KD). A

systematic deviation between the internalisation model‐estimated K

and the “binding assay” KD (as was the case in this instance, Figure 7)

indicates that the quasi‐steady state assumption was preferred and

therefore, the K determined is the quasi‐steady state K (KSS).

The development of the quasi‐steady state internalisation model is

simple for receptors, such as the CB1 receptors, for which all known
orthosteric ligands (certainly all six agonists used in this study) bind a

shared site. This one‐site binding principle (and its consequence; that

cooperative binding is not relevant) is a standard assumption in this

type of experimental paradigm, and the resulting kinetic model could

adequately describe all the internalisation data produced. However,

for other candidate receptors for which cooperative binding of ligands

(and multi‐site binding) are possible, we note that the quasi‐steady

state internalisation model can be generalised to account for coopera-

tive binding with non‐unity Hill slope (n) and individual initial fluores-

cence intensity (FI0i; detailed in the Supporting Information).

The in vitro internalisation system can be regarded as a simplified

version of the in vivo internalisation system. In vivo, the assumption

of constant ligand concentration (Assumption 2) is invalid as the ligand

concentration will change over time due to the pharmacokinetics of

the ligand. By incorporating a pharmacokinetic model of the ligand

into the in vitro internalisation model, this assumption can be general-

ised and thus an in vivo internalisation model could be proposed. We

also note that this generalisation has already been considered within

the framework of target‐mediated drug disposition (generally) for

monoclonal antibodies (Gibiansky et al., 2008; Mager & Jusko, 2001).

Characterisation of ligand signalling is a critical component of drug

discovery. The quality of the decisions made during the drug charac-

terisation process depends on the robustness and accuracy of the

models utilised to analyse the data. The use of analysis paradigms that

rely on assumptions of equilibrium conditions, when the actual data

are dynamic (lacking a single equilibrium time point), is therefore a

major limitation of prevailing approaches. One direct consequence of

this is that such models misrepresent ligand responses (resulting in

misinterpretation of drug effects)—examples of which we have clearly

demonstrated in the current study (see Figures 2 and 3). Development

of non‐equilibrium analysis paradigms, such as those reported in the

current study, can overcome this problem. This approach helps guide

efficient drug discovery and improves the success rate of translating

lead compounds into innovative clinical therapies.

In conclusion, we have systematically evaluated the performance

of two new analysis methods for evaluating internalisation activity

profiles of CB1 receptors. Both methods, the model‐free method and

kinetic modelling approach, performed equivalently and demonstrated

accurate characterisation of these profiles. It was noted that the tradi-

tional equilibrium analysis technique did not perform well and was

highly sensitive to the time that equilibrium was assumed. The pro-

posed techniques have generality beyond the CB1 receptor and can

be used when quantifying any receptor internalisation but would also

be generally applicable to other types of non‐equilibrium functional

data.
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APPENDICES A

A.1 | Calculation of AUCtlast
0 and AUMCtlast

0

The linear trapezoidal method is used to calculate the AUC, which is

the standard for bioequivalence trials in the area of pharmacokinet-

ics. For a given time interval (ti+1 − ti), the AUC can be calculated

as the product of the average signal (fluorescence intensity in

this case) over the time interval (
FIi þ FIiþ1

2
) and the duration of

time (ti+1 − ti). Summing all the intervals together yields the total

exposure of fluorescence intensity from the first time point to the

last (AUCtlast
0 ).

AUCtlast
0 ¼ ∑

n − 1

i¼1

FIi þ FIiþ1

2
·Δti (A1)

where Δti = ti+1 − ti and tlast denotes the time of the last measured

fluorescence intensity.

Similarly, the linear trapezoidal method can also be used to

calculate the AUMC. The only difference here is that the signal is

the product of time and fluorescence intensity for the calculation of

AUMC. In this sense, AUMC captures the time and averaged intensity

of the interval Δti.

AUMCtlast
0 ¼ ∑

n − 1

i¼1

ti ·FIi þ tiþ1 ·FIiþ1

2
·Δti (A2)

A.2 | The derivation of quasi‐steady state
internalisation model

The measured florescence intensity reflected the amount of all the

labelled receptors remaining on the surface. Hence, it was the

sum of both the labelled free receptor (R) and labelled occupied

receptor (AR):
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RT ¼ Rþ AR (A3)

Solving Equation (7) and Equation (A3) yielded the expressions for

R and AR:

R ¼ KSS · RT

KSS þ A
(A4)

AR ¼ A · RT

KSS þ A
(A5)

From Equations (4) and (5), the changing rate of total labelled

receptor (RT) was derived:

dRT

dt
¼ dRþ dAR

dt
¼ −kcon · R − kint · AR (A6)

Substituting Equations (A4) and (A5) into Equation (A6) yielded the

quasi‐steady state model (Equation A7) for receptor internalisation in

the “live‐at‐start” assay.

dRT

dt
¼ − kcon þ kint − kconð Þ · A

KSS þ A

� �
·RT (A7)

RT t ¼ 0ð Þ ¼ R0

It is noted that kint is the rate constant of internalisation at the

maximally effective concentration of agonist (Equation A8).

dRT

dt
¼ − kcon þ kint − kconð Þ · A

KSS þ A

� �
· RT ��!A→∞

− kint · RT (A8)

From the Equation (A7), the analytical solution (Equation A9) could

be derived:

RT ¼ R0 · e
− kconþ kint−kconð Þ · A

KSSþA

� �
· t

(A9)

Since the fluorescence intensity (FI) was detected to reflect the

density of labelled receptor on the surface, a fundamental assumption

for this analysis was that the measured fluorescence intensity should

be proportional to the amount of labelled surface receptor remaining

on the surface of membrane (Assumption 4). Here, α was a coefficient

to link the unit of receptor density and fluorescence intensity

(Equation A10).

FI ¼ α·RT (A10)

Substituting Equation (A9) into Equation (A10) yielded the model

for quantifying receptor internalisation in “live‐at‐start” assay:

FI ¼ α · R0 · e
− kconþ kint−kconð Þ · A

KSSþA

� �
· t

(A11)
Due to an identifiability issue, it was not possible to separately

estimate α and R0. In order to circumvent this problem, α and R0 were

therefore reduced into a single identifiable quantity (FI0), defined as

the initial fluorescence intensity. This provided the equation of

quasi‐steady state model for agonist‐induced internalisation.

FI ¼ FI0 · e
− kconþ kint−kconð Þ · A

KSSþA

� �
· t

(A12)

A.3 | Theoretical evaluation of the relationship
between model‐free method and kinetic modelling
approaches

In the kinetic modelling approach, the AUC of fluorescence intensity

verse time (AUC) can be directly integrated from the quasi‐steady

state model of internalisation (Equation A13).

AUC ¼ ∫
∞

0
FI dt ¼ ∫

∞

0
FI0 · e

− kconþ kint−kconð Þ · A

KSSþA

� �
· t
dt ¼ FI0

kcon þ kint − kconð Þ · A
KSS þ A

(A13)

Remembering that ∫x·e−a·xdx ¼ −
x·e−a·x

a
−
e−a·x

a2
, the corresponding

AUMC is computed as

AUMC ¼ ∫
∞

0
t · FI dt ¼ ∫

∞

0
t · FI0 · e

− kconþ kint−kconð Þ · A

KSSþA

� �
·t
dt

¼ FI0 · −
t·e

− kconþ kint− kconð Þ·A
KSSþA

� �
·t

kcon þ kint−kconð Þ · A
KSS þ A

−
e
− kconþ kint− kconð Þ · A

KSSþA

� �
· t

kcon þ kint− kconð Þ · A
KSSþA

� �2

2
664

3
775
∞

0

¼ FI0

kcon þ kint− kconð Þ · A
KSSþA

� �2

(A14)

Taking the ratio of AUC and AUMC yields the expression of the

internalisation metric (
1

MRT
) within the kinetic internalisation model

framework (Equation A16):

1
MRT

¼ AUC
AUMC

¼

FI0

kcon þ kint − kconð Þ · A
KSS þ A
FI0

kcon þ kint−kconð Þ · A
KSSþA

� �2

¼ kcon þ kint − kconð Þ· A
KSS þ A

(A15)

1
MRT

¼ kcon þ kint − kconð Þ · A
KSS þ A

(A16)


