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Review of Bestelmeyer et al.

Humans express emotions in many differ-
ent ways. Facial expressions, body postures,
or vocal cues, for instance, communicate a
wealth of information about others’ emo-
tional states. While the adaptive signifi-
cance of these multiple cues has long been
acknowledged (Darwin, 1872/2009), fa-
cial expressions have historically received
more research attention than expressions
via other channels. The interest in vocal
emotions is increasing, but mostly fo-
cused on speech prosodys, i.e., voice mod-
ulations in speech. Vocal communication
does, however, additionally encompass
diverse nonverbal vocalizations, such as
laughter, sobs, or screams. Accounting for
these signals is crucial for a complete un-
derstanding of vocal emotions.

In a recent study published in The
Journal of Neuroscience, Bestelmeyer et al.
(2014) provide new knowledge on this is-
sue by demonstrating that nonspeech vo-
calizations are processed in multiple steps
involving distinct brain networks: bilat-
eral auditory cortices responded to vocal-
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izations’ low-level acoustic features, and a
wider network including the anterior in-
sulae and prefrontal systems processed
higher-order evaluative aspects. While
current models of vocal affect perception
predict such a multistep processing of vo-
cal emotions (Schirmer and Kotz, 2006;
Briick et al., 2011), empirical evidence for
this has been relatively sparse and limited
to speech prosody. These new findings
thus form an important contribution to
the field.

Multiple steps in the processing of
vocal emotions

The findings of Bestelmeyer et al. (2014)
are based on a forced-choice emotion cat-
egorization task of vocalizations that were
morphed on continua between anger and
fear. The task was performed by 19 partic-
ipants in a magnetic resonance imaging
scanner, using a continuous carry-over
design (Aguirre, 2007) to examine how
neural responses to a given vocalization
were modulated by the features of the previ-
ously presented one: attenuated responses
were expected when the preceding vocal-
ization shared a dimension of interest
(acoustic features, perceptual/evaluative
aspects) versus when it differed (adapta-
tion or “carry-over” effects). The experi-
ment included six different sequences of
65 stimuli, each including eight items
consisting of seven morph steps of a con-
tinuum between anger and fear, and a si-
lent null event (the first item was repeated
nine times per sequence, and the remain-

ing ones were repeated eight times; a given
item was preceded and followed by every
other items an equal number of times).
The authors build upon previous behav-
ioral evidence of auditory aftereffects for
vocal expressions, which are suggestive of
neural adaptation phenomena for vocal
emotion categories (Bestelmeyer et al,
2010).

To separate low-level acoustic from
higher-order evaluative processes, an in-
dex of “physical difference” was com-
puted based on the absolute difference in
morph steps between each vocalization
and the preceding one. An index of “per-
ceptual difference” was also computed,
corresponding to the absolute difference
in participants’ subjective judgments of
consecutive stimuli (i.e., the difference in
the proportion of fear categorizations be-
tween each vocalization and the preceding
one). In the analysis of the neuroimaging
data, this perceptual index was orthogo-
nalized to the physical one, allowing the
investigators to examine adaptation ef-
fects produced by higher-order processes
after accounting for the acoustic-related
variance in neural responses. Isolating
higher-order processes is an impressive
feat of this study. However, as the authors
acknowledge, completely isolating low-
level processes was not possible: physical
and perceptual differences are not inde-
pendent. Thus, although consistent with
the predictions of theoretical models
(Schirmer and Kotz, 2006; Briick et al.,
2011), the reported associations between
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physical differences and activity in bilat-
eral superior temporal gyri (STG), left
mid-temporal gyrus, right mid-cingulum,
right precuneus, and right amygdala can-
not be taken as evidence that these regions
selectively encode the vocalizations’ low-
level features.

To examine higher-order processes,
Bestelmeyer et al. (2014) capitalized on
categorical perception effects, previously
reported for speech prosody (Laukka, 2005)
and nonverbal vocalizations (Bestelmeyer et
al., 2010). Categorical perception occurs
when continuous physical changes of stim-
uli do not result in continuous perceptual
changes, but instead are perceived to fall
into discrete categories: equal-sized phys-
ical changes that cause small perceptual
shifts when occurring within a category
will cause larger shifts in perception when
they occur closer to the category boundary.
After explaining variance accounted for by
linear physical differences, Bestelmeyer et
al. (2014) examined neural adaptation ef-
fects reflecting predominantly categoriza-
tion shifts that occurred for stimuli near
the middle of the morphing continuum.
Quadratic associations were found in a
network including bilateral anterior insu-
lae, precuneus, mid-cingulum, left sup-
plementary motor area (SMA), bilateral
precentral gyri, left inferior frontal gyrus
(IFG), left superior frontal gyrus, right
STG, and bilateral medial superior frontal
gyri. These quadratic associations indicate
that hemodynamic responses to a given
vocalization were similar when the pre-
ceding one elicited either identical or
maximally different proportions of fear
categorizations (i.e., perceptually identi-
cal and maximally different consecutive
trials produced similar hemodynamic re-
sponses in these regions); and they were
highest (or lowest, in the case of negative
associations) for consecutive trials elicit-
ing intermediately different perceptual
changes (41-60%).

Finding quadratic, as opposed to lin-
ear, trends was unexpected, and no mech-
anistic account was offered in the paper.
We argue that the quadratic trends may
index emotional ambiguity and associated
categorization/task difficulty. For identi-
cal and maximally different consecutive
trials, the two vocalizations express simi-
larly clear—or similarly ambiguous—
categories, i.e., no differences exist in
categorization difficulty. For intermedi-
ately different consecutive trials, however,
is it more likely than the two vocalizations
differ in ambiguity (e.g., a highly ambigu-
ous vocalization following a clear one).
Thus, a parsimonious interpretation of

these findings is that this network re-
sponds to differential difficulty in the
forced categorization of vocalizations as
“angry” or “fearful.” Longer response la-
tencies for morphs in the middle of the
continuum than for those closer to the ex-
tremes corroborate the potential for task
difficulty effects.

A role for mentalizing and
sensorimotor systems
Among the systems thought to mediate
higher-order processing, two are particu-
larly interesting in the context of the exist-
ing literature, although they are not
discussed in the paper. Like Bestelmeyer et
al. (2014), McGettigan et al. (2013) report
medial prefrontal responses in a study on
authenticity perception in laughter. Dur-
ing passive listening, these sites responded
more strongly to voluntary social-type
laughter than to genuine amusement
laughter. Additionally, the magnitude of
responses predicted performance in an
off-line authenticity detection task. This
was taken to reflect the automatic inter-
pretation of intentions associated with
social laughter, which is arguably more
ambiguous than amusement laughter.
Previously, medial prefrontal cortex was
linked to person perception and attribu-
tion of mental states (mentalizing; Amo-
dio and Frith, 2006). Because participants
did not perform any task, McGettigan et
al.’s (2013) findings cannot be attributed
to task difficulty or motor responses.
Thus, the new results of Bestelmeyer et al.
(2014), combined with previous findings,
suggest that mentalizing systems are part
of the network involved in perceiving
vocalizations, highlighting the social na-
ture of these signals (Briick et al., 2011).
Mentalizing may provide a mechanism
for (1) resolving ambiguity—stimulus-
driven ambiguity in the case of morphed
vocalizations, and socially driven ambigu-
ity in the case of different types of laugh-
ter; and (2) making socio-emotional
inferences of varying complexity: basic
emotion categories (Bestelmeyer et al.,
2014) and nuanced within-category dis-
tinctions (McGettigan et al., 2013).
Another interesting result Bestelmeyer
et al. (2014) report is modulation in sen-
sorimotor systems including SMA, pre-
central gyrus, and IFG. Warren et al.
(2006) reported activations in the same
systems during passive listening of non-
verbal vocalizations and also during the
execution of facial movement, i.e., they
are part of an auditory—motor mirror
network. This suggests that a perception-
to-action pathway contributes to under-
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standing vocalizations. McGettigan et al.
(2013) provided support for this hypoth-
esis by showing a behavioral benefit
(enhanced accuracy in authenticity detec-
tion) associated with functional responses
within sensorimotor sites, possibly re-
flecting simulation of actions involved in
the production of emotional sounds.
Considering Bestelmeyer et al.’s (2014)
task, one can speculate that sensorimotor
responses reflect participants’ effort to
categorize ambiguous stimuli.

Future directions

These insights into vocal emotional com-
munication raise many questions. It would
be interesting, for instance, to examine the
coding of low-level features by exploring
within-category variability; e.g., laughter
is highly variable but well recognized,
allowing one to look at acoustic vari-
ability while controlling for higher-
order aspects (e.g., emotion category;
arousal). Bestelmeyer et al.’s (2014) study,
along with previous findings, provide per-
suasive evidence for mentalizing and sen-
sorimotor processes in the evaluation of
vocalizations. Their role is nevertheless
not considered to be central—or consid-
ered at all—in theoretical accounts of vo-
cal affect (Schirmer and Kotz, 2006; Briick
et al.,, 2011). Future research could ex-
plore whether these systems are more
strongly recruited when the ambiguity of
the stimuli poses more challenges in social
cognition, and whether sensorimotor sys-
tems are more important for nonverbal
vocalizations than for prosody because of their
more directlink to action and to evolutionarily
ancient forms of communication.

The stimuli used by Bestelmeyer et al.
(2014) consist of the vowel /a/ as pro-
duced to express anger and fear, which isa
step forward in expanding previous
prosody-based research in vocal commu-
nication. Future work will benefit from
further investigating different kinds of non-
speech vocal stimuli—including more nat-
uralistic ones (Scott et al., 1997; McGettigan
et al., 2013)—for which relatively little re-
search exists to date. Similarly to speech
prosody, the perceived emotions in nonver-
bal vocalizations can be predicted from
acoustic features (Sauter et al., 2010). Non-
verbal vocalizations are yet distinct from
prosody in important ways, not being con-
strained by verbal information, involving
distinct production mechanisms, and argu-
ably reflecting a primitive form of commu-
nication shared with other animal species
(Juslin and Laukka, 2003).

Other aspects will need to be addressed
as well, such as the bias toward negative
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expressions in emotion research. Greater
emphasis on positive vocalizations that are
frequently encountered in everyday life may
yield more insight. Including tasks and
stimuli covering fine-grained aspects of
emotion processing (e.g., continuous rating
tasks; within-category perceptual distinc-
tions) may also contribute to a nuanced and
ecological view on vocal communication.
Furthermore, current models need to be
validated and expanded to account for indi-
vidual differences, for instance due to devel-
opment across the life span, personality, or
neuropsychiatric conditions. Nonverbal vo-
calizations, however simple they might ap-
pear, hold promise as a valuable tool for
probing the neurocognitive organization of
both basic and sophisticated aspects of hu-
man social-communicative functioning.
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