
Behavioral/Systems/Cognitive

Neural Development of Binaural Tuning through Hebbian
Learning Predicts Frequency-Dependent Best Delays
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Birds use microsecond differences in the arrival times of the sounds at the two ears to infer the location of a sound source in the horizontal
plane. These interaural time differences (ITDs) are encoded by binaural neurons which fire more when the ITD matches their “best
delay.” In the textbook model of sound localization, the best delays of binaural neurons reflect the differences in axonal delays of their
monaural inputs, but recent observations have cast doubts on this classical view because best delays were found to depend on preferred
frequency. Here, we show that these observations are in fact consistent with the notion that best delays are created by differences in axonal
delays, provided ITD tuning is created during development through spike-timing-dependent plasticity: basilar membrane filtering
results in correlations between inputs to binaural neurons, which impact the selection of synapses during development, leading to the
observed distribution of best delays.

Introduction
In many species, interaural time difference (ITD) is the main cue
to sound localization in the horizontal plane (Yin, 2002; Konishi,
2003). Binaural neurons in the nucleus laminaris (NL) of birds
and in the medial superior olive of mammals are sensitive to ITD:
they fire maximally at a preferred interaural delay, called the “best
delay” (BD). They also have a preferred frequency (characteristic
frequency, CF), which is inherited from their monaural inputs in
the nucleus magnocellularis (NM, for birds) or cochlear nucleus
(for mammals). In birds, physiological observations are in gen-
eral accordance with the Jeffress model (Jeffress, 1948): in each
frequency band, binaural neurons have heterogeneous BDs, re-
sulting from differences in axonal delays of their inputs, and the
ITD of the sound source is signaled by the BD of the maximally
activated neuron (Carr and Konishi, 1990). One notable dis-
agreement is that, instead of covering the full physiological range
of ITDs (�250 �s in the barn owl) (von Campenhausen and
Wagner, 2006), BDs rarely exceed half the characteristic period of
the neuron (Wagner et al., 2007; Köppl and Carr, 2008; Carr et al.,
2009), an approximate constraint called the “�-limit.” Figure 1A
shows the BD and CF of 625 cells in the core of central nucleus of
the inferior colliculus (ICCc) of the barn owl (data provided by
H. Wagner (Rheinisch-Westfälische Technische Hochschule,
Aachen, Germany) and previously shown in Wagner et al., 2007):
high-frequency cells tend to have smaller BDs than low-
frequency cells, and 85% of all BDs fall within the �-limit (i.e.,

BD � 1/(2CF), solid curves). From a functional point of view,
this is not a strong constraint because BDs with the same phase
relative to the CF are mostly redundant. Yet, how this �-limit
arises is puzzling and questions the validity of the Jeffress model:
if BDs reflect the difference in axonal delays of ipsilateral and
contralateral inputs, how could they depend on CF, which is a
property of monaural neurons? An alternative model of ITD pro-
cessing, the stereausis model (Shamma et al., 1989), postulates
that BDs arise not from differences in axonal delays, but from
inputs to binaural neurons coming from slightly different places
along the cochlea. This would result in a frequency-dependent
distribution of BDs (Joris et al., 2006). However, in the barn owl,
the inputs to binaural neurons have no or small interaural CFs
mismatches, which are not correlated with the best ITD (Peña et
al., 2001; Fischer and Peña, 2009; Singheiser et al., 2010). There-
fore, there is currently no satisfactory explanation of the fre-
quency dependence of BDs in birds.

Modeling studies have shown that Hebbian spike-timing-
dependent plasticity (STDP) can account for the development of
ITD selectivity (Gerstner et al., 1996) and the formation of an
ITD map (Leibold et al., 2001; Leibold and van Hemmen, 2005).
Since the frequency selectivity of binaural neurons is inherited
from their monaural inputs, it is natural to hypothesize that the
frequency dependence of BDs may be a consequence of exposure
to sounds during a critical development period. Therefore, we
investigated the impact of frequency filtering on the selection of
synapses during development.

Materials and Methods
All models were simulated with the Brian simulator (Goodman and
Brette, 2009), with 5 �s timestep. The longest simulation took 12 d (see
Fig. 5B). Basilar membrane filtering is modeled by fourth-order gamma-
tone bandpass filters (Patterson, 1994), followed by half-wave rectifica-
tion and compression by a 1/3 power law. These filtered sounds are
encoded into spike trains by NM neurons, modeled as noisy integrate-
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and-fire neurons, as described in Goodman
and Brette, 2010 (membrane time constant, �m

� 2 ms; reset potential, Vr � �60 mV; resting
potential, V0 � �52 mV; threshold, Vt � �50
mV; refractory period, trefrac � 1.7 ms; noise,
� � 0.2 mV). Each NL neuron, modeled in the
same way (except �m � 0.1 ms; V0 � �60 mV;
trefrac � 1 ms), receives synapses from 250 NM
neurons on each side, with random axonal
delays between 0 and 667 �s. Synaptic
weights are initially random between 0 mV
and wmax � 1 mV, except in Figure 5 where
they are randomly initialized on each side
within a Gaussian envelope with mean cho-
sen at random between 0 and 667 �s and SD
220 �s (providing a mild initial ITD selectiv-
ity with a random BD).

Synapses are subsequently potentiated or
depressed, according to a standard asymmetri-
cal STDP rule typical of excitatory synapses
(Markram et al., 1997; Bi and Poo, 1998, 2001;
Caporale and Dan, 2008), as shown in Figure
1 D (maximum potentiation: 1% of wmax, time
constant 50 �s; maximum depression: 2.1%,
time constant 125 �s). The contributions of all
spike pairs are summed. Plasticity time con-
stants are short compared with values mea-
sured in the cortex, but neurons in the auditory
brainstem (specifically in the ITD-processing
pathway) are known for their specialized cellu-
lar and synaptic mechanisms that minimize
integration time and preserve precise timing
information (Trussell, 1997; Trussell, 1999).

Sounds were either binaural white noise
(uncorrelated or interaurally delayed) or com-
mercial stereo recordings of natural environ-
ments. After development, ITD selectivity was
tested using binaurally delayed white noise
(measuring best delays as the difference of la-
tencies in response to monaural clicks did not
yield significant changes).

Results
The principle is demonstrated in Figure 1.
Monaural neurons in the NM inherit their
frequency selectivity from hair cells in the
basilar membrane, which filters sounds
around the CF. Neurons preferentially fire
at certain phases of their auditory nerve
input, so that the input periodicity ap-
pears in the cross-correlogram of any two
neurons with the same CF (Fig. 1B). A
binaural neuron in the NL receives inputs
from the NM with different delays. Any
two inputs with delays related by an inte-
ger multiple of the characteristic period
are then correlated (Fig. 1C). If synaptic
weights evolve according to some Hebbian
mechanism, i.e., synapses are strengthened
when input and output are coactive, then
these input correlations should translate
into correlated synaptic modifications.
Since we are interested in the development
of delay selectivity at a submillisecond time-
scale, the basis of such a Hebbian mecha-
nism must be the timing of presynaptic and

Figure 1. Principle of the model. A, BD versus CF for 625 cells of the barn owl ICCc (Wagner et al., 2007): 85% of all BDs are within
the �-limit (solid curves). B, Top, The sound is bandpass filtered by the basilar membrane around a characteristic frequency
(vertical units are arbitrary). Middle, Neurons in the NM encode the filtered sound in spike trains, with a temporal structure that
reflects the filtering. Bottom, As a result, two NM neurons with the same CF show correlated firing, and the periodicity in the
cross-correlogram corresponds to the characteristic period (CP � 1/CF). C, NM neurons project to binaural neurons in the NL, with
different axonal delays (the correspondence between dendritic location and axonal delay is only an illustration choice). The
periodicity in the cross-correlogram of input spike trains results in firing correlations at synapses with delays related by a integer
multiple of the CP: firing at the synapse in red is correlated with firing at synapses in blue. D, Synaptic weights are modified
depending on the relative timing of presynaptic (tpre) and postsynaptic spikes (tpost), for all pairs of spikes, with an asymmetrical
function typical of excitatory synapses (Bi and Poo, 1998; Tzounopoulos et al., 2004). E, Correlated firing results in correlated
synaptic weight modifications, so that stabilized synaptic weights are periodic with respect to their corresponding axonal delay,
the period being the CP. It follows that the BD cannot be greater than the CP.

Figure 2. Development of best delays with fixed ITDs. A, The model is presented with binaurally delayed white noise, bandpass filtered
at the CF, with a fixed “teacher” ITD. Here, the ITD is larger than the CP. B, Synaptic weights are modified by activity through STDP (Fig. 1C).
At the end of the development period, synaptic weights are periodic with respect to their axonal delay so that contralateral and ipsilateral
weightsdifferbyadelayshift that issmallerthanthecharacteristicperiod. C,Asaresult, theITDcurveoftheneuron,measuredwithdelayed
whitenoise,peaksatthesmallestvaluethathasthesamephaseastheteacher ITD, i.e.,withinthe�-limit. D,Bestdelayafterdevelopment
versus teacher ITD for CF�2, 4, 6, and 8 kHz. The BD remains within the �-limit. E, Histograms of BDs for all tested CFs (2– 8 kHz), where
teacher ITD was varied within the physiological range (�250 to 250 �s). The two curves represent the �-limit.
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postsynaptic spikes, that is, STDP. This mechanism has been dem-
onstrated in vitro in many preparations (Markram et al., 1997; Bi and
Poo, 1998, 2001; Caporale and Dan, 2008), in particular in the audi-
tory system (Tzounopoulos et al., 2004), and has been the subject of
many modeling studies (Kempter et al., 1999; Song et al., 2000; van
Rossum et al., 2000), including in the context of ITD selectivity
(Gerstner et al., 1996; Kempter et al., 2001; Leibold et al., 2001;
Leibold and van Hemmen, 2005). Specifically, we consider a plastic-
ity rule where synaptic modification is determined by the difference
in timing of postsynaptic and presynaptic spikes, at each synapse
(Fig. 1D): the synapse is potentiated when the postsynaptic spike
occurs shortly after the presynaptic spike and depressed in the re-
versed order (this asymmetry is typical of excitatory synapses)
(Markram et al., 1997; Bi and Poo, 1998; Tzounopoulos et al., 2004).
Because of input correlations, at the end of the development period,
the synaptic weights for each side (ipsilateral and contralateral)
should be periodic with respect to their corresponding delay, the
period being that of the cross-correlogram
of inputs, which is the characteristic period
of the neuron (Fig. 1E). Therefore, the best
delay, as assessed from the delay shift in syn-
aptic weights between the ipsilateral and
contralateral sides, could not exceed the
characteristic period.

To test this principle, we simulated the
development of ITD selectivity in models
of binaural neurons stimulated by binau-
ral sounds. Initially, the neuron receives
synaptic inputs from monaural neurons
on both sides, with monaural delays vary-
ing between 0 and 667 �s [several times
larger than the maximal ITD experienced
by a barn owl (Moiseff, 1989); as in
Gerstner et al., 1996; Kempter et al., 2001;
Leibold et al., 2001; Leibold and van
Hemmen, 2005; using a larger range
(0 –1250 �s) did not affect the results], and the synaptic weights
evolve according to STDP. We first tested the development of
ITD selectivity when the binaural neuron is stimulated by a bin-
aurally delayed white noise, band-passed filtered around its CF
(Fig. 2A). The ITD is held constant during the entire develop-
ment period. Monaural sounds are first transformed into spike
trains by a set of NM neurons with the same CF, which are mod-
eled as noisy integrate-and-fire neurons (typical responses shown
in Fig. 1B). These neurons project to a binaural NL neuron with
various transmission delays. After a long simulation time, the
firing rate of the NL neuron stabilizes, and the synaptic weights
converge (Fig. 2B). The resulting weights are then periodic with
respect to axonal delay, the period being the characteristic period.
The response of the NL neuron to delayed noises is then modu-
lated by ITD, with peaks at the “teacher” ITD (that of the stimulus
during the development period) and at ITDs shifted by multiples
of the characteristic period, but the highest peak is at the smallest
such ITD (Fig. 2C). We repeated the same numerical experiment
with teacher ITDs varying in the natural range experienced by
owls (�250 �s) and for various CFs between 2 and 8 kHz, which
cover the behaviorally relevant frequency range for sound local-
ization in owls, with all other model parameters unchanged. Fig-
ure 2D shows the BD after development for four different CFs, as
a function of teacher ITD: for small ITDs, the BD essentially
follows the teacher ITD, but when the �-limit is exceeded, a
discontinuity occurs so that the BD remains approximately
within the �-limit. As a result, in most cases, the resulting BD is

in the �-limit, even though for high frequencies most presented
ITDs exceed it (Fig. 2E). ITDs may be larger in low frequencies,
because of the interaural canal (Calford and Piddington, 1988)
and possibly because of reflections in complex acoustical envi-
ronments. Therefore, we checked that the BD in low frequencies
remained approximately within the �-limit when the ITD range
was doubled (Fig. 3).

This first scenario corresponds to the situation when the bird
hears a single sound source in a nonreverberant environment.
Although it provides useful insight about the development of the
�-limit, this is probably not a very realistic representation of the
natural acoustical environment of a barn owl. A more realistic
scenario would include multiple sound sources with echoes, re-
verberation, and noise (e.g., wind, moving leaves, vocalizations,
etc.). However, our explanation does not rely on exposure to
spatialized sounds but on the frequency content of auditory nerve
inputs to the monaural NM neurons. We simulated the exact
same model but with uncorrelated white noise at both ears, in-
stead of delayed noise (Fig. 4). This type of acoustic stimulation is
presumably closer to complex reverberant environments than
binaurally delayed sounds. The inputs to the monaural neurons
on both sides are uncorrelated, but they still oscillate around the
CF (Fig. 4A). As a result, the synaptic weights after development
are periodic with respect to axonal delay (Fig. 4B), as in the case
of delayed binaural noise (Fig. 2), the only notable difference
being that the phase is random. Thus, the binaural NL neuron
is ITD-selective, with a random BD approximately within the
�-limit (Fig. 4C).

Figure 3. Best delay after development versus teacher ITD for CF � 2, 3, and 4 kHz, for a
larger range of ITDs (�500 to 500 �s).

Figure 4. Development of best delays with uncorrelated binaural noise. A, The model is presented with uncorrelated binaural
noise, bandpass filtered at the CF. B, Because of correlations between monaural inputs from the same side, stabilized synaptic
weights are a periodic function of axonal delay, as in Figure 2. C, As a result, the best delay lies within the �-limit.
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We then simulated the development of ITD selectivity in a
population of neurons with various CFs between 2 and 8 kHz,
stimulated by uncorrelated broadband noise (Fig. 5A). It appears
that the resulting BDs are approximately uniformly distributed
within the �-limit. In this scenario, the range of BDs is unrelated
to the natural range of ITDs of single sources. Instead, it is deter-
mined by the frequency selectivity of monaural neurons. Al-
though this might seem surprising if the neurons are to represent
the ITDs of natural sounds, it has the advantage that it provides a
complete representation of all possible interaural phases at all
frequencies, even if the size of the head changes after the devel-
opment period. Finally, we repeated the same simulation of the
neural population but using stereo recordings of a forest instead
of uncorrelated noise. The results in terms of ITD selectivity are
very similar, with almost all BDs within the �-limit (Fig. 5B), the
main difference being that the stabilization of synaptic weights
takes more time. In both scenarios, we note that the �-limit con-
straint is only approximately satisfied: 10 –15% of all BDs lie
beyond this limit. This is consistent with experimental observa-
tions in birds, where BDs can also exceed this limit (e.g., 15% in
Fig. 1A), especially in high frequency.

Discussion
In the classical description of ITD processing in birds, essentially
based on the Jeffress model, ITD selectivity comes from the con-
vergence of monaural inputs with different axonal delays onto
binaural neurons. This seems at odds with the observation that
binaural best delays are smaller than the characteristic period,
because it seems unlikely that axonal delays can be so precisely
related with characteristic frequency. We propose that this is not
initially the case but that it arises through activity-dependent
synapse selection, because of the frequency content of monaural
inputs to binaural neurons. Our explanation relies on a minimal
number of assumptions. First, we assume that binaural neurons
receive monaural inputs with the same frequency selectivity. In
the barn owl, reverse correlation studies have shown that this is a
reasonable assumption (Peña et al., 2001; Fischer and Peña, 2009;
Singheiser et al., 2010). Second, we hypothesized that ITD selec-
tivity arises from activity-dependent synaptic plasticity. Al-

though this is more speculative because it has not been directly
observed in the NL yet, such plasticity mechanisms have been
observed to underlie the development of sensory receptive fields
in many areas of the nervous system (Meliza and Dan, 2006; Mu
and Poo, 2006; Keuroghlian and Knudsen, 2007; Richards et al.,
2010). In barn owls raised with a monaural occlusion (which
changes both the timing and level of sounds), the ITD tuning of
neurons of the optic tectum is shifted, consistently with changes
in acoustical cues (Mogdans and Knudsen, 1992). Since this ad-
aptation is frequency-specific, it must occur at an early stage in
the auditory pathway: it has indeed been identified in the lateral
shell and external nucleus of the inferior colliculus (Gold and
Knudsen, 1999, 2000). Previous modeling studies have also
shown that STDP is a viable mechanism for the development of
ITD selectivity (Gerstner et al., 1996; Kempter et al., 2001; Lei-
bold et al., 2001; Leibold and van Hemmen, 2005). Thus, these
two assumptions are plausible and are sufficient to account for
the frequency dependence of BDs. In addition, while previous
studies showed that ITD selectivity could develop with binaurally
delayed noise, we have shown that this is not a requirement for
either ITD selectivity or the emergence of the �-limit, since we
obtained similar results with uncorrelated binaural noise. This is
an important point because the natural acoustical environment
of a bird includes multiple sources, reverberation and noise,
which is very different from a single source with no reverberation.

Alternative hypotheses have been proposed to explain the fre-
quency dependence of BDs. A frequency selectivity mismatch
between the ipsilateral and contralateral sides could in principle
result in frequency-dependent BDs (Joris et al., 2006). However,
at least in the barn owl, this does not seem to be the case (Peña et
al., 2001; Fischer and Peña, 2009; Singheiser et al., 2010). Another
possibility is that delays are not axonal but due to intrinsic
voltage-dependent ionic channels in the dendrites, for example,
K� channels. Indeed, tonotopic variations in intrinsic neuronal
properties have been observed [e.g., shorter time constants for
higher frequencies in the chicken (Fukui and Ohmori, 2004;
Kuba et al., 2005)]. However, these delays would still need to be
adjusted in a frequency-dependent way (e.g., with CF-dependent
channel density). While this does not seem impossible, it poses
the same fine-tuning problem as with axonal delays. Therefore, it
seems likely that the frequency dependence of BDs must be ac-
counted for by an activity-dependent plasticity mechanism,
whether it affects synapses or intrinsic channels.

Although we have focused on ITD processing in birds, BDs are
also CF-dependent in mammals (McAlpine et al., 2001; Thomp-
son et al., 2006; Joris and Yin, 2007). In principle, our proposition
could apply equally well to mammals, but some aspects of the
distribution of BDs are not predicted by Hebbian learning alone.
Specifically, BDs near 0 �s are rare in small mammals (gerbils and
guinea pigs), while corresponding ITDs are present in natural
acoustical environments. As this is not seen in birds with similar
head size and preferred frequencies (Köppl and Carr, 2008), a
different or additional mechanism must explain this aspect of
delay distributions in mammals. It has been proposed that the
source of internal delays in mammals is fast contralateral inhibi-
tion rather than axonal delay (Grothe, 2003) (this inhibitory
mechanism is not present in birds). However, it does not explain
by itself the frequency dependence of BDs, because inhibitory
strength would still need to be fine-tuned as a function of CF.

In conclusion, our results suggest that the frequency depen-
dence of BDs may simply be a by-product of the way ITD tuning
develops in binaural neurons. It does not impair the ability of
these neurons to represent the azimuth of sound sources, because

Figure 5. Distribution of best delays versus characteristic frequency. A, The best delays of
binaural neurons with various CFs are initially random, with only �40% within the �-limit.
After a long exposure to uncorrelated binaural noise, most stabilized best delays lie within the
�-limit. B, The same phenomenon occurs when uncorrelated noise is replaced by stereo re-
cordings of a natural environment (forest).
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BDs that differ by an integer number of characteristic periods are
mostly redundant. Perhaps more interestingly, it also provides a
complete representation of ITDs which is functional in any
acoustical environment, even if the head of the animal continues
to grow after the critical development period. This suggests that
the distribution of BDs does not simply mirror the statistics of
binaural sounds during development but instead provides a ro-
bust representation of changing environments.

Notes
Supplemental material for this article is available at http://audition.ens.
fr/brette/papers/pilimit.html. Supplementary movies. This material has
not been peer reviewed.
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