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Retinotectum by a Neural Circuit Model with Spike
Timing-Dependent Plasticity
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The development of direction selectivity in the visual system depends on visual experience. In the developing Xenopus retinotectal
system, tectal neurons (TNs) become direction selective through spike timing-dependent plasticity (STDP) after repetitive retinal expo-
sure to a moving bar in a specific direction. We investigated the mechanism responsible for the development of direction selectivity in the
Xenopus retinotectal system using a neural circuit model with STDP. In this retinotectal circuit model, a moving bar stimulated the retinal
ganglion cells (RGCs), which provided feedforward excitation to the TNs and interneurons (INs). The INs provided delayed feedforward
inhibition to the TNs. The TNs also received feedback excitation from neighboring TNs. As a synaptic learning rule, a molecular STDP
model was used for synapses between the RGCs and TNs. The retinotectal circuit model reproduced experimentally observed features of
the development of direction selectivity, such as increase in input to the TN. The peak of feedforward excitation from RGCs to TN shifted
earlier as a result of STDP. Together with the delayed feedforward inhibition, a stronger earlier transient feedforward signal was gener-
ated, which exceeded the threshold of the feedback excitation from the neighboring TNs and resulted in amplification of input to the TN.
The suppression of the delayed feedforward inhibition resulted in the development of orientation selectivity rather than direction
selectivity, indicating the pivotal role of the delayed feedforward inhibition in direction selectivity. We propose a mechanism for the
development of direction selectivity involving a delayed feedforward inhibition with STDP and the amplification of feedback excitation.

Introduction

The development of visual functions, such as direction selectivity,
is thought to require visual stimuli (Wiesel, 1982; Katz and Crow-
ley, 2002; Hooks and Chen, 2007). Direction selectivity is the
capacity of neurons to respond more significantly to moving
visual stimuli in one preferred direction than in any other
direction. Direction selectivity in the mammalian primary vi-
sual cortex (V1) is significantly reduced by visual deprivation
(Cynader and Chernenko, 1976; Humphrey and Saul, 1998; Li et
al., 2006). Recent reports indicate that repetitive retinal exposure
to a moving bar in a specific direction induces the development of
direction selectivity in ferret V1 (Li et al., 2008) and the develop-
ing Xenopus retinotectal system (Engert et al., 2002; Mu and Poo,

Received July 22, 2010; revised Nov. 2, 2010; accepted Nov. 29, 2010.

This work was supported by a grant in-aid for scientific research on priority areas “Systems Genomics” from the
Ministry of Education, Culture, Sports, Science, and Technology of Japan (MEXT), and the National Project “Next-
generation Integrated Living Matter Simulation” of the MEXT. M.H. is a research fellow of the Japan Society for the
Promotion of Science. We thank T. Hosoya for valuable discussions and the members of our laboratory for helpful
comments.

Correspondence should be addressed to Shinya Kuroda, Department of Biophysics and Biochemistry,
Graduate School of Science, University of Tokyo, Hongo 7-3-1, Bunkyo-ku, Tokyo 113-0033, Japan. E-mail:
skuroda@bi.s.u-tokyo.ac.jp.

K. Tanaka's present address: Center for Functional Connectomics, Korea Institute of Science and Technology, 39-1
Hawolgokdong, Seongbukgu, Seoul, 136-791, Republic of Korea.

DOI:10.1523/JNEUR0SCI.3811-10.2011
Copyright © 2011 the authors ~ 0270-6474/11/311516-12$15.00/0

2006). The development of direction selectivity involves change
in receptive fields, time profiles of input to direction-selective
neurons, and time integration of the input through training. Fur-
thermore, Mu and Poo (2006) hypothesized that the develop-
ment of direction selectivity in the Xenopus retinotectal system is
mediated by spike timing-dependent plasticity (STDP) (Mu and
Poo, 2006), which involves bidirectional modifications in synap-
tic strengths depending on the relative spike timing between pre-
synaptic neurons and postsynaptic neurons (Bi and Poo, 1998;
Zhang et al., 1998; Froemke and Dan, 2002; Dan and Poo, 2004).
However, the mechanism responsible for the development of di-
rection selectivity remains unclear.

Although some neural circuit models have been proposed to
explain the development of direction selectivity in V1 as a result
of STDP (Buchs and Senn, 2002; Shon et al., 2004; Wenisch et al.,
2005), the development of direction selectivity has not been di-
rectly compared with experimental results. We constructed a re-
alistic neural circuit model of the Xenopus retinotectal system
that could be quantitatively compared with various observed ex-
perimental features (Engert et al., 2002). To incorporate a synap-
tic learning rule, we simplified the detailed molecular STDP
model (Urakubo et al., 2008, 2009) to produce a simple STDP
model that retained the ability to reproduce the experimentally
observed temporally asymmetric learning window (Fig. 1B; sup-
plemental Fig. 7, available at www.jneurosci.org as supplemental
material) (Froemke and Dan, 2002; Froemke et al., 2006; Ur-
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Figure 1.

and neighboring TNs and the summation of these three inputs (total input), as indicated.

akubo et al., 2008). This simple STDP model can be used to test
the development of direction selectivity. Our retinotectal circuit
model reproduced several features of the development of direc-
tion selectivity. We propose that STDP at the synapse between the
RGCs and the TNs combined with delayed feedforward inhibi-
tion leads to the amplification of the inputs from neighboring
TN, resulting in the development of direction selectivity. By con-
trast, only STDP without delayed feedforward inhibition resulted in
the development of orientation selectivity. A part of this work was
published earlier in an abstract (Honda et al., 2009).

Materials and Methods

Retinotectal circuit model. We developed a retinotectal circuit model by
extracting essential knowledge to explain the development of direction
selectivity from experimental findings for neural activity, connectivity,
and receptive field properties (Fig. 1 A; supplemental Fig. 1, available at
www.jneurosci.org as supplemental material) (Rybicka and Udin, 1994;
Engert et al., 2002; Tao and Poo, 2005; Akerman and Cline, 2006; Lien et
al., 2006; Mu and Poo, 2006; Vislay-Meltzer et al., 2006; Pratt et al., 2008).
A detailed description of the retinotectal circuit model is presented in the
following sections; here, a brief overview is provided. For simplicity, we
modeled one tectum receiving optic input from a contralateral eye. The
retinotectal circuit model is comprised of three types of neurons, retinal
ganglion cells (RGCs), interneurons (INs), and tectal neurons (TNs). In
the retinotectal circuit model, synaptic strengths are modified through
STDP only in the synapses between the RGCs and the TNs (Zhang et al.,
1998; Engert et al., 2002), while other synapses are fixed. The synaptic
strengths of TN-TN synapses have been experimentally reported to change
inaspike timing-dependent manner (Prattetal.,2008). However, the timing

C

J. Neurosci., January 26, 2011 - 31(4):1516-1527 « 1517

window has not been examined, and the STDP
learning rule of TN-TN synapses remains un-
known. In addition, the developmental stages of
Xenopus investigated in our study (stages 42—45)
(Engert et al., 2002) are earlier than those in-
vestigated by Pratt et al. (2008) (stages 45—

RGC input

>

49). For these reasons, we did not include the
synaptic modification of TN-TN synapses into
the retinotectal circuit model. White moving bar
stimuli were presented to the RGCs, and the re-
sponse properties of each neuron were examined.
Unless specified, we simulated the time-varying

IN input

)

firing rate of each neuron but not the membrane
potential. Only for calculating the changes in syn-
aptic strengths through STDP, we generated the
spikes of RGCs and TN from the firing rates of
RGCs and TNs, respectively, according to the
Poisson process (see below for details). For the

TN input

)

numerical simulations, the fourth-order variable
time-step Runge—Kutta method (Matlab func-
tion ode45) was used for stable and precise com-
putation. The constructed programs are available
for download (http://www.kurodalab.org/info/
retinotectum/index.html).

Total input

250 450 650

Retinotectal circuit model. A, Structure of the neural circuit in the retinotectal circuit model. The model contains 185
RGCs, 37 INs, and 37 TNs. The RGCs have excitatory projections to both the TNs and the INs. Each IN has an inhibitory projection to
the TN, which receives excitation from the same RGCs as each IN does. TNs have excitatory projections to neighboring TNs. Open
circles represent excitatory synapses, which are modified through STDP, and filled circles represent excitatory synapses, which are
fixed and not modified through STDP. Filled square represents an inhibitory synapse, which is fixed and not modified through STDP.
B, Temporally asymmetric learning window reproduced using a simple STDP model that is included in the synapses from RGCs to
TNs. A detailed description of the simple STDP model is provided in the supplemental material (available at www.jneurosci.org). C,
D, Time profiles of the model responses to a fast-moving bar (0.3 m/ms) before training. €, Light amplitude at the center of the
receptive field of the RGCindicated by the arrow in A and firing rates of the RGC, the IN located in the center of the tectum, and the
TN located in the center of the tectum, as indicated in A. D, Inputs to the TN located in the center of the tectum from the RGCs, IN,

Structure of the retinotectal circuit model. Our
retinotectal circuit model consisted of one ret-
inal and two tectal layers (supplemental Fig. 1,
available at www.jneurosci.org as supplemen-
tal material). The retinal layer was a two-
dimensional lattice in a circle with a radius of
65 um, and one RGC was located at each lattice
point (185 RGCs in total). The distance be-
tween nearest lattice points, or the distance be-
tween nearest RGCs, was 62 um. The first
tectal layer was a two-dimensional lattice in a
circle with a radius of 30 wm, and one IN was
located at each lattice point (37 INs in total).
The distance between nearest INs was 612
um. The second tectal layer was a two-
dimensional lattice in a circle with a radius of
30 wm, and one TN was located at each lattice point (37 TN in total).
The distance between nearest TNs was 62 wm. The lattice orientations
were the same across all three layers. To define the location of each
neuron in each layer, we set two perpendicular-directed axes, the x-axis
and y-axis along the lattice orientations. The coordinates of the neuron
were represented as (x, y) (wm). The position of the neuron located at the
center in each layer was represented as (0, 0). In supplemental Figure 1
(available at www.jneurosci.org as supplemental material), neurons were
indicated with four different symbols (open circles, filled circles, open
diamonds, and filled diamonds) to illustrate connectivity in the retino-
tectal circuit model. We assumed the distance between nearest RGCs was
62 wm based on the following experimental observations. It has been
reported that a retinal area is 0.09 mm 2 and the number of RGCs is 2700
per retina in Xenopus tadpole at stage 45 (Gaze and Grant, 1992). From
this observation, we estimated the distance between nearest RGCs to be 6
wm. On the other hand, we estimated the diameter of an RGC of Xenopus
tadpole at stages 43—44 to be 11 wm based on the anatomical study of
Huang and Moody (1993). Therefore, we set the distance between 6 and
11 wm. We confirmed that the development of direction selectivity by a
fast-moving white bar (see below) can also be reproduced with the dis-
tance 10V/2 wm, which is >11 wm (data not shown).

Experimental studies have shown that the RGCs send excitatory input
to both the INs and TNs (Rybicka and Udin, 1994; Akerman and Cline,
2006; Lien et al., 2006), the INs send inhibitory input to the TNs (Rybicka
and Udin, 1994; Akerman and Cline, 2006; Lien et al., 2006), and the TNs
send excitatory input to the TNs (Pratt et al., 2008). Furthermore, each
receptive field of a TN occupies most of the retinal area (50—-80%) (En-
gert et al., 2002; Tao and Poo, 2005; Vislay-Meltzer et al., 2006). The total
numbers of neurons that send excitatory input to one TN were assumed

850
time (ms)
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by the number of EPSCs evoked by one sweep of a moving bar (Engert et
al., 2002). Based on these experimental findings, we determined the con-
nectivity in the retinotectal circuit model. The IN located at the position
(x, ¥) on the first tectal layer received excitatory input from 21 RGCs
indicated by the same symbol, which were located within a circle with
center (x, y) and aradius of 40 wm on the retinal layer, and sent inhibitory
input to the TN located at the position (x, y) on the second tectal layer.
The same 21 RGCs also sent excitatory input to the TN located at the
position (x, y). The projections from RGCs to any IN and TN pairs are
identical, regardless of the locations of the IN and TN pairs. The TN
located at the position (x, y) received excitatory input from the neigh-
boring TNs located within a circle with center (x, y) and a radius of 12.5
um, regardless of the symbol. Therefore, the numbers of the neighboring
TNs, from which the TNs received input, are gradually decreasing from
the center to the edge of the second tectal layer. The directions of moving
bars were chosen from 45°, 135°, 215°, or 305° from the x-axis.

Model of RGCs. To simulate the response of the RGCs to moving bars, we
made an RGC model based on a linear—nonlinear cascade model (supple-
mental Fig. 2, available at www.jneurosci.org as supplemental material)
(Berry et al., 1999). To simplify the implementation of the model, only the
OFF-center RGCs were modeled because the responses of the TN to light
decrements are much larger than those to light increments (Zhang et al.,
2000; Engert et al., 2002). In the RGC model, the input was a visual stim-
ulus and the output was the time-varying firing rate of the RGC. The
visual stimulus was passed through a spatial and temporal linear filter.
The description of this filtering process is as follows:

u(t) = g(v)fOc J'Oc dxdyft dt’ - s(x, y, t') ~ks(x, y) - kt(t — t')

(1)

ks(x, y)

(ol E) el ) ez

0, otherwise

t t t t
o = | Az e —5) = a0 eaf ) =0

0, otherwise
(3)

where s(x, y, t) is the visual stimulus; ks(x, y) is the spatial linear filter
given by the difference of Gaussian functions; k#(¢) is the temporal linear
filter given by the difference of a functions; u(t) is the output of the linear
filters; g(v) is a gain factor (Eq. 5); A, and A, are the amplitudes of the
positive and negative Gaussian functions, respectively; o. and o, are the
widths of the positive and negative Gaussian functions, respectively; o«
is the size of the spatial linear filter; A, and A, are the amplitudes of the
positive and negative « functions; and 7, and 1, are the time constants of
the positive and negative « functions, respectively.

Then, the output of the linear filters u(t) was rectified using a static non-
linear function F(u) to generate the output, or the firing rate of the RGC. If
the visual stimulus provides a strong excitation, the negative feedback re-
duces the gain at the input and, consequently, the response to the subsequent
stimulation. The equations describing this process are as follows:

v(t) = ft dt’ ~u(t')-B- exp(%ﬂ) (4)
1 (v=0)

8v) = { /(1 +vY) (v=0) (%)
0 (u=10)

Flu) = {a(u —0) (u=10)" (6)

where v(t) is the gain control filter and g(v) is the gain control function. These
equations have four parameters: the time constant 7, and the amplitude B of
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Table 1. Model parameters for RGCs

Parameters Values

A, Tum 2
A 0.6 um 2
o, 15 wm
o, 20 wm

O max 60 m

A 03ms !
A Tms™!
Tp 35ms

Ty 10 ms

T 120 ms

B 15ms "
«a 35Hz

0 0.07

the gain control filter, and the slope avand the threshold 60 of the rectifier F(u).
Equation 4 denotes an exponential filter, which averages the output of the
linear filter u over time, and Equation 5 denotes a decreasing gain
control function, which uses the result v(¢) to set the gain factor g(v).
In Equation 6, the output of the linear filters u(¢) is transformed into
the firing rate. The model parameters are listed in Table 1.

Models of INs and TNs. Each IN receives excitatory inputs from the
RGCs. The firing rate of the ith IN i was determined based on the input
from the RGCs through a standard rate-model equation (Chance et al.,
1999; Dayan and Abbott, 2001).

arX
R @
IN
FN(x) = 1+ expB™(x + V) — N (8)
NRGC_IN
LRGC,IN(t) - _ E WRGCLIN r}wc(i’), 9)

J

where 7N is a time constant; F™ is a sigmoidal activation function; &',
BIN, ym, and xI)N are constant values that characterize the activation
function F™; NRSCN is the number of RGCs projecting to one IN;
IRGEIN §s the input from the RGCs; wR“-N is the synaptic strength
from the RGCs to the INs; and rJRGC is the firing rate of the jth RGC and
is equal to F(u) in Equation 6.

Each TN receives excitatory inputs from two types of neurons, RGCs
and TNs, and inhibitory input from an IN. The firing rate of the ith TN
TN is determined by the sum of these three types of inputs, as calculated
using the following equations:

T
’TTN d;lt I r;fN + FTN(IFGC_TN + I%N_TN + I;I"N_TN) (10)
TN
TN( ) — @ TN
F™(x) v, (11)

(1 +exp(B™N(x + )

where IIRGC, IﬁN, and Il-TN are the inputs from the RGCs, IN, and TN, respec-
tively. These inputs, in turn, are calculated using the following equations:

NRGC_TN
RECTNG) = — z W]l_zGC,TN(t).r]RGC(t) (12)
i
ININ() = W NG (13)
NN = = S L NG, (14)
i

where 7™ is a time constant; F™N is a sigmoidal activation function;
a™, BTN, yTN, and ng are the constant values that characterize the
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Table 2. Model parameters for INs and TNs

INs TNs
Parameters Values Parameters Values
N 20ms ™ 4ms
o™ 62 Hz a™ 100 Hz
N 0.8 T 0.15
BIN BTN
Y 0Hz Y 1.984 Hz
X 16.6 o 26
N RGC_IN 2] N RGC_TN 2]
NTN_TN 4-8
RGLIN 0.082Hz wRe-N(0) 0.082Hz "
wN- 021Hz "
w ™ 0.043Hz !

NRGEINgnd N™-TN are the numbers of the

activation function F™;

RGCs and the TNs projecting to one TN, respectively; and WJRGC*TN,
wN-TN and w™-TN are the synaptic strengths from the RGCs, IN, and
neighboring TNs to the TNs, respectively. Before training, synaptic
strengths are the same values for all synapses with the same types.
WJRGC-TN was modified through STDP depending on the following syn-
aptic learning rule. The model parameters for the INs and TNs are listed
in Table 2.

Synaptic learning rule. Synaptic modification was induced through
STDP in the synapses from the RGCs to the TNs. As a synaptic learning
rule, we used a simple STDP model, which was made by simplifying the
detailed molecular STDP model (Urakubo et al., 2008, 2009). A detailed
description of the simple STDP model is provided in the supplemental
material (available at www.jneurosci.org). In the simple STDP model,
the synaptic strengths were changed depending on the relative timing of
the RGC spiking and TN spiking. Therefore, we generated the spike
trains of the RGCs and TNs from the firing rates of the RGCs and the TNs
according to the Poisson process with a bin width of 1 ms to compute the
change in the synaptic strengths, respectively. The simple STDP model is
based on the molecular mechanisms of STDP and reproduces a tempo-
rally asymmetric learning window through the allosteric kinetics of
NMDA receptors.

Visual stimulation. Visual stimuli drive the firings of the RGCs. We
used fast- (0.3 wm/ms), medium-speed- (0.2 um/ms), and slow- (0.1
pm/ms) moving white bars (20 um in width and 280 wm in length)
covering the receptive fields of all the neurons as the training and test
stimuli. For training, a bar moving in a specific direction (trained direc-
tion) was swept repeatedly (1 Hz, 60 sweeps). For testing whether the
centered TN showed direction selectivity, we fixed the synaptic strengths
at the values obtained just after training and presented bars moving in
four orthogonal directions relative to the trained direction (trained, 90°,
180°, and 270°) to avoid visual stimuli-induced changes in the synaptic
strengths during the test.

Data analysis. To quantify the direction and orientation selectivity of a
neuron, we calculated the direction index and orientation index, accord-
ing to Li et al. (2008):

Direction index — R(Trained) — R(180°)
1rection 1index = R(Trained) + R(180°) (15)

R(Trained) — R(90°) + R(180°) — R(270°)
R(Trained) + R(90°) + R(180°) + R(270°)

Orientation index =

(16)

where R(direction) represents the integrated total input (time integra-
tion of total input) evoked by one sweep of a moving bar in the indicated
direction.

Results

Construction of the retinotectal circuit model

To understand the mechanism responsible for the development
of direction selectivity through STDP in the developing Xenopus
retinotectal system, we constructed a realistic neural circuit
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model of the retinotectal system using a simple STDP model (Fig.
1A, B) (see Materials and Methods). The simple STDP model was
made using a simplification of a detailed molecular STDP model
(Urakubo et al., 2008, 2009) to reduce the computational cost.
We determined the structure of the neural circuit in the retino-
tectal circuit model by extracting essential knowledge to explain
the development of direction selectivity from experimental find-
ings (Rybicka and Udin, 1994; Tao and Poo, 2005; Akerman and
Cline, 2006; Lien et al., 2006; Pratt et al., 2008). Visual informa-
tion was received by the RGCs. The RGCs provided a feedforward
excitation to both the TNs and the INs (Fig. 1A). Each IN pro-
vided a delayed feedforward inhibition to the TN, which received
excitation from the same RGCs as each IN did. This delay was
derived from larger time constant of inhibitory kinetics. The TNs
received feedback excitation from neighboring TNs. In other
words, a TN received excitatory input from two types of neurons,
RGCs and TN, and inhibitory input from an IN that was driven
by the same RGCs. Only in the synapses between the RGCs and
the TN, synaptic strengths were modified through STDP accord-
ing to the simple STDP model (Fig. 1 B). As a visual stimulus, we
used a bar moving at the same speed as that used experimentally
by Engert et al. (2002). As the response of the retinotectal circuit
model, we observed the inputs to one TN located at the center
of the tectum, and the firing rates of each neuron projecting to
the TN.

Before training, the firing rates of the RGCs increased after a
moving bar passed through the center of the receptive fields of the
RGCs because the RGCs were an OFF-center type. Successively,
the firing of the RGCs induced an increase in the firing rates of the
INs and TNs (Fig. 1C). We here defined the inputs from the
RGCs, IN, and TNs as the RGC input, the IN input, and the TN
input, respectively (Fig. 1 D). The inputs in the retinotectal circuit
model corresponded to the electric currents in a neuron, and
negative inputs increased the firing rate of the neuron. The total
input to the TN was the sum of inputs from the RGCs, the IN, and
the neighboring TNs. We hereafter examined the inputs and
quantitatively compared the results with experimental observa-
tions. The inputs to the TN were equal to the four orthogonal
directions because of the symmetry of the neural circuit. The
responses of the other neurons were similar to those of the neu-
rons described above (data not shown).

Development of direction selectivity

We explored whether the experimentally observed development
of direction selectivity can be reproduced in our retinotectal cir-
cuit model (Fig. 2). We trained the retinotectal circuit model
using 60 sweeps of a fast-moving bar in one specific direction
(trained direction), and examined the time profiles of the total
input to the TN produced by bars moving in four directions
orthogonal to the trained direction before (Fig. 2 A, dashed lines)
and after (Fig. 2 A, solid lines) training. After training, the peak
amplitude of the total input in the trained direction increased,
whereas the peak time of the total input remained the same (Fig.
2A). On the other hand, the peak time of the total input in the
opposite direction to the trained direction (180° direction) was
delayed, whereas the peak amplitude of the total input remained
the same (Fig. 2A). This result is consistent with results observed
experimentally (Engert et al., 2002). Those in the perpendicular
directions to the trained direction (90° and 270° directions) re-
mained unchanged. The time profiles for the firing rate of the TN
in each direction were similar to those of the total inputs (data not
shown). The integrated total inputs in the trained direction in-
creased, whereas those in the other directions remained the same
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(Fig. 2 B), consistent with the experimen-
tally observed results (Fig. 2C) (Engert et
al., 2002). Thus, the TN had begun to ex-
hibit direction selectivity. In addition,
once direction selectivity has developed,
the suppression of inhibitory input re-
portedly leads to a reduction in direction
selectivity in various brain areas including
the tectum (Sillito, 1975, 1977; Glantz,
1998; Ramdya and Engert, 2008). Consis-
tent with this finding, we confirmed that,
in the retinotectal circuit model, sup-
pressing the IN input led to an increase in
the total inputs in all directions, resulting
in a complete loss of direction selectivity
(supplemental Fig. 4, available at www.
jneurosci.org as supplemental material).
The roles of the inhibitory input in the
development of direction selectivity were
also analyzed (see below, Fig. 7).

The development of direction selectiv-
ity depends on the speed of the moving
bars (Engert et al., 2002). As in these pre-
vious experiments, we examined the de-
pendency of direction selectivity on the
speed of the moving bars using fast-,
medium-speed-, and slow-moving bars as
sets of training or test stimuli or both.
When fast bars were used for both the
training and test stimuli (Fig. 2), the inte-
grated total inputs increased remarkably
in the trained direction (Fig. 3A, white
bars). When medium-speed bars were
used for both the training and test stimuli,
an increase in the integrated total input
was observed in the trained direction, but
the degree of the increase was smaller than
that achieved with the fast bars (Fig. 34,
gray bars). When slow bars were used for
both the training and test stimuli, the in-
tegrated total inputs were unchanged in
all four directions (Fig. 3A, black bars).
Thus, as the speed of the moving bars de-
creased, the increase in the integrated total
inputs in the trained direction was reduced
(Fig. 3A). When slow bars were used as the
test stimulus after training with fast and
medium-speed bars, the integrated total in-
puts were unchanged in all four directions
(Fig. 3B). These results were consistent with
the experimental results (Fig. 3C,D). Of
note, the spike numbers of the TN produced
by a sweep of moving bars were similar re-
gardless of the speeds, but frequencies var-
ied (supplemental Fig. 3, available at www.
jneurosci.org as supplemental material), as
observed experimentally (Engert et al.,
2002). The mechanism of speed depen-
dency is explained in the Discussion section.

Thus, our retinotectal circuit model
appears to capture the essence of the devel-
opment of direction selectivity in the
retinotectal system (Figs. 2, 3). Therefore,
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direction through training during the simulation (average of 5 trials = SEM) (B) and during an experiment (mean = SEM)
(Engert et al., 2002) (C) (reproduced with permission from Nature).
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Figure3.  Speeddependency of moving bars during the development of direction selectivity. 4, €, Percentage changesin the integrated
total inputs in each direction through training. Fast- (0.3 pm/ms), medium-speed- (0.2 .um/ms), and slow- (0.1 um/ms) moving bars
were used for both training and test stimuli in the simulation (average of 5 trials == SEM) () and an experiment (mean = SEM) (Engert et
al., 2002) (€) (reproduced with permission from Nature). B, D, Percentage changesin the integrated total inputsin each direction using slow
test bars after training with fast (fast-slow) and medium-speed (medium-slow) bars in the simulation (average of 5 trials == SEM) (B) and
experimentally (mean == SEM) (Engert et al., 2002) (D) (reproduced with permission from Nature).
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Change in synaptic strengths appeared to be un-
changed regardless of the locations of the
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creased synaptic strengths mutually can-
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correspond to those in A.

we used this retinotectal circuit model with fast-moving bars for
training and testing to explore the mechanism responsible for the
development of direction selectivity.

Mechanism responsible for the development of

direction selectivity

Asymmetric modification of synaptic strengths through STDP
Apparently, in the retinotectal circuit model, synaptic modifi-
cation through STDP led to the development of direction selec-
tivity, and we observed a change in synaptic strength from the
RGCs to the centered TN (Fig. 4A—C). Before training, the syn-
aptic strengths were the same. A bar moving from left to right was
used as the training stimulus (Figs. 2, 4). As a result of the train-
ing, the synaptic strengths from the RGCs on the left side in-
creased, whereas those on the right side decreased through STDP
(Fig. 4A). Similarly, the averaged synaptic strengths along the
trained direction were asymmetrically modified (Fig. 4B). We
call such a spatial asymmetric change an asymmetric modifica-
tion. In STDP, potentiation is induced when presynaptic spiking
precedes postsynaptic spiking, whereas depression is induced
when postsynaptic spiking precedes presynaptic spiking (Zhang
et al., 1998; Bi and Poo, 2001; Dan and Poo, 2004). Here, RGC
spiking and TN spiking corresponded to pre-spiking and post-
spiking, respectively. RGC spiking before TN spiking led to po-
tentiation, whereas RGC spiking after TN spiking led to
depression (Fig. 1C). The firing of the RGCs on the left sides
preceded that of the TN, and the firing of the RGCs on the right
sides lagged behind that of the TN (Fig. 4 D). The temporal order
of the firing between the RGCs and the TN was also reflected by
their cross-correlation (Fig. 4 D, inset). Therefore, the asymmet-
ric modification of the synaptic strengths was induced through
STDP along the trained direction (Fig. 4 B). In contrast, along the
perpendicular orientation to the trained direction, the averaged

Asymmetric modification of the synaptic strengths through STDP. A-C, Changes in the synaptic strengths (one trial).
A, Changes in the synaptic strengths from each RGC to the TN. The coordinates show the relative position of each RGCto the TN. The
circles indicate the locations of each RGC, and their color represents the amplitude of the change in the synaptic strengths. The
trained direction is left-to-right. B, C, Averaged changes in the synaptic strengths in the horizontal (B) and perpendicular (C)
orientations against the trained direction. D, Time profiles of the firing rates of two RGCs (solid and dashed lines) indicated in Aand
the TN (dotted line). An inset shows cross-correlations of the firing rates between each RGC and the TN. The numbers of the RGCs

curred at an earlier time, whereas that to
the depressed synapses occurred at a later
time through STDP (Fig. 4B). Although
the integrated total inputs, the sum of
RGQG, IN, and TN inputs, increased in the
trained directions (Figs. 2B, 3), the inte-
grated RGC inputs in the trained direc-
tion remained the same (Fig. 5D). This
means that STDP does not directly trigger
an increase in the integrated RGC input or
the integrated total input. In the 180° direction, however, the
peak time of the RGC input was shifted later because the RGC
input to the depressed and potentiated synapses occurred at an
earlier and later time, respectively (Figs. 4 B, 5A). The RGC inputs
in the 90° and 270° directions remained the same because the
averaged synaptic strengths along the perpendicular orientation
were unchanged (Figs. 4C, 5A). The time profiles of the IN inputs
to the TN and the integrated IN inputs also remained the same
because of the fixed synaptic strengths (Fig. 5A, D). In the retino-
tectal circuit model, the feedforward input to the TN consisted of
the RGC input and the IN input. Therefore, we here defined the
FF input to the TN as the sum of the RGC and IN inputs. In the
trained direction, the peak amplitude of the FF input increased
because the peak time of the RGC input was shifted earlier and
the overlap between the RGC input and the IN input was re-
duced (Fig. 5A,B). On the other hand, in the 180° direction, the
peak amplitude of the FF input remained the same, because the
peak time of the RGC input was delayed and the increased peak of
the RGC input was masked by the IN input (Fig. 5 A, B). In the 90°
and 270° directions, the time profiles of the FF inputs remained
the same (Fig. 5B). The TN input to the TN increased in the
trained direction (Fig. 5C). The increased peak amplitude of the
FF input exceeded the threshold for feedback excitation from
the neighboring TN, leading to the amplification of the inte-
grated TN input (Fig. 5D; see below). In contrast, in the 180°
direction, the peak time of the TN input was shifted later (Fig.
5C). The same peak amplitude of the FF input led to the same
integrated TN input despite the time profile changes in both the
FF and TN inputs (Fig. 5A-D). In the 90° and 270° directions, the
time profiles of the TN input remained the same (Fig. 5C). In
summary, the integrated TN input was remarkably increased
only in the trained direction (Fig. 5D). The increase in the inte-
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Changes in time profiles of each input to the TN through training. A-C, Time profiles of RGCinput (4), IN input (A), FF input (B), and TN input () to the TN evoked by fast-moving bars

of four orthogonal directions before (dashed lines) and after (solid lines) training (one trial). The IN input is shown by the dotted lines (A). D, Contribution of each input to the integrated total input.

White, Integrated RGCinput; gray, integrated IN input; black; integrated TN input (1 trial).

grated TN input corresponds to the experimentally observed in-
crease in the number of EPSCs in the trained direction (Engert et
al., 2002). Thus, in the trained direction, the peak time of the
RGC input shifted earlier as a result of STDP. Together with the
delayed IN input, a stronger early transient FF input was gener-
ated, resulting in the amplification of the TN input through feed-
back excitation from the neighboring TNs (Fig. 5A-C). It is
noteworthy that the increase in the integrated total input in the
trained direction was derived from the increase in input from
TN-TN synapses, whose synaptic strengths were fixed, but not
from the increase in input from RGC-TN synapses, whose syn-
aptic strengths were modified through STDP (Fig. 5D).

Amplification of TN input through feedback excitation

We tried to examine the mechanism of the amplification of the
TN input. Because of the complexity of the retinotectal circuit
model, we analyzed the mechanism by making a simple retino-
tectal model. As mentioned, in the retinotectal circuit model, the
total input was divided into two types of inputs, the FF input and
the TN input (Fig. 6 A). We made the simple retinotectal model,
which is described by the feedforward input FFI(#) and one ordi-
nary differential equation representing the firing rate of a TN r(¢).
FFI(#) in the simple retinotectal model corresponds to the FF
input in the retinotectal model, and r(f) multiplied by a scale
factor A, , corresponds to the TN input. In the retinotectal circuit
model, the peak time and peak amplitude are considered as the
critical factors for triggering the amplification of the TN input,
which depend on training and directions of the moving bar. We
used FFI(t), which is characterized by the peak time and peak
amplitude of the FF input. The description of FFI(¢) is as follows
(Fig. 6B, C, top):

at+ b, Oms=t=t)
FFI(t) = { a(t — t,) + ayt, + b, (¢, =t = 300 ms),
0, otherwise

(17)

where t, is the peak time of FFI(t), 4, (=0) and a, (=0) represent
the slope of FFI() before and after time ¢, and b (=0) is the
minimum level of FFI(#). These parameters are subject to

jFFI(t)dt = C (Const), (18)

because the integrated FF inputs remained the same before and
after training in all four directions (Fig. 5D). The firing rate of the
TN r(t) is described through the standard rate-model equation,
similar to the neuron models in the retinotectal circuit model
(Chance et al., 1999; Dayan and Abbott, 2001) (see Materials and
Methods) as follows:

dr(t)
T o = —r(t) + F(FFI(t) - At_t'r(t))
o
F(x) = (19)

1 + expB(x + xp)) R

where F is a sigmoidal activation function; 7 is a time constant;
A, ,is the scale factor that determines the amplitude of the exci-
tatory feedback; and «, 3, v, and x, are the constant values that
characterize the activation function. We set C = —2400 ms, 7 =
4ms, A, ,=0.344 Hz ™', a=100Hz 8 =0.15,y = 1.984 Hz,and
Xo = 26. These values are the same as the retinotectal circuit
model. A, , corresponds to the value obtained by multiplication
of the synaptic strength between the TNs and the number of TNs
projecting to the centered TN.

We set FFI with an early peak time and a medium peak am-
plitude (early-medium input) as the time profile for the FF input
before training (Fig. 6C, top, green line). As the response after
training in the trained direction, we examined the response to an
early-strong input (Fig. 6C, top, red line) because the peak am-
plitude of the FF input increased (Fig. 5B). As the response after
training in the 180° direction, we examined the response to a
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Figure6.  Mechanism of amplification of the TNinput. A, Schematic diagram of the simple retinotectal model (right). FFlin the simple retinotectal model corresponds to the sum of the RGCinput
andthe INinputto the TN (left). B, Sample time profiles of FFI (top, solid line) and excitatory feedback input (bottom). Peak represents the maximum amplitude of FFI. Delay represents the duration
between the peak time and the onset of FFI. Dashed line represents the FF input before training. C, Time profiles of FFl and excitatory feedback input. The green, red, and blue solid lines indicate the
FFls, which correspond to the FF inputs in Figure 58 in the trained direction before training, in the trained direction after training, and in the 180° direction after training, respectively. Dotted lines
indicate the lower (6,) and upper (6,) transition thresholds of the excitatory feedback. D, Bifurcation diagram of the simple retinotectal model with respect to the parameter FFI. Solid and open
circlesindicate the firing rate of the TN at stable and unstable steady states, respectively. Each solid line indicates the superimposed firing rate profiles of TN against FFI. The line colors are consistent
with those in C. Dotted lines indicate the lower (6;) and upper (6,) transition thresholds. £, Summary of the relationship among the peak amplitude of FFI, peak time of FFI, and integrated TN input.
Solid circles indicate the point of the time profiles in €. The circle colors are consistent with those in C.

late-medium input (Fig. 6C, top, blue line) because the peak time
of the FF input was delayed and the peak amplitude remained the
same (Fig. 5B). In the trained direction after training, the excita-
tory feedback input was amplified because the FFI exceeded an
upper transition threshold 6, of the excitatory feedback (Fig. 6C,
red line). A bifurcation analysis indicated that the excitatory feed-
back generates a switch-like response and two stable steady states
of the TN: the up state and the down state (Fig. 6 D). When the
FFI exceeded the threshold 0,, the state of the TN was switched
from the down state to the up state, resulting in the amplification
of the excitatory feedback input (Fig. 6C,D, red line). On the
other hand, in the 180° direction after training, the peak time of
the excitatory feedback input was delayed, but the peak ampli-
tude remained the same because the peak of the FFI did not
exceed the threshold 6, (Fig. 6C, bottom, blue line). Thus, when
the peak of the FFI was below the threshold 6,, the state of the TN
did not switch to the up state and the integrated excitatory feed-
back input was almost independent of the peak time (Fig. 6 E).

Delayed feedforward inhibition regulates the development of
orientation or direction selectivity

Inhibitory activity is essential for the development of visual neu-
ral circuits, such as ocular dominance plasticity (Huang et al.,
1999; Hensch, 2005; Harauzov et al., 2010) and the refinement of
receptive fields (Tao and Poo, 2005). We investigated the effect of
delayed feedforward inhibition on the development of direction
selectivity using our retinotectal circuit model. We defined a nor-
malized inhibitory amplitude as the scale factor of the synaptic

strengths from INs to TNs. The conditions described in Figures
1-5 correspond to the case of the normalized inhibitory ampli-
tude equal to 1.0. We changed the scale factor and examined the
training-induced changes in the integrated total input to the cen-
tered TN. We maintained the same spike numbers at the TN
regardless of the amplitude of the delayed feedforward inhibition
by varying the synaptic strengths from the RGCs to the TNs.
When the inhibitory amplitude was reduced, the integrated
total inputs to the TN increased remarkably not only in the
trained direction but also in the 180° direction (Fig. 7A, top). In
the case of a complete reduction (normalized inhibitory ampli-
tude = 0), the extent of the increase in the 180° direction was
similar to that in the trained direction (Fig. 7A, top left). Such
responses similar to both the trained and the opposite directions
have been known as orientation selectivity (Hubel and Wiesel,
1959). In the case of a reduction by 50% (normalized inhibitory
amplitude = 0.5), the extent of the increase in the 180° direction
was smaller than that in the trained direction (Fig. 74, top right).
Thus, the reduction in the inhibitory amplitude resulted in the
development of orientation selectivity rather than direction
selectivity. In contrast, when the inhibitory amplitude was
enhanced (normalized inhibitory amplitude = 1.5), the inte-
grated total input in the 180° direction decreased, whereas that
in the trained direction still increased (Fig. 7A, bottom right).
We evaluated these properties using direction index and ori-
entation index, measures of the degrees of direction and ori-
entation selectivity, respectively (see Materials and Methods).
As the inhibitory amplitude decreased, the direction index
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trained and 180° directions, the peak ampli-
tude of the FF input exceeded the threshold
and the peak time remained the same. As a
result, orientation selectivity developed in
the tectum (Fig. 7A). Thus, through STDP, a
neural circuit consisting of feedforward and
feedback excitation and delayed feedfor-
ward inhibition generates direction selectiv-
ity, whereas a neural circuit consisting of
feedforward and feedback excitation with-
out delayed feedforward inhibition gener-
ates orientation selectivity in the tectum

(Fig. 8). Figure 7.

Discussion

We have developed a realistic retinotectal
circuit model with STDP. This retinotec-
tal circuit model appeared to capture the
critical features of the development of
direction selectivity observed experimen-
tally, such as the asymmetric modification
of the tectal receptive field, the change in
the time profiles of the total input, the in-
crease in the number of EPSCs, and the speed dependency of the
development of direction selectivity. Using this retinotectal cir-
cuit model, we proposed a mechanism responsible for the devel-
opment of direction selectivity. A moving bar caused sequential
firing of the RGCs, INs, and TN, and repetitive exposure of the
retina to the moving bar resulted in the asymmetric modifica-
tion of the synaptic strengths through STDP (Fig. 4). In the
trained direction, the asymmetric modification generated an ear-
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Delayed feedforward inhibition regulates the development of orientation and direction selectivities. 4, Percentage
changesin the integrated total input to the centered TN in each direction through training in the simulation (average of 5 trials ==
SEM) in the cases of a normalized inhibitory amplitude = 0 (top left), 0.5 (top right), 1 (bottom left), and 1.5 (bottom right). The
normalized inhibitory amplitude is the scale factor of synaptic strengths from the INs to the TNs. The above conditions in Figures
1-5 correspond to the case of the normalized inhibitory amplitude = 1.0. B, Direction (solid line) and orientation (dashed line)
indices of the integrated total inputs against the normalized inhibitory amplitude (average of 5 trials = SEM). C, Time profiles of
the firing rate of the centered TN in the cases of the normalized inhibitory amplitude = 0 (dotted line), 0.5 (dashed line), 1 (solid
line),and 1.5 (dotted-dashed line). D, Averaged changesin the synapticstrengths in the horizontal orientations against the trained
direction (one trial). The line types correspond to those in C.

lier shift in the peak of feedforward excitation (Fig. 5A). Together
with the delayed feedforward inhibition, a stronger early tran-
sient feedforward signal was generated (Fig. 5B), which ex-
ceeded the threshold of the feedback excitation from neighboring
TNs and resulted in the amplification of the input to the TN and
the development of direction selectivity (Figs. 5, 6). In the 180°
direction, despite the shift in the peak time of the feedforward
excitation, the shifted peak in the feedforward excitation was
masked by the delayed feedforward inhibition and the integrated
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feedforward inhibition leads to the development of direction selectivity (left), whereas weak
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total input remained the same. In addition, the suppression of the
delayed feedforward inhibition resulted in the development of
orientation selectivity rather than direction selectivity (Figs. 7, 8).

Direction selectivity has been reported not only in the tectum
of lower vertebrates (Sajovic and Levinthal, 1982; Hoshino and
Matsumoto, 2003; Niell and Smith, 2005; Ramdya and Engert,
2008), but also in the mammalian V1 (Hubel and Wiesel, 1959,
1968). Cortical direction selectivity is usually explained by the
Barlow—Levick-type model (Barlow and Levick, 1965), in which
feedforward excitation generates the response of neurons in the
preferred direction, whereas feedforward inhibition suppresses
the excitation and the response in the opposite direction. How-
ever, the Barlow—Levick-type model is partly inconsistent with
the features of cortical direction selectivity (Douglas and Martin,
1991; Suarez et al., 1995). To resolve this problem, feedback ex-
citation from other direction-selective neurons has been addi-
tionally incorporated in some models (Douglas and Martin,
1991; Suarez et al., 1995; Maex and Orban, 1996). This structure
(feedforward excitation, delayed feedforward inhibition, and
feedback excitation) is consistent with the structure of the neural
circuit in our retinotectal circuit model. In the retinotectal circuit
model, the delay of the IN input against the RGC input was
generated mainly by a larger time constant of inhibitory kinetics
not by a lag of inhibitory evoked response. Consistent with this,
experimentally, the decay time constant of IPSCs (27.1 ms) was
larger than that of EPSCs (4.6 ms) in the tectum (Lien et al.,
2006). Similarly, in mammalian visual cortex, the decay time
constant of IPSCs (20.7-35 ms) was larger than that of EPSCs
(2.6—11 ms) (Hestrin, 1992; Varelaetal., 1999; Dongetal., 2004).
Furthermore, STDP has also been observed in V1 (Sjostrom et al.,
2001; Froemke and Dan, 2002; Nevian and Sakmann, 2006; Cor-
lew et al., 2007). Although the development of direction selectiv-
ity in V1 remains unclear, considering the similar structure of the
neural circuit with STDP in V1, the direction selectivity in V1
may develop in a manner similar to that observed in the retino-
tectal circuit model.

Speed dependency
The development of direction selectivity depends on the speeds of
moving bars both in experiments and simulations (Fig. 3). When
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medium-speed bars were used as training and test stimuli, the
increase in the integrated total input was smaller than the increase
obtained with fast bars (Fig. 3A, gray bars). This outcome oc-
curred because, in the trained direction after training, the peak
amplitude of the FF input obtained with the medium-speed bars
was lower than that obtained with the fast bars although the peak
amplitude still exceeded the threshold. When slow bars were used
as both training and test stimuli, the synaptic strengths did not
change and direction selectivity did not develop (Fig. 3 A, C, black
bars; supplemental Fig. 6 A-C, available at www.jneurosci.org as
supplemental material). The speed-dependent changes in the
synaptic strengths in this retinotectal circuit model correspond to
the speed-dependent changes in the tectal receptive field ob-
served experimentally (Engert et al., 2002). When slow bars were
used as the test stimulus after training with fast and medium-
speed bars, direction selectivity was not observed (Fig. 3B, D).
This outcome occurred because the peak amplitude of the FF
input produced with the slow bars was lower than the threshold,
even after training.

STDP in TN-TN synapses

The synaptic strengths of TN-TN synapses experimentally have
been modified in a spike timing-dependent manner (Pratt et al.,
2008). However, the developmental stages of Xenopus investi-
gated in our study (stages 42—45) (Engert et al., 2002) are earlier
than those investigated by Pratt et al. (2008) (stages 45—49).
Therefore, we used the retinotectal circuit model without apply-
ing STDP to TN-TN synapses. If we apply the same STDP model
not only to RGC-TN synapses but also to TN-TN synapses, all of
the TN-TN synapses may be potentiated by the repetitive expo-
sure of the retina to the fast-movinglight bar. This corresponds to
the situation in which burst firings in both pre-neurons and post-
neurons lead to potentiation, regardless of the order of the firings
in pre-neurons and post-neurons (Froemke et al., 2006; Urakubo
etal,, 2008). In this case with STDP at TN-TN synapses, stronger
early transient feedforward signals and the decrease in the tran-
sition threshold of feedback excitation due to the potentiation of
all TN-TN synapses are similarly likely to lead to the develop-
ment of direction selectivity. Further study is necessary to address
this issue.

Retinal direction selectivity

Some types of RGCs respond selectively to the direction of mo-
tion (Cronly-Dillon, 1964; Barlow and Levick, 1965; Oyster and
Barlow, 1967; Pearlman and Hughes, 1976). In the rabbit retina,
direction-selective RGCs account for ~10% of all RGCs (Vaney,
1994; Vaney et al., 2001; Taylor and Vaney, 2003). Thus far,
direction-selective RGCs have not been observed in Xenopus tad-
poles. Therefore, these RGCs have been assumed not to exhibit a
direction-selective response in a retinotectal circuit model. How-
ever, incorporating direction-selective RGCs into the retinotectal
circuit model is likely to lead to similar results, and the mecha-
nism we proposed in this study can similarly explain the devel-
opment of direction selectivity.

Alternatively, the increase in the integrated total input in the
trained direction may result from potentiation of all the synapses
from direction-selective RGCs to the TN regardless of the loca-
tion. In other words, only potentiation, but not asymmetric
modification of the synaptic strengths through STDP, may be
sufficient. If this is the case, when a slow bar is used as the test
stimulus after training with fast and medium-speed bars, the in-
tegrated RGC input should increase in the trained direction; con-
sequently, the integrated total input should also increase, unless
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the direction selectivity of the RGCs is dependent on speed. How-
ever, in the experimental observations, the input was not in-
creased, suggesting that this case is unlikely. Thus, regardless of
whether the RGCs show a direction-selective response, asymmet-
ric modification through STDP is necessary for the development
of direction selectivity.

Other models of the development of direction selectivity
Several visual neural circuit models with STDP have been pro-
posed for the development of direction selectivity in V1 (Buchs
and Senn, 2002; Shon et al., 2004; Wenisch et al., 2005). The
structures of the neural circuits in the models of Buchs and Senn
(2002) and Wenisch et al. (2005) differ from those in our retino-
tectal circuit model. In their models, direction selectivity devel-
oped as a result of essentially different mechanisms from those in
our retinotectal circuit model. Using feedforward input from de-
pressing and nondepressing synapses, Buchs and Senn (2002)
proposed that a change in the degree of synaptic depression in-
duces temporal advance in the response of neurons to drifting
gratings in the preferred direction, resulting in the development
of direction selectivity. In the model of Buchs and Senn (2002),
only the feedforward excitation is modeled, whereas, in our reti-
notectal circuit model, the feedback excitation generated the
direction selectivity. The model of Wenisch et al. (2005) is
comprised of recurrent excitatory and inhibitory connections.
The synaptic strengths from the recurrent excitatory connections
have been modified by moving bars, resulting in the development
of direction selectivity. In contrast, in our retinotectal circuit
model, the synaptic strengths from the neighboring TNs were
fixed and the change in the feedforward excitation triggered the
development of direction selectivity. The model of Shon et al.
(2004) used a neural circuit with a structure similar to that of the
retinotectal circuit model and showed that asymmetric modifi-
cation shifts the feedforward excitation earlier and broadens the
timing between the excitation and inhibition in the preferred
direction, resulting in the development of direction selectivity.
The timing shift of the feedforward excitation is critical for the
development of direction selectivity. On the other hand, in our
retinotectal model, the amplification mechanism of the feedback
excitation is important for reproducing the experimentally ob-
served features of the development of direction selectivity. Thus,
many alternative models are possible for the development of di-
rection selectivity. Experimental findings of neural connectivity
and changes in inputs through the development of direction se-
lectivity are needed to constrain the models.

Future directions

We modeled our retinotectal circuit, based on the molecular
mechanism of synaptic plasticity. The retinotectal circuit model
appeared to be consistent with experimentally observed features
of the development of direction selectivity. We used a simple
STDP model that enabled us to coherently reproduce STDP.
However, because of the implicit description of kinetic interac-
tion in the simple STDP model, we could not directly compare
the role of each molecule with the experimental result. By intro-
ducing our detailed molecular STDP model, where the kinetics of
each molecule are explicitly described (Urakubo et al., 2008,
2009), we can examine the role of molecules including NMDA
receptors, ionic channels, and the phosphorylation and dephos-
phorylation of signaling molecules and directly compare the mo-
lecular biological and pharmacological experimental results.
Using such an approach, we can analyze the system characteris-

Honda et al. @ Modeling of Development of Direction Selectivity

tics of the development of visual and other functions through
STDP.

References

Akerman CJ, Cline HT (2006) Depolarizing GABAergic conductances reg-
ulate the balance of excitation to inhibition in the developing retinotectal
circuit in vivo. ] Neurosci 26:5117-5130.

Barlow HB, Levick WR (1965) The mechanism of directionally selective
units in rabbit’s retina. ] Physiol 178:477-504.

Berry MJ 2nd, Brivanlou IH, Jordan TA, Meister M (1999) Anticipation of
moving stimuli by the retina. Nature 398:334—338.

Bi G, Poo M (2001) Synaptic modification by correlated activity: Hebb’s
postulate revisited. Annu Rev Neurosci 24:139-166.

Bi GQ, Poo MM (1998) Synaptic modifications in cultured hippocampal
neurons: dependence on spike timing, synaptic strength, and postsynap-
tic cell type. ] Neurosci 18:10464-10472.

Buchs NJ, Senn W (2002) Spike-based synaptic plasticity and the emergence
of direction selective simple cells: simulation results. ] Comput Neurosci
13:167-186.

Chance FS, Nelson SB, Abbott LF (1999) Complex cells as cortically ampli-
fied simple cells. Nat Neurosci 2:277-282.

Corlew R, Wang Y, Ghermazien H, Erisir A, Philpot BD (2007) Develop-
mental switch in the contribution of presynaptic and postsynaptic NMDA
receptors to long-term depression. ] Neurosci 27:9835-9845.

Cronly-Dillon JR (1964) Units sensitive to direction of movement in gold-
fish optic tectum. Nature 203:214-215.

Cynader M, Chernenko G (1976) Abolition of direction selectivity in the
visual cortex of the cat. Science 193:504-505.

Dan Y, Poo MM (2004) Spike timing-dependent plasticity of neural cir-
cuits. Neuron 44:23-30.

Dayan P, Abbott LF (2001) Theoretical neuroscience: computational and
mathematical modeling of neural systems. Cambridge, MA: MIT Press.

Dong H, Wang Q, Valkova K, Gonchar Y, Burkhalter A (2004) Experience-
dependent development of feedforward and feedback circuits between
lower and higher areas of mouse visual cortex. Vision Res 44:3389-3400.

Douglas RJ, Martin KA (1991) A functional microcircuit for cat visual cor-
tex. J Physiol 440:735-769.

Engert F, Tao HW, Zhang LI, Poo MM (2002) Moving visual stimuli rapidly
induce direction sensitivity of developing tectal neurons. Nature
419:470—-475.

Froemke RC, Dan'Y (2002) Spike-timing-dependent synaptic modification
induced by natural spike trains. Nature 416:433—438.

Froemke RC, Tsay IA, Raad M, Long JD, Dan Y (2006) Contribution of
individual spikes in burst-induced long-term synaptic modification.
J Neurophysiol 95:1620-1629.

Gaze RM, Grant P (1992) Spatio-temporal patterns of retinal ganglion cell
death during Xenopus development. ] Comp Neurol 315:264-274.

Glantz RM (1998) Directionality and inhibition in crayfish tangential cells.
J Neurophysiol 79:1157-1166.

Harauzov A, Spolidoro M, DiCristo G, De Pasquale R, Cancedda L, Piz-
zorusso T, Viegi A, Berardi N, Maffei L (2010) Reducing intracortical
inhibition in the adult visual cortex promotes ocular dominance plastic-
ity. ] Neurosci 30:361-371.

Hensch TK (2005) Critical period plasticity in local cortical circuits. Nat Rev
Neurosci 6:877—888.

Hestrin S (1992) Activation and desensitization of glutamate-activated
channels mediating fast excitatory synaptic currents in the visual cortex.
Neuron 9:991-999.

Honda M, Urakubo H, Kuroda S (2009) Acquirement of direction selectiv-
ity through STDP in retinotectum [abstract]. Neurosci Res 65:565-565.

Hooks BM, Chen C (2007) Critical periods in the visual system: changing
views for a model of experience-dependent plasticity. Neuron
56:312-326.

Hoshino N, Matsumoto N (2003) Intracellular analysis of directional sensi-
tivity of tectal neurons of the frog. Brain Res 966:185-193.

Huang S, Moody SA (1993) The retinal fate of Xenopus cleavage stage pro-
genitors is dependent upon blastomere position and competence: studies
of normal and regulated clones. ] Neurosci 13:3193-3210.

Huang ZJ, Kirkwood A, Pizzorusso T, Porciatti V, Morales B, Bear MF, Maffei
L, Tonegawa S (1999) BDNF regulates the maturation of inhibition and
the critical period of plasticity in mouse visual cortex. Cell 98:739—-755.



Honda et al. @ Modeling of Development of Direction Selectivity

Hubel DH, Wiesel TN (1959) Receptive fields of single neurones in the cat’s
striate cortex. J Physiol 148:574-591.

Hubel DH, Wiesel TN (1968) Receptive fields and functional architecture of
monkey striate cortex. J Physiol 195:215-243.

Humphrey AL, Saul AB (1998) Strobe rearing reduces direction selectivity
in area 17 by altering spatiotemporal receptive-field structure. ] Neuro-
physiol 80:2991-3004.

Katz LC, Crowley JC (2002) Development of cortical circuits: lessons from
ocular dominance columns. Nat Rev Neurosci 3:34—42.

LiY, Fitzpatrick D, White LE (2006) The development of direction selectiv-
ity in ferret visual cortex requires early visual experience. Nat Neurosci
9:676—-681.

Li Y, Van Hooser SD, Mazurek M, White LE, Fitzpatrick D (2008) Experi-
ence with moving visual stimuli drives the early development of cortical
direction selectivity. Nature 456:952-956.

Lien CC, Mu Y, Vargas-Caballero M, Poo MM (2006) Visual stimuli-
induced LTD of GABAergic synapses mediated by presynaptic NMDA
receptors. Nat Neurosci 9:372-380.

Maex R, Orban GA (1996) Model circuit of spiking neurons generating di-
rectional selectivity in simple cells. ] Neurophysiol 75:1515-1545.

Mu Y, Poo MM (2006) Spike timing-dependent LTP/LTD mediates visual
experience-dependent plasticity in a developing retinotectal system. Neu-
ron 50:115-125.

Nevian T, Sakmann B (2006) Spine Ca®" signaling in spike-timing-
dependent plasticity. ] Neurosci 26:11001-11013.

Niell CM, Smith §J (2005) Functional imaging reveals rapid development of
visual response properties in the zebrafish tectum. Neuron 45:941-951.

Opyster CW, Barlow HB (1967) Direction-selective units in rabbit retina:
distribution of preferred directions. Science 155:841—842.

Pearlman AL, Hughes CP (1976) Functional role of efferents to the avian
retina. I. Analysis of retinal ganglion cell receptive fields. ] Comp Neurol
166:111-122.

Pratt KG, Dong W, Aizenman CD (2008) Development and spike timing-
dependent plasticity of recurrent excitation in the Xenopus optic tectum.
Nat Neurosci 11:467—475.

Ramdya P, Engert F (2008) Emergence of binocular functional properties in
a monocular neural circuit. Nat Neurosci 11:1083-1090.

Rybicka KK, Udin SB (1994) Ultrastructure and GABA immunoreactivity
in layers 8 and 9 of the optic tectum of Xenopus laevis. Eur ] Neurosci
6:1567-1582.

Sajovic P, Levinthal C (1982) Visual response properties of zebrafish tectal
cells. Neuroscience 7:2427-2440.

Shon AP, Rao RP, Sejnowski T] (2004) Motion detection and prediction
through spike-timing dependent plasticity. Network 15:179-198.

J. Neurosci., January 26, 2011 - 31(4):1516 1527 + 1527

Sillito AM (1975) The contribution of inhibitory mechanisms to the recep-
tive field properties of neurones in the striate cortex of the cat. J Physiol
250:305-329.

Sillito AM (1977) Inhibitory processes underlying the directional specificity
of simple, complex and hypercomplex cells in the cat’s visual cortex.
J Physiol 271:699-720.

Sjostrom PJ, Turrigiano GG, Nelson SB (2001) Rate, timing, and cooperat-
ivity jointly determine cortical synaptic plasticity. Neuron 32:1149-1164.

Suarez H, Koch C, Douglas R (1995) Modeling direction selectivity of sim-
ple cells in striate visual cortex within the framework of the canonical
microcircuit. ] Neurosci 15:6700—-6719.

Tao HW, Poo MM (2005) Activity-dependent matching of excitatory and
inhibitory inputs during refinement of visual receptive fields. Neuron
45:829-836.

Taylor WR, Vaney DI (2003) New directions in retinal research. Trends
Neurosci 26:379-385.

Urakubo H, Honda M, Froemke RC, Kuroda S (2008) Requirement of an
allosteric kinetics of NMDA receptors for spike timing-dependent plas-
ticity. ] Neurosci 28:3310-3323.

Urakubo H, Honda M, Tanaka K, Kuroda S (2009) Experimental and com-
putational aspects of signaling mechanisms of spike-timing-dependent
plasticity. HFSP J 3:240-254.

Vaney DI (1994) Territorial organization of direction-selective ganglion
cells in rabbit retina. ] Neurosci 14:6301-6316.

Vaney DI, He S, Taylor WR, Levick WR (2001) Direction-selective ganglion
cells in the retina. In: Motion vision: computational, neural, and ecolog-
ical constraints (Zanker JM, Zeil ], eds), pp 13-55. Berlin: Springer.

Varela JA, Song S, Turrigiano GG, Nelson SB (1999) Differential depres-
sion at excitatory and inhibitory synapses in visual cortex. ] Neurosci
19:4293-4304.

Vislay-Meltzer RL, Kampff AR, Engert F (2006) Spatiotemporal specificity
of neuronal activity directs the modification of receptive fields in the
developing retinotectal system. Neuron 50:101-114.

Wenisch OG, Noll J, Hemmen JL (2005) Spontaneously emerging direction
selectivity maps in visual cortex through STDP. Biol Cybern 93:239-247.

Wiesel TN (1982) Postnatal development of the visual cortex and the influ-
ence of environment. Nature 299:583-591.

Zhang LI, Tao HW, Holt CE, Harris WA, Poo M (1998) A critical window
for cooperation and competition among developing retinotectal syn-
apses. Nature 395:37—44.

Zhang LI, Tao HW, Poo M (2000) Visual input induces long-term potenti-
ation of developing retinotectal synapses. Nat Neurosci 3:708—715.



