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Impaired ability to learn from positive
and negative feedback in changing envi-
ronments is associated with some psychi-
atric disorders, such as parkinsonism, and
impulse control disorders, such as drug
addiction and obesity. For example, Par-
kinson’s disease (PD) patients learn better
from negative feedback when off PD med-
ication, and some medications reverse
this bias, resulting in better learning from
positive feedback (Frank et al., 2004). The
dopaminergic circuitry is the main target
of these diseases (Montague et al., 2004).
Recently, some neurocomputational mod-
els of these diseases have been proposed
based on accumulating evidence that dopa-
mine neurons encode prediction error, i.e.,
the difference between the obtained reward
or punishment and expected value.

Frank et al. (2004) proposed a model
to explain the learning deficits associated
with PD. They proposed that different
types of dopamine receptors within the
striatum, especially those in more dorsal
regions, mediate the ability to learn from
positive and negative prediction error via
modulation of dopamine activity in direct
and indirect pathways, respectively. Ac-
cording to this hypothesis, positive pre-
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diction error increases phasic dopamine
release, which results in learning by acting
on D1 receptors, whereas negative predic-
tion error results in a dopamine dip below
baseline, which results in learning by
acting on D2 receptors. The model is
based on the reinforcement learning
(RL) framework (Frank et al., 2007; Doll
etal,, 2011). Like in the original RL theory,
the model learns the expected value of
each option and selects appropriate ac-
tions based on these values. The only dif-
ference from RL theory is that the speed of
learning from negative and positive pre-
diction error can differ. The parameter
specifying the speed of learning in RL is
called learning rate, which is the degree to
which prediction error signal affects subse-
quent expected value of different choices. In
the model proposed by Frank et al. (2007),
learning rate for positive errors is related to
the availability of D1 receptors within the
striatum, whereas the learning rate for neg-
ative errors is related to the availability of D2
receptors.

In a recent report, Groman et al.
(2011) tested these ideas in nonhuman
primates using a task involving reversal
learning. The availability of D2-like dopa-
mine receptors in different regions of
striatum was measured using positron
emission tomography (PET). The task
had three phases. First, in the acquisition
phase, the subjects chose between three
options, only one of which resulted in re-
ward. The monkey learned the rewarding
choice by trial and error. Once the perfor-
mance reached a criterion, the monkey

entered the second, retention phase, in
which there was no change in stimulus—
reward contingencies and the monkey was
expected to retain its performance (four
correct choices within five consecutive tri-
als). The third, reversal phase, immedi-
ately followed, and the previously learned
choice was not rewarding anymore and
one of the two other choices was reward-
ing. The subject, again, learned the reward
contingencies by trial and error.

The authors measured the relation be-
tween performance, the number of trials
required to reach criterion in the three
phases of the task, and the availability of
D2 receptors. While they found no corre-
lation in either acquisition or retention
phases, they reported significant correla-
tion between D2 receptor availability in
both caudate and putamen and perfor-
mance during the reversal phase.

The authors next studied the correla-
tion between feedback sensitivity and
availability of D2 receptors during the re-
versal phase. They measured sensitivity to
positive feedback by estimating the prob-
ability of making a correct response after
receiving a positive feedback [Groman et
al. (2011), their Fig. 2A] and also the
probability of perseverative response
(choosing the stimulus that was associated
with reward before reversal) following pos-
itive feedback [Groman et al. (2011), their
Fig. 2 B]. They also measured the sensitivity
to negative feedback by estimating the prob-
ability of making an incorrect response after
receiving a negative feedback [Groman et al.
(2011), their Fig. 2C]. They found a signifi-
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cant correlation between D2 availability in
both caudate or putamen and the probabil-
ity of choosing a correct response following
positive feedback [Groman et al. (2011),
their Fig. 2A]. They also found a negative
correlation between the probability of per-
severative response and D2 availability in
caudate nucleus, but not in putamen [Gro-
man etal. (2011), their Fig. 2 B]. They found
no significant correlation between D2 re-
ceptor availability and the probability of in-
correct response after negative feedback
[Groman et al. (2011), their Fig. 2C].

The correlation between performance
and D2 availability [Groman et al. (2011),
their Fig. 1] is consistent with the hypoth-
esized role of D2 receptors in learning.
During acquisition and retention phases,
there is no need to learn from negative
prediction error (all possible prediction
errors are either positive or zero). How-
ever, during the reversal phase, the stimu-
lus that was previously associated with
reward was no longer rewarding and so
response to this stimulus produces a neg-
ative prediction error. Therefore, having
more D2 dopamine receptors in dorsal
striatum is expected to result in faster
learning of the new reward contingencies.

On the other hand, the authors spec-
ulated that the correlation between sen-
sitivity to positive feedback and the
availability of D2 receptors is opposite to
the hypothesized role of D2 receptors in
modulating learning from negative feed-
back. However, this is not actually the
case. In Frank et al.’s model (2007), the
availability of D2 receptors is modeled
with the learning rate for negative predic-
tion errors. According to the model, hav-
ing more D2 receptors is associated with
higher learning rate for negative predic-
tion error, and, correspondingly, faster
learning from negative feedback. There-
fore, having more D2 receptors more
quickly reduces the value of preservative
responses. Since three choices were pre-
sented simultaneously, reducing the value
of preservative responses decreases the
probability that it will be chosen and in-
creases the probability that other options,
including the correct response, will be
chosen. In fact, the model predicts such
behavior regardless of the immediately
preceding feedback.

To show this formally, I simulated Frank
et al.’s (2007) model in the task that mon-
keys performed. After the acquisition and
retention phase (having the probability of
correct response >0.8), the model trans-
ferred to the reversal phase. Figure 1, A and
B, correspond to Groman et al. (2011), their
Figure 2, A and B, respectively.
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Figure1. Therelation between negative learning rate (as-
sociated with availability of D2 receptors) and feedback sen-
sitivity as defined by Groman et al. (2011). The relation
between negative learning rate and probability of correct re-
sponse following positive feedback (A), probability of perse-
verative response following positive feedback (B), and
probability of an incorrect response following negative feed-
back (C).

The behavior of the model for positive
reinforcement is generally consistent with
the findings by Groman et al. (2011). Fig-
ure 1 A shows that the probability of mak-
ing a correct response after receiving
positive feedback is higher for those mod-
els in which the learning rate is higher
with negative feedback (higher availability
of D2 receptors). Figure 1 B shows that the
probability of perseverative response fol-
lowing a positive feedback is lower for
those models in which the learning rate is
higher with negative feedback.

On the other hand, while the model
predicts an inverse relation between avail-
ability of D2 receptors and the probability
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of incorrect response following negative
feedback (and even after positive feed-
back) (Fig. 1C), the authors found no sig-
nificant correlation between these two
factors [Groman et al. (2011), their Fig.
2C]. Although it is surprising in light of
Frank et al.’s model, it should be noted
that within the model, the effects of higher
learning rate for negative prediction error
after receiving negative feedback is smaller
than its effects after receiving positive feed-
back, as Figure 1C shows. This occurs be-
cause trials following negative feedback are
more likely to occur very early after reversal,
before much learning has occurred. There-
fore, overall performance after negative
feedback is worse than after positive feed-
back [which is also true in Groman et al.
(2011), their Fig. 2C] and so it should be
easier to detect an effect after positive feed-
back than after negative feedback.

In summary, Groman et al. suggest
that the lack of correlation between incor-
rect response and availability of D2 recep-
tors in dorsal striatum during reversal
learning in their study is surprising in the
light of Frank et al.’s model. But their
findings do not support their conclusion
that D2 receptors are involved in learning
from positive feedback, rather than negative
feedback. A more sophisticated method for
testing the hypothesized role of D2 recep-
tors would be to use choice data to estimate
the learning rates from positive and negative
prediction error (Rutledge et al., 2009), and
then study the correlation between D2 re-
ceptor availability, measured by PET imag-
ing, and learning rates from negative errors.
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