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Purpose: To develop and implement a fully automated approach to intensity modulated radiation
therapy (IMRT) treatment planning.

Method: The optimization algorithm is developed based on a hierarchical constrained optimization
technique and is referred internally at our institution as expedited constrained hierarchical optimiza-
tion (ECHO). Beamlet contributions to regions-of-interest are precomputed and captured in the influ-
ence matrix. Planning goals are of two classes: hard constraints that are strictly enforced from the
first step (e.g., maximum dose to spinal cord), and desirable goals that are sequentially introduced in
three constrained optimization problems (better planning target volume (PTV) coverage, lower organ
at risk (OAR) doses, and smoother fluence map). After solving the optimization problems using
external commercial optimization engines, the optimal fluence map is imported into an FDA-ap-
proved treatment planning system (TPS) for leaf sequencing and accurate full dose calculation. The
dose-discrepancy between the optimization and TPS dose calculation is then calculated and incorpo-
rated into optimization by a novel dose correction loop technique using Lagrange multipliers. The
correction loop incorporates the leaf sequencing and scattering effects into optimization to improve
the plan quality and reduce the calculation time. The resultant optimal fluence map is again imported
into TPS for leaf sequencing and final dose calculation for plan evaluation and delivery. The work-
flow is automated using application program interface (API) scripting, requiring user interaction
solely to prepare the contours and beam arrangement prior to launching the ECHO plug-in from the
TPS. For each site, parameters and objective functions are chosen to represent clinical priorities. The
first site chosen for clinical implementation was metastatic paraspinal lesions treated with stereotactic
body radiotherapy (SBRT). As a first step, 75 ECHO paraspinal plans were generated retrospectively
and compared with clinically treated plans generated by planners using VMAT (volumetric modu-
lated arc therapy) with 4 to 6 partial arcs. Subsequently, clinical deployment began in April, 2017.
Results: In retrospective study, ECHO plans were found to be dosimetrically superior with respect
to tumor coverage, plan conformity, and OAR sparing. For example, the average PTV D95%, cord
and esophagus max doses, and Paddick Conformity Index were improved, respectively, by 1%, 6%,
14%, and 15%, at a negligible 3% cost of the average skin D10cc dose.

Conclusion: Hierarchical constrained optimization is a powerful and flexible tool for automated
IMRT treatment planning. The dosimetric correction step accurately accounts for detailed dosimetric
multileaf collimator and scattering effects. The system produces high-quality, Pareto optimal plans
and avoids the time-consuming trial-and-error planning process. © 2019 American Association of
Physicists in Medicine [https://doi.org/10.1002/mp.13572]
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1. INTRODUCTION

Radiotherapy seeks to deliver dose distributions that maxi-
mize the likelihood of cancer eradication while holding nor-
mal tissue damage, and the impact on the patient, to the
lowest level possible. Despite advances, radiotherapy treat-
ment planning is often, still, a complex, time-consuming, and
labor-intensive task with the plan quality often being depen-
dent on the planners’ experiences and skills.' Typically, the
problem is formulated as a single objective function, itself
composed of additive terms representing dosimetric quality
of the target and normal tissue regions. This formulation,
however, involves many weights that are commonly
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manipulated iteratively through graphical user interfaces.
Extensive research has been devoted in the last decade to
facilitate this trial-and-error process.>”* More recently, tech-
niques have been developed to address shortcomings of
IMRT planning, including: (a) so-called “knowledge-based
planning” (KBP),>® (b) multiple criteria optimization
(MCO),”® and (c) constrained hierarchical optimization (also
known as prioritized optimization or lexicographic optimiza-
tion).2-1215

The main idea in KBP is to extract a prediction model of
appropriate planning goals from a database of previously
planned patients. Using a database of the treated patients,
KBP builds a model to map the patients’ geometry onto the
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expected final DVH. The expected DVH is used to formulate
the planning optimization problem on the new patient’s
geometry. MCO, in contrast, generates a pool of Pareto opti-
mal plans based on a small number of key clinical objectives
that require a trade-off. A user then navigates among the Par-
eto plans, selecting a preferred plan.

Constrained hierarchical optimization (also called priori-
tized optimization or lexicographic optimization) is a classic
optimization technique used to tackle many complex multicri-
teria optimization problems, and its applicability in radiother-
apy optimization has been introduced in Deasy.'®"” The key
idea is to define the inviolable clinical criteria as hard con-
straints and then prioritize desirable clinical objectives and
optimize them in order. Later, Wilkens et al.'® and Clark
et al."" have proposed their four-step optimization models to
maximize tumor coverage, minimize the high priority OARs
doses, minimize the rest of OARs doses, and smooth out the
fluence map respectively. The four-step proposed models
have been evaluated on six head-and-neck'” and 10 prostate'’
cases, but without comparison to the clinical plans. Similar
approaches have been also proposed.”'®!” While this work,
called ECHO (Expedited Constrained Hierarchical Optimiza-
tion), is also based on constrained hierarchical optimization,
it has some significant differences with the previous works,
including: one-fewer steps (three steps) and no need for a pre-
defined prioritization of the OARs, two-a novel correction
step to provide the plan quality and planning time needed for
the clinical implementation, three-clinical validation by com-
paring to the 75 treated paraspinal plans, and four-a fully
automated push-button clinical workflow using API scripting
capabilities of an FDA-approved TPS.

The ECHO approach consists of three constrained opti-
mization steps plus an additional correction step. In Step-1,
ECHO seeks for the best possible target coverage/homogene-
ity over the reduced search space defined by the hard con-
straints. Step-2 seeks for the further improvement of clinical
criteria, beyond the clinical requirements expressed as hard
constraints, searching over an even smaller search space.
Step-3 smooths out the fluence map for delivery efficiency.
We have decided to put all the OARs in one step since their
priorities are not very clear in clinic, and on the other hand,
the further improvement in OARs doses is not very sensitive
to the order that they have been optimized or the weights or
the objective functions that they are assigned to at Step-2 due
to the reduced search space imposed by the hard constraints
and the constraints added to preserve the results of Step-1.
ECHO is also equipped with a correction step (Step-C) to
incorporate leaf sequencing and scattering contributions into
optimization. Step-C speeds up the optimization process by
ignoring scattering contributions initially and correcting them
subsequently. It can also speed up the pre-calculation of the
influence matrix (the dose matrix used in the optimization)
by initially employing a fast and less accurate dose calcula-
tion algorithm and correcting the inaccuracies afterwards.
The correction step also improves the plan quality by incor-
porating the leaf motion impacts into optimization.
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A different flavor of constrained hierarchical optimization,
named 2-phase e.-constrained (2pec), has been proposed in
Breedveld et al.'” This approach is based on the so-called
wish-list prescription which contains a set of hard constraints
and, for each organ, one-an objective function, two-a goal,
and 3- a priority level. The objective functions are optimized
sequentially based on their priorities in two phases where the
first phase tries to meet the pre-specified goals, if possible,
and the second phase seeks for the further possible improve-
ment. 2pec technique has been later extended to include the
beam angle optimization and referred thereafter to as iCycle
and has been subsequently evaluated on different disease
sites.”*! While both ECHO and iCycle solve a series of con-
strained optimization problems sequentially, they are fairly
different techniques. iCycle typically includes 5-10 steps
which are solved in two phases whereas ECHO has three
steps and does not involve any prioritization of the OARs.

On the implementation side, this work shows how a
home-grown optimization technique can become part of the
clinical workflow using API scripting. To the best of our
knowledge, this is the first work that creates automated plans
without employing a TPS optimization engine and by fully
integrating a home-grown optimization technique with a
FDA-approved TPS system using API scripting. Furthermore,
we retrospectively evaluate ECHO on 75 SBRT paraspinal
plans and compare the fully automated ECHO plans with the
manually created plans used to treat the patients. The patient
cohort represents a diverse set of SBRT paraspinal plans with
tumor located in different spine regions and includes a set of
clinically challenging re-irradiation plans.

2. MATERIALS AND METHODS

2.A. Hierarchical optimization model: a high-level
description

We solve three constrained optimization problems plus an
optimization problem to incorporate the leaf sequencing and
final dose calculations. Figure 1 illustrates the optimization
steps as well as the high-level description of the objective
functions and constraints. At the first step (Step-1), PTV cov-
erage is maximized in the objective function given the maxi-
mum and mean dose hard constraints on OARs and PTV. The
results obtained at Step-1 are preserved by converting the
objective function into a constraint (or a set of constraints)
for Step-2 with a slight relaxation or “slip” parameter to
increase the search space in subsequent optimization steps.
At the second step (Step-2), the OAR doses are minimized
subject to maximum and mean dose hard constraints of Step-
1 plus the constraints added to preserve the results of Step-1.
The results of Step-2 are also converted into constraints for
Step-3 which smooths out the fluence map for delivery effi-
ciency while respecting the hard constraints and the con-
straints that preserve the results of steps 1 and 2. After
solving Step-3, the optimal fluence is used for leaf sequenc-
ing and accurate full dose calculation.
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Step-1  Maximize tumor coverage
(quadratic function)

Step-2  Minimize OARs dose
(gEUD functions)

Step-3  Maximize beam profile smoothness
(quadratic function)

N

1- Max/mean dose hard constraints on OARs and tumor

1- Max/mean dose hard constraints on OARs and tumor
2- Preserve Step-1objective function (relaxed version)

1- Max/mean dose hard constraints on OARs and tumor
2- Preserve Steps 1-2 objective functions (relaxed versions)

Leaf sequencing and full dose calculation using Step-3 optimal fluence
(for the correction step)

Step-C  Correction loop
(Lagrange function)

1- Limit the divergence to the Step-3 optimal solution

Leaf sequencing and full dose calculation using Step-C optimal fluence
(for plan evaluation and delivery)

FiG. 1. A high-level description of the hierarchical optimization steps. Arrows indicate how the optimization results from one step are carried over to the next.

[Color figure can be viewed at wileyonlinelibrary.com]

2.A.1. Correction step

After performing leaf sequencing and accurate full dose
calculation using the Step-3 optimized fluence map, there is
usually a discrepancy between the final dose and pre-calcu-
lated dose used during optimization. The pre-calculated dose
is obtained by multiplying the pre-calculated influence
matrix, parameterizing the dose contribution to each voxel
from each beamlet of unit intensity, with a vector consisting
of the fluence map. The dose-discrepancy may stem from
three different sources: one-the effects of leaf sequencing,
two- using the truncated influence matrix for optimization
speed-up, and three- employing a fast and less accurate influ-
ence matrix calculation to accelerate the pre-calculation pro-
cess (not the case in our implementation due to the Eclipse
V15.5 API limitations). The dose-discrepancy issue is
already well-known in the conventional weighted-sum
method and is usually handled by periodically performing a
full dose calculation during the iterative optimization process
and incorporating the discrepancy into the optimization.*”
However, this is not straightforward with the constrained hier-
archical optimization approach since updating the dose values
could invalidate the constraints added from the previous steps
and could make the problem even infeasible (i.e., empty
search space). Therefore, all the three steps, with the dose-
discrepancy incorporated, need to be solved yet again. We
propose a more computationally efficient approach which
needs solving only one simple optimization problem by
exploiting the Lagrange multipliers.

The Lagrange counterpart of the Step-3 optimization prob-
lem is constructed by multiplying each constraint by its
Lagrange multiplier and adding it to the objective function.
Step-3 and its Lagrange counterpart are equivalent and have
the same optimal solution. The Lagrange problem in fact rep-
resents the entire three steps of optimization problems and
can still be used as a good approximation of all three steps as
long as small changes occur in the system (e.g., adding small
dose discrepancy A). The Lagrange counterpart is then modi-
fied slightly to take into account the dose-discrepancy in
order to correct for it. As shown in Fig. 1, the correction step
(Step-C) is solved after performing leaf sequencing and full
dose calculation using the Step-3 optimized fluence map.
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Given that the dose-discrepancy depends on the optimized
fluence map, a hard constraint is added to Step-C to limit the
fluence map search space to the vicinity of the Step-3 optimal
solution. More details about Step-C are provided in Sec-
tion 2.B.

The Lagrange function has been also used by Alber
et al.?® for sensitivity analysis purposes. Breedveld et al.'?
studied the equivalence between the constrained hierarchical
optimization and the weighted-sum method using the
Lagrange multipliers and they have later employed the
Lagrange function for beam angle selection.**

2.B. Hierarchical optimization model: mathematical
formulation

For modeling purposes, the patient’s body is discretized
into voxels (or point clouds) and each beam is discretized into
beamlets. The dose delivered to each voxel from each beam-
let of unit intensity is pre-calculated and stored as a matrix
called the influence matrix (also known as the dose deposi-
tion matrix), denoted by A, where the rows and columns cor-
respond to the voxels and beamlets respectively. The
optimization variables are the beamlet intensities, denoted by
x. Table I provides a full description of the notations used in
the optimization problems, and Fig. 2 provides the mathemat-
ical formulation of all the steps. In Step-1, the deviation of
the dose delivered to the PTV from the prescription dose p is
minimized in the objective function. The maximum and mean
dose constraints on the relevant structures are enforced as
hard constraints (1.a and 1.b). The non-negativity of the flu-
ence map is guaranteed by (1.c).

In Step-2, the gEUD (generalized equivalent uniform
dose) function is used to minimize the dose at OARs (see the
definition of gEUD at Step-2 optimization problem). For each
structure, an appropriate input parameter « is selected based
on the clinical criteria (e.g., @ = 1 or 2 for parallel structures
and a = 10 for serial structures). Besides the maximum and
mean dose hard constraints (2.a, 2.b), constraints (2.c) and
(2.d) are accompanied to preserve the results of Step-1 while
allowing slight relaxation using a slip parameter #. Constraint
(2.c) preserves the PTV dose homogeneity (over-dose) while
constraint (2.d) preserves the coverage (under-dose) for
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TasLE I. Notation glossary.

Symbol Description Symbol Description
Fluence map B Beam indices
Prescription dose Ri, L; The beamlet index of
the right/lower neighbor
of beamlet i
A Influence matrix Iy Beamlet indices of beam
b
S Structure index J Constraint indices
A® Influence matrix Aj Lagrange multiplier of
corresponding to constraint j
structure s
g Maximum dose limit for g Constraint j of Step-3
structure s
dgreen Mean dose limit for A The discrepancy
structure s between the dose from
Step-3 and final dose
calculation
xI, x! x Step-1, 2, 3 optimal -5 Second norm
solution
a’ gEUD parameter for £ Correction step search
structure s space constraint
(d), max(d, 0)
/8 Slip parameter for
structures
Wi, W2 Smoothing weight: w; in

the leaf motion direction
X, wy in the Y direction

different parts of the PTV (GTV (gross tumor volume), CTV
(clinical target volume), PTV-minus-CTV, CTV-minus-
GTV).

The Step-3 optimization problem smooths out the fluence
map using some total variation metrics. The first term in the
objective function minimizes the total variation in the X
direction (leaf movement direction) and the second term
accounts for the Y direction. Given that the smoothness in
the leaf motion direction is more important, we therefore set
wi >wy (w; = 0.6, wy = 0.4 in our implementation). Con-
straint (3.e) is added to preserve the results of Step-2 and con-
straints (3.c) and (3.d) preserve the results of Step-1 with
further relaxation (%) to provide sufficient search space for
Step-3 improvement.

After solving Step-3, the optimal fluence map x'! is used
for leaf sequencing and full dose calculation. The discrepancy
(A) between the pre-calculated dose from optimization (Ax'"")
and final dose calculation is computed and the Step-C opti-
mization problem is solved. The Step-C objective function is
the Lagrange function of Step-3 with the dose value (Ax)
replaced by (Ax + A). The Lagrange function is obtained by
multiplying the Step-3 constraints (g;) by their Lagrange mul-
tipliers (4;) and then adding them to the objective function
(F, ”1).25 Constraint (C.1) is added to limit the search space to
the vicinity of x so that A is still a valid dose-discrepancy
(¢ = 0.01 in our implementation). Solving the Step-C opti-
mization problem is computationally easier than Step-3 since
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the constraints are moved into the objective function. It
should be noted that simple constraints like (C.2) can stay as
constraints instead of moving them into the objective func-
tion.

2.C. Automated clinical workflow using Eclipse API
scripting

With the recent API scripting capabilities, custom-built
algorithms can be integrated into commercial TPS and
become part of the clinical workflow. We use Eclipse API
scripting to retrieve the patient data needed for optimization
and to import the optimization results (i.e., beam optimal flu-
ence) back into Eclipse. Figure 3 illustrates our system design
and data workflow. Once structure contours and beam angles
are prepared, the user launches ECHO as a plug-in from
Eclipse TPS and selects the desired structures to be included
in the optimization. The API is then used to retrieve the
patient data needed for optimization (e.g., beam parameters,
influence matrix) from the TPS. Afterwards, the resultant
optimization problems (Steps 1 to 3) are solved using the
commercial optimization engines Artelys KNITRO™
(Artelys Corp., Chicago, IL) and AMPL™ (AMPL Opti-
mization Inc., Evanston, IL). KNITRO is the main optimiza-
tion solver and AMPL is a high-level programming language
which facilitates working with different solvers including
KNITRO. Step-3 optimal fluence is imported back into the
TPS for leaf sequencing and accurate full dose calculation
using Analytical Anisotropic Algorithm (AAA)*® dose calcu-
lation algorithm (a convolution/superposition technique) to
find the discrepancy between the dose from optimization and
full dose calculation. The optimization problem correspond-
ing to the correction step (Step-C) is then solved to correct
the dose-discrepancy. The resultant optimal fluence map
(Step-C) is imported back into the TPS for leaf sequencing
and final AAA dose calculation for plan evaluation and treat-
ment. Finally, a notification email is sent to the user that the
plan is ready for review. The entire aforementioned workflow
is automated using API scripting, requiring user interaction
solely to prepare the contours and beam arrangement prior to
launching the ECHO plug-in.

3. RESULTS

We used the ECHO Eclipse plug-in to retrospectively eval-
uate 63 paraspinal patients (with 75 plans) that were previ-
ously treated with planner-generated VMAT SBRT plans. We
created 75 automated ECHO IMRT plans for SBRT para-
spinal patients with three different prescription/fractionation
scenarios (25 plans each): 24 Gy in single fraction, 27 Gy in
three fractions, and 27 Gy in three fractions (for re-irradia-
tion scenarios). Most of the optimization parameters (PTV
prescription value p, OAR max/mean dose constraints
dy™/dd**, gEUD input parameters a®) are defined based on
the clinical criteria, and other parameters (relaxation parame-
ters 7,, Step-3 smoothing weights w;/wy, Step-C Epsilon
value ¢) are defined empirically. Prior to the evaluation study,
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Step-1 optimization problem:
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Step-C optimization problem (dose correction step):

FiG. 2. Mathematical formulation of the optimization problems.

we used six plans (24 Gy in single fraction) covering lesions
in various parts of the spine as our training data set to define
the empirical optimization parameters most appropriate for
paraspinal plans. Those parameters are then used for all 75
plans. Nine fixed IMRT fields were used for all ECHO plans.
For thoracic, lumbar and sacral spine tumors, the fields were
from the posterior direction at 20° gantry angle interval for
160° total span based on a plan template. For cervical spine
cases, the template has seven posterior beams and two ante-
rior oblique beams to avoid going through the shoulder. The
planners’ clinical plans used four to six partial arcs, with arc
spans similar to the IMRT fields” span. While all the manual
and automated plans meet the institutional clinical criteria,
ECHO plans are superior in terms of both tumor coverage
and OAR sparing for most cases. Figure 4 compares the auto-
mated ECHO plans against the manually created clinical
plans quantitatively with respect to target coverage, dose
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conformity, and OAR sparing. The blue boxes (left) represent
the ECHO plans and the orange boxes (right) represent the
manual plans. Plot (a) and (b) compare PTV V95% and CTV
V100% respectively, and ECHO plans clearly provide better
coverage for all three prescription scenarios. Plot (c) com-
pares Paddick Conformity Index”’ defined as:

Paddick CI = undertreatment ratio X overtreatment ratio
AL o TVpy
A% PIV

where TVpy is the target volume covered by prescription iso-
dose volume, TV is the target volume, and PIV is the pre-
scription isodose volume. Plot (c) reveals that ECHO plans
are also superior in terms of conformity. With respect to
OAR sparing, plots (d), (e), and (f) illustrate that ECHO plans
deliver less maximum dose to esophagus and cord and
slightly more radiation to skin D10cc.
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| Planner runs ECHO Planner evaluates the T
plug-in from TPS plan p—

Input contours, Output optimal

) _beams, influence matrix fluence ”
Retrieve patient Solve optimization Leaf motion and dose

data from TPS problems (KNITRO/AMPL) calculation on TPS

Planner
notification

FiG. 3. Automated workflow using Eclipse application program interface (API) scripting. [Color figure can be viewed at wileyonlinelibrary.com]
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FiG. 4. Comparison of the automated ECHO plans (blue bars, left) and the manually created plans (orange bars, right) for 75 SBRT paraspinal plans with three
different prescription/fractionation schemes (25 plans per scheme). The higher the value the better for the coverage and conformity comparisons in the left plots,
and the lower the value the better for the OAR sparing comparisons in the right plots. For statistical tests, Wilcoxon signed-rank test was used and P = 0.05 was
considered as statistical significance. [Color figure can be viewed at wileyonlinelibrary.com]
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Figure 5 compares all 25 ECHO plans side-by-side with
their corresponding manual plans for the patients receiving
24 Gy prescription in single fraction. The median PTV size
is 43.8 cc (range: 14.9-188.3 cc). The positive relative differ-
ence in OAR dose means ECHO delivers less dose to OAR.
As it can be seen, the trend is in favor of ECHO in terms of
target coverage, plan conformality and OAR sparing. For the
first plan, with manual plan being significantly superior to
the ECHO plan in terms of the cord max dose, it should be
noted that the cord dose for this patient is way below the clin-
ical threshold for both plans and in fact the lowest among all
25 plans.

Two experienced physicists (Hong and Zhou) compared
dose distributions and dose metrics of all 75 ECHO and
manual plans and confirmed that the automated plans are
always superior or at least comparable to the manual plans
(non-blinded comparison). ECHO plans specially found to
be more conformal. For instance, one of the desired estab-
lished clinical criteria at our institution is to have the hot
spot (dose more than 115% of the prescription) to be inside
the PTV, if existing at all, and 93% of all 75 ECHO plans
met this criterion whereas only 51% of the manual plans
did so.
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Figure 6 shows an ECHO plan and a manual plan in terms
of DVH and dose distribution. Plots (a), (b), and (c) illustrate
that ECHO delivers comparable or more conformal dose dis-
tribution than the manual plan. Plots (d) shows that ECHO
delivers less doses to the cord and esophagus while providing
the same PTV coverage and compromising PTV dose homo-
geneity slightly.

Figure 7 reveals how the correction step (Step-C) improves
the plan quality by incorporating the leaf sequencing and
final dose calculation impacts. Step-C plan (dashed line) is
obviously better than Step-3 plan (solid line) in terms of both
PTV dose homogeneity and OAR sparing.

Figure 8(a) shows the duty cycles (total monitor units of
all beams divided by the prescription dose per fraction in
cGy) of ECHO plans and it reveals that the patients with pre-
vious treatment have the highest duty cycles due to the high
dose-gradient required to achieve much lower dose con-
straints on the previously treated OARs; however, all the duty
cycles are within the acceptable range in our institute. To
assure the deliverability of the plans, 14 randomly selected
plans (eight from 24 Gy x 1, three from 9 Gy x 3 without
previous radiation, and three from 9 Gy x 3 with previous
radiation) were delivered and went through rigorous quality
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FiG. 5. Side-by-side comparison of the automated ECHO plans and the manually created plans for all 25 stereotactic body radiotheraphy (SBRT) paraspinal
plans with 24 Gy prescription in single fraction and tumor located on different spine regions from C1 to S4. [Color figure can be viewed at wileyonlinelibrary.c
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Fic. 6. DVH and dose distribution comparison of an automated ECHO plan and a manually created plan. [Color figure can be viewed at wileyonlinelibrary.com]

assurance (QA) process and passed all our departmental QA
procedures.

Figure 8(b) shows the elapsed time to generate fluences
for all 75 ECHO plans: from launching the ECHO process to
receiving an email notification that plan is ready. On average
it takes about an hour to create an ECHO plan on our compu-
tational platform (six Windows-7 servers with Intel Xeon ES-
2680 2.5 GHz CPU 12 cores and 64 GB RAM). Figure 8(c)
reveals that the most time-consuming part of the calculation
is the influence matrix calculation by the Eclipse V15.5 API
(62% of the total time). The current version of API calculates
the influence matrix by running a full AAA dose calculation
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for every beamlet, resulting in a dense matrix and slow calcu-
lation process. Our program then truncates the small elements
of the matrix to zero for the optimization speed-up. Solving
optimization problems by KNITRO/AMPL takes about 26%
of the time, and the remaining 12% is spent on other tasks
(e.g., data transfer, importing the results back into Eclipse,
dose calculation). The beamlet resolution of 2.5 x 2.5 mm?
is used, resulting in about 1700-13 000 beamlets. Eclipse
API point cloud is used for voxelization, resulting in about
65 000-200 000 points. Eclipse API point cloud creates a
non-uniform distribution of points where more points are
placed on the boundary of the organs. The influence matrix
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calculation is a highly parallel task and can be distributed
among the servers (six servers in our experience), but the
optimization task runs on one server and cannot be dis-
tributed.

4. DISCUSSION

We have implemented a beam fluence optimization algo-
rithm, based on constrained hierarchical optimization tech-
nique, to automate IMRT treatment planning. The ECHO
application is provided as an Eclipse API plug-in that can be
used in the clinic. ECHO has been implemented in our clinic
since April 2017, resulting in approximately 1000 delivered
SBRT plans up to Feb 2019. We retrospectively studied 75
paraspinal SBRT plans and demonstrated the ECHO’s ability
to generate superior or comparable plans compared to the
manually created plans in a reasonable amount of time (20—
170 min). For each disease site, the maximum and mean dose
hard constraints and objective functions need to be defined
based on the clinical criteria. Other optimization parameters
(slip parameters 7, Step-3 smoothing weights w /w,, Step-C
Epsilon value ¢) are defined empirically using a few patients
as a training data set and then they could be used for all the
patients. In our experience with paraspinal cases, we
observed that the plan quality is not very sensitive to these
empirical parameters and it was easy to find a set of
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Relative volume [%]

Relative dose [%]

Fic. 7. DVH comparison to illustrate the importance of the correction loop
step (Step-C). The solid/dashed line represents the plan before/after the cor-
rection step. Both plans are after leaf-sequencing and final dose calculation.
[Color figure can be viewed at wileyonlinelibrary.com]
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parameters that work for all the patients; however, future
study is needed to find out if these observations also hold true
for other disease sites. If otherwise, one potential solution is
to create multiple plans using different parameters, specially
slip parameters, and then either have the program to pick the
best plan based on some predefined clinical metrics or let the
users to pick their preferred plan (similar to the MCO
approach).

Results confirm that the dose correction step based on
Lagrange multipliers improves the plan quality by incorporat-
ing the effects of leaf sequencing and scattering contribu-
tions. This procedure allows us to neglect scatter
contributions, leading to a sparse influence matrix and avoid-
ing an influence matrix that is dense and computationally
prohibitive. Despite the success to date, this procedure may
need to be evaluated for patients with large PTV volumes and
larger scatter-dose contributions than those considered here.
It should be noted that the Eclipse V15.5 API used in this
research only provides an accurate full-scatter influence
matrix which is truncated subsequently by our program to
speed up the optimization process; however, the correction
step in principle enables the use of a fast and less accurate
influence matrix calculation technique.

Plan delivery efficiency objectives (i.e., fluence map
smoothness) have been incorporated in our model in the
Step-3. The first two steps completely disregard the smooth-
ness, allowing for highly modulated intensity fluence,
whereas Step-3 smooths out the fluence but compromising
slightly the plan quality obtained from the previous steps.
Although the plan delivery and smoothness are not guaran-
teed in this model, the degeneracy exists in the fluence map
space (i.e., many fluence maps correspond to the same or
very similar dose values) in conjunction with the enlarged
search space provided by the slips seem to enable the smooth-
ness required for the delivery. Yet, this potential issue can be
mitigated by imposing the smoothness in all the steps through
either adding a smoothness term to the objective functions'?
or adding hard constraints, for instance, to bound the total
variations of the fluence profiles. Finding the proper weights
would be challenging with the former approach, while the
computational time would increase with the latter one. In our
institute, every patient with single fraction SBRT has patient
specific dosimetry QA before treatment and all single fraction
ECHO plans generated up-to-date in our clinic (>200 plans)
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FiG. 8. (a) Duty cycle of ECHO plans. (b) Total time to create ECHO plans. (c¢) Time dedicated to different parts of automated ECHO plan calculation. [Color

figure can be viewed at wileyonlinelibrary.com]
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passed the QA test. For all other hypofractionation SBRT
patients, QA based on departmental clinical policies are per-
formed and passed for all ECHO plans created thus far in our
clinic (>800 plans).

This algorithm currently only supports maximum and
mean dose hard constraints and does not support DVH (dose
volume histogram) constraints directly, making it only suit-
able for disease sites with mainly max/mean dose constraints
such as paraspinal and head and neck. Work to incorporate
other DVH constraints is ongoing. Future research is also
needed to extend this technique to VMAT or other emerging
delivery technologies like 47°* or SPORT?. Voet et al.*"
have shown that the automated IMRT plan created by their
2pec technique can be used to guide the TPS VMAT opti-
mization engine, presumably based on the weighted-sum
approach, to produce a VMAT plan with the similar dosimet-
ric characteristics as the automated IMRT plan. However, a
rigorous VMAT optimization algorithm for constrained hier-
archical optimization technique is yet to be developed.

API scripting which is nowadays available in the major
TPS systems is a powerful tool to streamline the clinical
workflow and empower them with more automation. This
work exemplifies how a home-grown optimization technique
can become part of the clinical workflow by exporting the
data outside the TPS, conducting optimization, and importing
the results back into the TPS without any user interactions. It
should be mentioned; however, that API scripting is still a rel-
atively new technology and may not support all the function-
alities that may be needed. In our experience, we had to first
transfer the patient data from the clinical Eclipse V15.5 to the
non-clinical Eclipse V15.5 and then conduct all the calcula-
tions due to the limited capabilities of API on the clinical ver-
sion. Although this part is also automated in our program
using the transfer tools provided by Varian (DB Daemon), it
added more complexity to the implementation.

5. CONCLUSIONS

IMRT treatment planning is naturally formulated as a pri-
oritized list of objectives, in order to control tradeoffs inher-
ent in the optimization process. ECHO is a dosimetrically
accurate and robust formulation of this concept. The con-
strained programming environment allows for robust control
of beam smoothness as well. ECHO has now been exten-
sively used in our clinic, with very good results, and is a
promising and flexible platform for further IMRT plan devel-
opments, for example, robust optimization® or outcome-
probability driven planning.
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