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Summary

Social interactions occur between multiple individuals, but what is the detailed relationship 

between the neural dynamics across their brains? To address this question across timescales and 

levels of neural activity, we used wireless electrophysiology to simultaneously record from pairs of 

bats engaged in a wide range of natural social interactions. We found that neural activity was 

remarkably correlated between their brains over timescales from seconds to hours. The correlation 

depended on a shared social environment and was most prominent in high frequency local field 

potentials (>30 Hz) and local spiking activity. Furthermore, the degree of neural correlation 

covaried with the extent of social interactions, and an increase in correlation preceded their 

initiation. These results show that inter-brain neural correlation is an inherent feature of natural 

social interactions, reveal the domain of neural activity where it is most prominent, and provide a 

foundation for studying its functional role in social behaviors.
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Introduction

Every day, we engage in social interactions. The ease with which we do so belies the neural 

complexity underlying them. Unlike non-social behaviors, social interactions depend on the 

coordinated actions of at least two individuals, and hence require coordination between their 

brains. Because social interactions between two individuals are often asymmetric, the neural 

activity in the different brains is not expected to be the same. Therefore, to get a full picture 

of the neural activity underlying a complete social experience, it is important to record from 

the brains of the interacting individuals simultaneously. This approach, termed 

“hyperscanning,” was first proposed by Montague et al. (2002), and has led to the 

development of a significant field in human neuroscience (see the reviews of Babiloni and 

Astolfi, 2014; Dumas et al., 2011; Hasson et al., 2012; Hasson and Frith, 2016; Koike et al., 

2015; Konvalinka and Roepstorff, 2012; Liu et al., 2018; Scholkmann et al., 2013; Schoot et 

al., 2016). In particular, it was discovered that some aspects of neural dynamics were 

significantly coupled across the brains of socially interacting individuals (e.g. Dikker et al., 

2017; King-Casas et al., 2005; Stephens et al., 2010; Tomlin et al., 2006), a surprising 

finding considering that different brains are of course not physically connected.

Yet, tremendous gaps remain in our understanding of the relationship between the neural 

activity of different brains during social interactions, in three broad areas. First, 

hyperscanning experiments have been nearly exclusively restricted to humans, and the extent 

to which functional coupling across brains extends to, or can be studied in, other species 
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during social interactions remains largely unknown. Second, as a result of the lack of animal 

models, research has primarily been restricted to non-invasive methodologies, such as 

functional magnetic resonance imaging (fMRI), electroencephalography (EEG), and 

functional near-infrared spectroscopy (fNIRS). While valuable, these methods lack the 

spatial and temporal resolutions needed to resolve local field potentials (LFP; especially in 

the high frequency range) and the spiking activity of individual neurons and local 

populations (Sejnowski et al., 2014). This represents a major gap in the field, as these neural 

signals are known to be strongly linked to social behaviors (Anderson, 2016; Bergan et al., 

2014; Chang et al., 2013; Chang et al., 2015; Eliades and Miller, 2017; Falkner et al., 2014; 

Falkner et al., 2016; Haroush and Williams, 2015; Hong et al., 2014; Li et al., 2017; Liang et 

al., 2018; Miller et al., 2015; Nummela et al., 2017; Pearson et al., 2014; Remedios et al., 

2017; Tremblay et al., 2017; Zhou et al., 2017), and combined, represent a major landscape 

of neural activity that has been unexplored in the context of hyperscanning during social 

interactions. Lastly, previous studies typically focused on artificial tasks involving instructed 

interactions between subjects (e.g. Dikker et al., 2014; Dumas et al., 2010; Kawasaki et al., 

2013; Leong et al., 2017; Spiegelhalder et al., 2014; Tognoli et al., 2007), where a single 

social behavior was repeated over many short trials (e.g. Cui et al., 2012; Dumas et al., 2010; 

Kawasaki et al., 2013; Tognoli et al., 2007; Yun et al., 2012). While enabling a high degree 

of experimental control, these conditions differ from natural social interactions, which are 

often inherently variable and extend over a wide range of timescales.

Here, we took an entirely different experimental and analytical approach that bridges all 

these major gaps at once. In detail, we utilized a tractable mammalian model system for 

social neuroscience—the Egyptian fruit bat (Rousettus aegyptiacus), an ideal system due to 

its high level of sociality (Herzig-Straschil and Robinson, 1978; Harten et al., 2018; Prat et 

al., 2015, 2016, 2017; Omer et al., 2018; Cvikel et al., 2015; Egert-Berg et al., 2018; 

Kwiecinski and Griffiths, 1999). Using wireless electrophysiology, we conducted 

simultaneous extracellular recording of neural activity from multiple animals engaged in 

natural social interactions. Importantly, this allowed us to study signals across a wide range 

of neural regimes, from LFP to the activity of single neurons and local neuronal populations. 

We focused on the frontal cortex (Figure S1A–B), a region heavily implicated in social 

cognition across a wide range of mammalian species from rodents to primates (Adolphs, 

2001; Amodio and Frith, 2006; Cao et al., 2018; Chang et al., 2013; Eliades and Miller, 

2017; Forbes and Grafman, 2010; Liang et al., 2018; Miller et al., 2015; Nummela et al., 

2017; Pearson et al., 2014; Rudebeck et al., 2008; Tremblay et al., 2017; Zhou et al., 2017). 

We hypothesized that studying neural activity under natural social conditions would 

facilitate robust detection of the neural dynamics that have evolved to subserve social 

behaviors. Thus, we recorded neural activity during natural, face-to-face social interactions, 

by simply allowing bats to freely behave and socially interact with one another as they see 

fit. Each recording session lasted ~100 minutes, which we analyzed as a single “trial,” 

allowing the study of neural activity at a wide range of timescales. In doing so, we were able 

to study the social interactions between the individuals and the underlying neural dynamics, 

as they unfolded in parallel.

With this combined approach, we were poised to ask the following questions. First, what is 

the relationship between the simultaneously recorded neural activity in two animals that 
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share a social environment and engaged in natural social interactions? And second, how does 

this relationship compare across different timescales and domains of neural activity?

Results

Simultaneous neural recording from pairs of bats during natural social interactions

To study natural social interactions, we let pairs of male Egyptian fruit bats freely behave in 

chambers (Figure 1A) placed inside an electromagnetically and acoustically shielded room. 

The experiments took place in the dark, because in the wild, colonies of this species 

generally reside in dark caves, where much of their social interactions takes place 

(Kwiecinski and Griffiths, 1999; Herzig-Straschil and Robinson, 1978). In a subset of 

experimental sessions, we introduced a third bat into the chamber in the middle of the 

session, in order to explore a larger variety of behaviors and interactions than those exhibited 

by two male bats alone. We captured the behavior of the bats using high-speed infrared 

video cameras (100 frames/second) and ultrasonic microphones (STAR Methods). The 

unconstrained behavior of the bats in our experiments was highly complex; thus, we aimed 

to distill them into a form that is amenable to quantitative analysis, but that still lends itself 

to intuitive understanding. Taking an ethological approach, we clearly defined a set of 

discrete categories of behaviors, which encompassed the behavioral repertoire observed in 

our experiments (STAR Methods). These included both social behaviors that involved 

interactions between bats (such as fighting) and non-social behaviors (such as self-

grooming). Unbiased observers, who were blind to the goals of the experiment, annotated 

the videos of the experimental sessions frame-by-frame, and manually classified the 

behavior of each bat at each frame according to our definitions (STAR Methods).

We found that the bats engaged in a rich variety of behaviors in succession, including both 

social and non-social behaviors, rather than repeating the same behavior over and over 

(Figure 1B). If we examine the times when the bats were resting (the “resting” behavior was 

defined as hanging still), compared to the times when the bats engaged in various active 

behaviors, one prominent feature emerges: the bats were coordinated with each other, such 

that they often tended to rest at the same times, and be active at the same times. On the other 

hand, zooming in to periods when a pair of bats were both active, we observed that the bats 

did not generally engage in the same active behaviors at the same times (Figure 1B). A 

quantitative analysis, where behavioral time courses were represented as binary vectors, 

confirmed these observations (Figure 1C; STAR Methods).

During the sessions, we recorded neural activity simultaneously from the pairs of bats (no 

neural recording was done on the different “third” bats that were introduced on some of the 

sessions). We used a wireless electrophysiology system, which is miniaturized and light-

weight enough to enable neural recording from freely flying bats (Yartsev and Ulanovsky, 

2013; Finkelstein et al., 2014), and in the present study, allowed the bats to engage in 

unrestrained natural behaviors during recording (STAR Methods). This enabled us to study 

the neural activity of two naturally interacting animals simultaneously, at multiple levels that 

included LFP, local spiking activity, and the firing of single neurons (Figure 1D).
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Dimensionality reduction of LFP

Frequently, to analyze LFP, one focuses on various frequency bands established in the 

literature (e.g. theta, gamma, etc.; Buzsáki and Draguhn, 2004). However, for the bat frontal 

cortex, there is no existing literature on the relevance of different frequency bands during 

social behaviors. Therefore, we instead took an unbiased, data-driven approach to identify 

the relevant signals in our LFP recording. Starting with a spectrogram of the LFP (Figure 

2A), we separately peak-normalized the power at each frequency (Figure 2B), so that the 

different frequencies could be analyzed and visualized on equal footing. On typical 

normalized spectrograms, principal component analysis (PCA) consistently identified two 

dimensions that stood out from the noise (Figure 2C), one corresponding to the high 

frequencies being coactive and the other to the low frequencies being coactive (Figure 2D). 

This observation motivated us to reduce the dimensionality of the normalized spectrogram to 

two flat frequency bands corresponding to the high and low frequencies, which showed 

similar dynamics (Figure 2E–F) as the respective principal components (PCs). Their exact 

frequency ranges were defined to be 1–29 Hz and 30–150 Hz, because across all recording 

channels, bats, and sessions, these ranges robustly captured close to the maximal amount of 

variance that could be captured by two dimensions (Figure 2G–H). Consistent with previous 

literature (Rasch et al., 2008), we found that the 30–150 Hz band was linked to aggregate 

local spiking activity (Figure S1C–H).

Modulation of neural activity in the bat frontal cortex during natural behaviors in a social 
context

Interestingly, even though the two frequency bands were not defined based on behavior, their 

power modulation nonetheless correlated tightly with behavior: the low frequency band had 

more power during resting than during active behaviors, whereas the high frequency band 

had more power during active behaviors than during resting (Figure 2E, F, I; Figure S2). 

Similarly, local spiking activity and single unit activity were overall higher during active 

behaviors than during resting (Figure S2). These results are consistent with the known 

effects of behavioral states on LFP power and spiking activity, which are readily observed in 

widespread brain regions (Gervasoni et al., 2004; McGinley et al., 2015).

In addition to examining the modulation of neural activity by the general states of resting 

and being active, we further characterized how neural activity in the brain of each bat was 

related to the specific active behaviors of that bat (Figure S2). We found that individual LFP 

channels and units showed a mosaic of behavioral modulation of neural activity (Figure 

S2A–L), and that all behaviors could be reliably decoded from neural activity with high 

accuracy (Figure S2M–P), consistent with the extensive literature showing the neural 

encoding of social signals in frontal cortex across species (Chang et al., 2013; Eliades and 

Miller, 2017; Liang et al., 2018; Miller et al., 2015; Nummela et al., 2017; Pearson et al., 

2014; Tremblay et al., 2017; Zhou et al., 2017).

Yet, a social experience is more than the behaviors of the involved individuals considered in 

isolation. Thus, having considered how neural activity is related to behavior for each bat, we 

next turned to the central question of this study and asked how neural activity is related 

between the brains of the interacting bats during a social experience.
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Highly correlated neural activity across the brains of bats sharing a social environment

It was evident that the neural activity in the brain of a single bat was highly variable during 

the extended social experience of a recording session (e.g. see Figure 2E–F), as expected 

given that the bats engaged in completely unrestrained, highly variable, natural behaviors. 

Yet, we wondered whether the neural variability in the different brains might be related, 

given the social interactions between the bats. Hence, having examined the neural activity in 

single brains, we next turned to examine the relationship between neural activity from 

different brains. Figure 3A–B show neural activity at different levels (the high frequency 

LFP band and local spiking activity) simultaneously recorded from two brains over example 

experimental sessions lasting ~100 minutes, which we analyzed as single “trials”. It was 

immediately evident that there were very high levels of correlation (throughout this 

manuscript, “correlation” refers to the Pearson correlation coefficient, unless otherwise 

indicated) between neural activity in the two separate brains. In the case of the examples 

shown in Figure 3, the correlation was 0.8 for LFP power in the high frequency (30–150 Hz) 

band (Figure 3A) and 0.67 for local spiking activity (Figure 3B)—such high correlations are 

striking, especially considering they were calculated over 100-minutes-long single trials, 

across the brains of separate animals. Crucially, these are not cherry-picked examples—

rather, they are representative of a highly reproducible phenomenon that was observed 

across experimental sessions, pairs of bats, recording channels, and levels of neural signals 

including both frequency bands of the LFP, local spiking activity, and single units (Figure 

3E–H, top panels; Figure S3; see STAR Methods for estimated false discovery rates [FDR; 

Benjamini and Hochberg, 1995]). Indeed, on every single pair of tetrodes in every single 

experimental session, LFP power in the 30–150 Hz band was significantly correlated 

between the different brains (Figure 3E, top panel). The same result held true for LFP power 

in the 1–29 Hz band on nearly all pairs of tetrodes (98% of all pairs; Figure 3F top panel) 

and for the vast majority of pairs of multiunit sites (75% of all pairs; Figure 3G top panel). 

We note that, although correlations between single units from different brains were lower 

(Figure 3H top panel; 35% of all pairs were significantly correlated), they were nearly as 

high as the correlations between single units within the same brains (Figure S3C).

Is this robust form of correlation merely a reflection of the behavioral correlation between 

the bats? As we have shown above, the neural activity of each bat was correlated with the 

resting/active state of that bat (Figure 2I and Figure S2), and that the resting and active bouts 

of the bats were themselves correlated (Figure 1C). Hence, we of course expected to find 

some level of co-fluctuations of neural activity in the two brains that mirrors the coordinated 

resting and active bouts of the bats; indeed, we observed such co-fluctuations (Figure 3A–

B). On the other hand, we also showed that within active bouts, the individual active 

behaviors of the bats were not correlated (Figure 1C). Hence, we expected that within active 

bouts, neural activity would be uncorrelated across the brains as well. To our surprise, this 

was not what we found. Instead, neural activity remained highly correlated (Figure 3C–D). 

Indeed, even if we removed from each session all time periods when both bats were resting, 

so that co-fluctuations of neural activity reflecting coordinated resting and active bouts no 

longer contributed to the correlation, neural activity remained highly correlated across the 

different brains (Figure 3E–H middle panels). Similar results were obtained when we 
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removed all time periods when at least one bat was resting, and calculated correlations for 

only the remaining active bouts (Figure S3H–K).

Furthermore, as we have shown above, neural activity was also modulated by specific active 

behaviors of the bats (Figure S2). Although overall, individual active behaviors were 

uncorrelated between bats (Figure 1C), one might still expect contributions to correlations 

across brains due to the bats occasionally engaging in the same active behaviors at the same 

times. Thus, we extended our analysis above to remove not only time periods of coordinated 

resting, but in addition, all time periods when the bats engaged in the same behaviors 

(Figure S3H–K). Again, high levels of correlation between the different brains persisted. To 

go one step further, we regressed out the behaviors of both bats from the neural activity of 

each bat and recalculated the neural correlation across brains (Figure 3E–H, bottom panels). 

Once more, high levels of correlation remained. These results together suggest that sharing 

the same social environment contributes to the correlation of neural activity across the brains 

of the animals, even when they are ostensibly engaged in different behaviors.

Shared sensory inputs and behavioral patterns cannot explain correlations across brains

During the experiment described above, the bats shared a sensory environment, which might 

contribute to the correlation of their neural activity, independent of any interactions between 

them. Indeed, previous studies have reported coordinated neural activity across the brains of 

humans exposed to similar sensory inputs (Hasson et al., 2004; Nummenmaa et al., 2012; 

Schmälzle et al., 2015; Nguyen et al., 2019). Furthermore, as we showed above, the resting 

and active bouts of the bats were correlated (Figure 1C), which, while not fully accounting 

for the correlation of neural activity across brains (Figure 3E–H and Figure S3H–K), did 

contribute to it. It is possible that such behavioral correlations were not the result of social 

coordination, but rather coincidences resulting from each bat independently behaving 

according to similar stereotyped behavioral patterns. Thus, we next asked: to what extent do 

these non-social factors contribute to neural correlation? To answer this question, we 

performed an additional series of experiments. We recorded neural activity simultaneously 

from two bats placed in two separate chambers inside the same experimental room. The 

separate chambers were identical to each other as well as to the chamber used for the 

experiment described above. These two-chambers sessions and the one-chamber sessions 

described above used the same pairs of animals and both had durations of ~100 minutes, 

thus allowing direct comparison. The two-chambers experiments included three different 

conditions (Figure 4A–C), which we now proceed to describe.

In one type of two-chambers sessions, we let the two bats freely behave in their respective 

chambers (which have similar sensory environments) according to any behavioral patterns 

they had (Figure 4A). Figure 4D shows simultaneously recorded neural activity on such an 

example session, showing no correlation across brains. In a second type of two-chambers 

sessions, we additionally provided strong shared sensory inputs to the two bats, in the form 

of identical auditory stimuli played to the two bats throughout the session (Figure 4B). The 

stimuli played were social communication calls of this species. These are used by the bats 

exclusively during social interactions (Prat et al., 2016), contain extensive social information 

(Prat et al., 2016), and can induce stable, long-term changes to bat vocal dialects through 
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their playback (Prat et al., 2017). Hence, these stimuli are ethologically relevant and highly 

salient for this species of bats. This experiment is analogous to previous studies that found 

correlated neural activity across the brains of humans watching the same movie (Hasson et 

al., 2004; Nummenmaa et al., 2012; Nguyen et al., 2019) or listening to the same speech 

(Schmälzle et al., 2015), leading us to expect that our highly salient sensory stimuli would 

similarly drive correlated neural activity across the brains of the bats. Yet this was far from 

being the case: under this condition, neural activity from different bats showed no 

correlation (Figure 4E). Finally, in a third type of two-chambers sessions, we mimicked the 

conditions of our one-chamber sessions, by simultaneously recording from two bats that 

each interacted with a different bat in their respective chambers (Figure 4C). Once again, we 

observed weak to no correlation across the brains (Figure 4F).

Overall, across all three types of two-chambers sessions, and across all levels of neural 

signals (both frequency bands of the LFP, local spiking activity, and single units), there was 

little to no correlation across brains (Figure 4G–J; Figure S4G–J; see STAR Methods for 

FDR), in stark contrast to the one-chamber sessions (Figure 4K–N). In fact, many of the 

two-chambers sessions happened immediately before or after a one-chamber session, 

without movement of the recording tetrodes, allowing correlations for the same neural 

signals at the same recording sites to be directly compared between the sessions. Such direct 

comparisons again showed that, neural correlations across brains fell apart when bats no 

longer shared a social environment, even as they continued to share similar sensory 

environments and behavioral contexts (Figure S4D–F).

It is important to note that resting and active bouts only showed weak correlation between 

bats in the two-chambers sessions (Figure S4C). Thus, the behavioral correlations seen in 

one-chamber sessions were the results of social coordination between the bats. Since 

behavioral correlation is not the only factor that contributes to neural correlation (Figure 3E–

H; Figure S3H–K), we hypothesized that differences in neural correlation between the one-

chamber and two-chambers sessions did not merely reflect behavior differences between the 

two types of sessions. To test this, we took two approaches. First, we regressed out the 

behaviors of both bats from the neural activity of each bat, then compared neural 

correlations on one-chamber and two-chambers sessions (Figure 4O–R). With the exception 

of single units, all neural signals showed significantly higher correlations on one-chamber 

sessions, indicating that differences in neural correlation between the two types of sessions 

indeed go beyond their behavioral differences. Second, we sought to compare inter-brain 

correlations between behaviorally matched time periods from one-chamber sessions and 

two-chambers sessions. For example, Figure 5A shows time periods from one-chamber and 

two-chambers sessions with matched behaviors: neural activity was much more correlated 

across brains in the example from the one-chamber session. Motivated by such observations, 

we next comprehensively compare behaviorally matched time periods.

Specifically, at any given moment in time, a pair of bats display a pair of behaviors (e.g. 

“resting” by bat 1 and “self-grooming” by bat 2). For each possible pair of behaviors, we 

found all the time points when the bats showed this pair of behaviors in either the one-

chamber sessions or the two-chambers sessions. This allowed us to directly compare the 

degree of neural correlation between those time points from one-chamber sessions and those 
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from two-chambers sessions, which were matched with regard to the behaviors of the bats 

and differed only in whether the bats shared a social environment or not. For this analysis, 

we introduced a simple measure of instantaneous neural correlation (defined in Figure 5B 

and STAR Methods; see Figure S7A–I for results using Pearson correlation coefficient, 

which are similar) that allowed us to examine neural correlation at a fine time resolution (as 

opposed to correlation over an entire session). If neural correlation is simply dictated by the 

overt behaviors of the bats, one would expect the correlations to be the same during 

behaviorally matched time periods. Instead, we found that neural activity was more 

correlated across brains on one-chamber sessions than on two-chambers sessions even when 

the behaviors were matched (Figure 5C). Next, we extended this analysis to match not only 

behaviors at a single time point, but sequences of two behavioral episodes (longer sequences 

that were matched between the two types of sessions were rare; STAR Methods); again, 

neural activity was more correlated on one-chamber sessions (Figure 5D). Furthermore, 

using a video tracking algorithm based on deep neural networks (DeepLabCut; Mathis et al., 

2018), we tracked the neural recording device on each bat’s head in the recorded videos, 

which provided an estimate of the moment-to-moment magnitude of movement by the bats, 

a surrogate for their behavioral activity levels (Figure S5). This in turn allowed us to 

compare time periods from one-chamber and two-chambers sessions that were matched for 

the movement magnitude of each bat. This behavioral matching approach, which is 

independent of human behavioral annotations, again showed that neural activity was more 

correlated on one-chamber sessions (Figure 5E). Combined, the above results suggest that 

the sharing of a social environment is strongly linked to neural correlations across brains. To 

examine this notion further, we next turned to consider the social experience of more than 

two individuals, where all share the same social environment, but not all are necessarily 

involved in each act of social interaction.

Our everyday experience tells us that for humans, sharing a social environment entails a 

group of people being engaged with one another, without necessarily requiring that all 

individuals in the group simultaneously interact with one another. For example, three friends 

having dinner together share a social environment and are all part of the same social 

experience, even if only two of them actively converse with one another at a particular 

moment in time. While bats are of course not humans and engage in group interactions 

differently, this intuition led us to further probe the importance of social environments, 

rather than active social interactions, on neural correlation. We did so by examining 

situations when only two out of a group of three bats were engaged in active interactions 

with each other. Such situations naturally occurred in the one-chamber sessions that included 

a third bat (“non-neural bat”) in addition to the two bats from which we recorded neural 

activity (“neural bats”). Specifically, in the three-bat one-chamber sessions, there were time 

periods when one neural bat was interacting with a non-neural bat, while the other neural bat 

was not actively engaged in the social interaction (analogous to the example above, where 

two individuals converse with each other while a third is not actively participating in the 

conversation). During these time periods, the two neural bats were often engaged in different 

behaviors (mean behavioral correlation for resting/active bouts: −0.006; for individual active 

behaviors: −0.01) and received different sensory inputs (e.g., one neural bat resting while the 

other neural bat fighting with the non-neural bat). Surprisingly, we found that neural activity 
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was still highly correlated across their brains (Figure 5F). Furthermore, a particularly 

interesting comparison can be made between this condition and the analogous behavioral 

situation occurring in two-chambers sessions, where one of the neural bats was interacting 

with a non-neural bat in one chamber, and the second neural bat in the other chamber was 

not engaged in interactions. Even under these conditions where the states of social 

interactions were matched, we found that correlations were much higher in the one-chamber 

sessions compared to the two-chambers sessions (Figure 5F). Together, these results 

highlight the importance of a shared social environment for neural correlations across brains.

Neural correlation across brains at a wide range of timescales, above and beyond 
behavioral correlation

One link between social interactions and neural correlation, which we addressed above, is 

that the social coordination of resting and active bouts between bats is reflected in the co-

fluctuation of their neural activity. But what happens to the neural activity when bats in the 

same chamber decide not to coordinate their resting and active bouts? Figure 6A shows such 

an example, where one bat was active, and the other was resting—neural activity was still 

very correlated across their brains at timescales that do not reflect the uncoordinated resting 

and active behaviors of the bats. This is another example of correlated neural activity across 

the brains of bats engaging in different overt behaviors but still sharing the same social 

environment. This example, as well as the fact that neural correlations persist even after 

removing coordinated resting or regressing out behaviors from neural activity (Figure 3E–

H), suggests that the phenomenon of correlation between brains extended across multiple 

timescales, and did not merely reflect coordinated behaviors at those timescales. We thus 

asked the following questions: across what range of timescales are different brains 

correlated, and how do neural correlations compare to behavioral correlation at those 

timescales? We now address these points quantitatively, focusing on LFP power in the 30–

150 Hz band, the signal showing the most robust link to behavior and exhibiting the 

strongest correlation across brains (Figure 3E–H; Figure 4K–N; Figure S2).

Using the Fourier transform, a neural signal over time can be decomposed into a sum of sine 

waves at different frequencies that correspond to different timescales. Thus, at a given 

timescale, two signals from different brains are two sine waves, and the phase difference 

between them indicates how well they are aligned in time: the closer the phase difference is 

to zero, the more correlated the two signals are at that timescale (Figure 6B; STAR 

Methods). Calculations of the phase differences show that in one-chamber sessions, LFP 

power in the high frequency band was correlated across brains at timescales that extended 

from seconds to hours (Figure 6C). In contrast, the two-chambers sessions showed no 

correlation on most timescales (Figure 6D), consistent with our observations above.

Next, we sought to explicitly compare neural correlation with behavioral correlation at 

different timescales. To do so, for a given session, we represented the resting/active states of 

a pair of bats over time as a pair of binary vectors, and calculated their phase difference as a 

function of timescale, as above; these behavior phase differences can then be compared with 

the neural phase differences on the same session (STAR Methods). This analysis shows that, 

in one-chamber sessions, neural activity was more correlated across brains than behavior 
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was correlated across bats, implying that neural correlation is not simply a reflection of 

behavioral correlation (Figure 6E). Moreover, the correlation of neural activity exceeded that 

of behavior across multiple timescales (note that the curve in Figure 6E is positive 

throughout the entire range of timescales). On the other hand, we found that in the two-

chambers sessions, neural activity was not more correlated than behavior (Figure 6F). These 

results are consistent with our observation above, that comparing behavior-matched time 

periods from one-chamber and two-chambers sessions, neural activity was more correlated 

in one-chamber sessions (Figure 5C–E).

The same timescale analyses applied to LFP power in the low frequency band, local spiking 

activity, and single unit activity showed that, on one-chamber sessions, the correlations for 

these signals were weaker and extended over narrower ranges of timescales, compared to 

LFP power in the high frequency band (Figure S6). Similarly, on one-chamber sessions, 

neural correlation for these signals were more comparable to behavioral correlation, and 

only exceeded behavioral correlation over restricted ranges of timescales (Figure S6). On 

two-chambers sessions, at all levels of neural signals, neural correlation was weak or absent 

at all timescales and did not exceed behavioral correlation (Figure S6). Combined, these 

results demonstrate that the correlation of neural activity across brains extends over a broad 

range of timescales, from seconds to hours, and this phenomenon is strongest in the high 

frequency band of the LFP.

Relationship between neural correlation across brains and social interactions

What might be the utility of the robust correlations we observed between the brains of bats 

sharing a social environment? To probe this, we next turned to examine the relationship 

between neural correlation and social interactions. For this, we focus on the LFP high 

frequency band and local spiking activity, because the LFP low frequency band was inactive 

during most interactions, and the activity of single units were noisier than the other signals.

In our experiment, bats naturally engaged in a wide variety of behaviors (e.g. see Figure 1B), 

some of which involve interactions between bats (e.g. fighting), while others did not (e.g. 

self-grooming). Among one-chamber sessions, there was a large variability across sessions 

in the amount of interactions between the bats. Thus, we leveraged this natural variability to 

examine whether the amount of interactions co-varied with the degree of neural correlation. 

We found that on sessions where the bats interacted with each other more, the neural 

correlation across their brains was higher, and on sessions where the bats interacted less, the 

neural correlations were lower (Figure 7A–B). Moreover, using the measure of 

instantaneous correlation introduced above (Figure 5B), we examined correlation 

specifically during periods of interactions and periods without interaction. Consistent with 

our results above showing the effect of shared social environments on neural correlations, 

we found correlated neural activity across brains even when the bats were not explicitly 

interacting but were still part of the same social environment (Figure 7C–D). On the other 

hand, when the bats were explicitly interacting with each other, neural correlations were 

significantly higher (Figure 7C–D). Thus, neural correlation across brains is not an all-or-

none phenomenon that exclusively reflects whether animals share a social environment; 

rather, it varies in degrees, reflecting the state of social interactions.
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Lastly, leveraging the detailed behavioral annotation of the bats’ social interactions in our 

experiment, we further asked whether the degree of correlation bears on social decision-

making in the natural context. The natural behavior of bats in the one-chamber experiment 

can be viewed as a series of decisions. Over the course of any given episode of behavior, the 

bats decide as to what to do next. The space of behavioral decisions is large, but we can 

collapse it into a choice between interaction and non-interaction, and examine whether there 

is a relationship between this choice to interact and the degree of neural correlation. To do 

this, each behavioral episode that did not involve interactions was classified into one of two 

categories: episodes that were followed by a different behavioral episode that also didn’t 

involve interactions, and episodes that were followed by a social interaction. Comparing the 

instantaneous neural correlation between these two categories showed that neural 

correlations were significantly higher before bats transitioned from non-interaction to 

interaction (Figure 7E–F). In other words, an increase in neural correlation across brains 

preceded the initiation of social interactions, suggesting that the correlation reflects 

processes that facilitate social interactions. On the other hand, a decrease in neural 

correlation between the brains preceded the termination of social interactions (Figure S7J–

K). Combined, these results show that correlation across brains is not a binary function of 

whether animals share a social environment or not. Instead, the correlation varies in degrees, 

reflecting both the current and future states of social interactions, in addition to the social 

environments where the interactions take place.

Discussion

The strongest and most robust inter-brain correlation we observed was for LFP power in the 

30–150 Hz band, followed by multiunit spiking activity and LFP power in the 1–29 Hz 

band, with the weakest correlation observed for single unit activity. These signals have not 

been explored in previous human hyperscanning studies, due to the restrictive challenges of 

recording LFP and action potentials intracranially in humans, especially in multiple humans 

simultaneously. However, the fMRI blood oxygen level-dependent (BOLD) signal correlates 

with LFP power in the gamma band (Magri et al., 2012), which is contained in the 30–150 

Hz band we identified here. Thus, our result highlighting the prominence of the 30–150 Hz 

LFP band in the phenomenon of inter-brain correlation provides a potential bridge between 

animal and human research on this phenomenon. Specifically, it suggests the possibility that 

BOLD signal correlations across the brains of interacting humans observed previously (e.g. 

Dikker et al., 2014; King-Casas et al., 2005; Silbert et al., 2014; Spiegelhalder et al., 2014; 

Stephens et al., 2010; Tomlin et al., 2006; Zadbood et al., 2017) might share a similar 

mechanistic origin as the correlations we report here in interacting bats, opening the door for 

a combined approach to the study of inter-brain correlations in animal models and humans.

What could be the utility and circuit mechanisms for two brains to co-modulate neural 

activity in the 30–150 Hz band during social interactions? The 30–150 Hz band contains the 

gamma band (Buzsáki and Draguhn, 2004; Ray and Maunsell, 2011) and overlaps with the 

high-gamma range (Ray and Maunsell, 2011). The gamma band, in particular, has been 

implicated in multiple cognitive functions and computations that likely play major roles in 

social interactions, such as sensory processing (Engel et al., 2001), attention (Fries et al., 

2001; Jensen et al., 2007), social inference (Cohen et al., 2009), emotional processing 
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(Headley and Paré, 2013), prediction (Engel et al., 2001), working memory (Jensen et al., 

2007; Howard et al., 2003), and others. Furthermore, during social interactions between two 

individuals, the actions driven by each brain generate sensory inputs that are fed into the 

other, which in turn need to be perceived and interpreted to guide future actions. This 

necessarily requires the coordination of different brain areas, a process in which gamma 

band oscillations are believed to play a major role (Fries, 2009; Voytek and Knight, 2015; 

Bastos et al., 2015; Fries, 2015; van Kerkoerle et al., 2014; Besserve et al., 2015). Thus, it is 

possible that inter-areal coordination of neural activity in the 30–150 Hz range within each 

brain becomes correlated across the brains as the two form a closed sensory-motor loop 

during social interactions (Hasson et al., 2012).

The observation of inter-brain correlation in a non-human species opens the door for 

addressing the evolutionary origins and utility of this phenomenon from a comparative 

perspective. The utility of inter-brain correlation has been primarily attributed to its 

facilitation of the execution and coordination of complex social interactions (Hasson et al., 

2012; Stephens et al., 2010; Nummenmaa et al., 2012; Leong et al., 2017). As different 

species exhibit different levels of social complexity (Dunbar and Shultz, 2007), one might 

predict the degree of inter-brain correlation to vary across species. Here, taking an 

ethological approach and using the Egyptian fruit bat—a social specialist (Herzig-Straschil 

and Robinson, 1978; Harten et al., 2018; Prat et al., 2015, 2016, 2017; Omer et al., 2018; 

Cvikel et al., 2015; Egert-Berg et al., 2018; Kwiecinski and Griffiths, 1999), we indeed 

observed a high level of inter-brain correlation. Future comparative studies in a variety of 

species, utilizing unsupervised learning algorithms to discover and define behaviors (e.g., 

Anderson and Perona, 2014; Klaus et al., 2017; Markowitz et al., 2018; Pereira et al., 2019; 

Wiltschko et al., 2015) that can be compared across species, will shed light on the 

relationship between sociality and inter-brain correlation across species.

Social interactions are some of the most complex behaviors exhibited by animals. Our 

results suggest that a reductionist approaches in social neuroscience can be fruitfully 

complemented by ethological approaches that embrace the natural complexity of social 

behaviors across species.

STAR Methods

CONTACT FOR REAGENT AND RESOURCE SHARING

Further information and requests for resources and reagents should be directed to and will be 

fulfilled by the Lead Contact, Michael M. Yartsev (myartsev@berkeley.edu).

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Neural activity was recorded from four adult male Egyptian fruit bats, Rousettus aegyptiacus 
(weight 162–186 g at implantation). 18 bats (11 males, 7 females) were used for behavioral 

experiments only (as the third bat that was introduced on some of the one-chamber 

sessions). All bats were caught from the wild; thus, their precise age could not be identified 

(this species of bats is very long-lived, with a maximum reported longevity of 25 years; 

Kwiecinski and Griffiths, 1999). Before the start of experiments, bats were housed in large 
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communal rooms at the bat breeding colony of UC Berkeley. After the start of experiments, 

bats were single-housed in cages in a humidity- and temperature-controlled room. The bats 

were kept on a 12-hour reversed light-dark cycle, and all experiments were conducted during 

the dark cycle. All experimental procedures were approved by the Animal Care and Use 

Committee of UC Berkeley.

METHOD DETAILS

Unless otherwise specified, all data processing and analysis was performed using MATLAB 

(MathWorks).

Experimental setup and details—All experiments were conducted inside 40.6 × 33.7 × 

52.1 cm (length × width × height) cages, which had netting on top that allowed bats to hang. 

Each cage was placed inside a 64.8 × 61 × 64.8 cm (length × width × height) chamber. Fans 

circulated air between the inside and outside of the chambers. The experiments were 

conducted in the dark. The only lights in the chambers were infrared lights to allow video 

recording. Video was recorded throughout the experimental sessions using one or two high-

speed infrared cameras (Flea3, FLIR) at 100 frames/s. Ultrasonic microphones (USG 

Electret Ultrasound Microphone, Avisoft Bioacoustics; frequency range: 10–120 kHz) were 

used to record audio throughout the experimental sessions. Infrared light-emitting diodes 

(LEDs) on the wireless neural recording systems (see below) were flashed at intervals of 

~20 minutes during recording sessions, which were captured by the video cameras and used 

to synchronize neural and video recordings. Transistor-transistor logic pulses were sent 

using UltraSoundGate Player 216H (Avisoft Bioacoustics) simultaneously to the wireless 

neural recording systems of both bats as well as to the audio recording system 

(UltraSoundGate 416H, Avisoft Bioacoustics), synchronizing neural recording from both 

bats and the audio recording. All experiments took place in an electromagnetically and 

acoustically shielded room (IAC Acoustics).

Before the first recording session, each bat used in the experiment was allowed to familiarize 

itself with the recording environment. This was done in ~5 familiarization sessions per bat, 

where a bat freely interacted with another bat for ~100 minutes per session. One to two of 

those ~5 familiarization sessions involved interaction between the same bats that were to be 

used in the upcoming simultaneous two-bat neural recording experiment.

In total, we recorded 52 one-chamber sessions and 18 two-chambers sessions. In all 

sessions, bats were allowed to freely behave without intervention or constraint from 

experimenters. Among the two-chambers sessions, there were 5 sessions of free behavior 

without playback or interaction partners (Figure 4A), 8 sessions of free behavior with 

playback of bat calls (Figure 4B), and 5 sessions of free behavior with non-implanted 

interaction partners (Figure 4C). Identical cages, chambers, and recording setups were used 

for all one-chamber and two-chambers sessions. Sessions lasted on average 105 ± 6 minutes 

(mean ± STD). On 31 of the one-chamber sessions, a non-implanted third bat was 

introduced in the middle of the session. The time of introduction was on average 44.1 ± 14.2 

minutes (mean ± STD) from the beginning of the session. The bats that were introduced as 

the third bat included 11 males and 7 females.

Zhang and Yartsev Page 14

Cell. Author manuscript; available in PMC 2020 July 11.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



On the two-chambers sessions with playback, bat social calls were played using ultrasound 

speakers (Vifa, Avisoft Bioacoustics; frequency range: 1–120 kHz). The contents of the 

playback were identical for the two chambers and were delivered simultaneously to both. On 

each playback session, a set of different calls were played. The number of different calls 

used for a given session ranged from 47 to 744. Calls were played for the entire duration of 

the sessions, with uniformly distributed inter-call intervals. The uniform distribution was 

from 1.5 to 3.5 s for five sessions, from 0.8 to 1.8 s for two sessions, and from 1 to 2 s for 

one session. At the end of each inter-call interval, a new call was randomly picked from the 

set of calls for that session (with replacement) and played. The playback was designed to 

provide an auditory experience that is similar to the near-constant chatter of bat calls in a bat 

cave in the wild or in our bat colony room, as was done previously (Prat et al., 2017). The 

calls used in playback sessions were recorded from the one-chamber sessions. On some of 

the playback sessions, the calls played to the bats were recorded from the same bats on one-

chamber sessions; on other sessions, the calls played were recorded from different bats. 

Results from neural analyses were similar regardless of the range of inter-call intervals used 

and the set of calls played, and were thus combined together.

Behavior definitions and annotations—The behaviors of the bats in our experiments 

were manually annotated using a custom annotation program written in MATLAB 

(MathWorks). The annotations were done by experienced trained observers who did not 

know about the goals of the experiment, the analyses being performed, or the nature of the 

neural data, and were therefore unbiased. Annotations were done at a detailed level: the 

behaviors of each bat at each video frame were classified, according to a set of definitions, 

which we defined after extensive observation of bat behavior. Annotation was done for 65 of 

the 70 sessions (technical errors in the video recording prevented annotation for the other 5 

sessions). It is important to note that due to the fine-grained annotation procedure and the 

length of the sessions (frame-by-frame annotation of videos recorded at 100 frames/s for 

sessions lasting ~100 minutes each), annotation for a single session typically takes between 

1–2 months for a single person. Yet, considering that the fine-grained social behavior of this 

species of bats has not be characterized before, we chose to take this careful, ethological 

approach despite its time-consuming nature.

Here we detail the definitions of the different behaviors observed in our experiments. They 

represent the behavioral repertoire the bats exhibited in the experiments, and were defined 

based on extensive examination of the video recordings of the experiments.

• Resting. A bat hanging by its feet, with its head and body still. Resting can be 

social resting or non-social resting. Social resting is when a bat rests while 

leaning its whole body against another bat. Otherwise, it is non-social resting.

• Active non-social. A bat engaging in any kind of active behavior that doesn’t 

involve social interaction, including: the bat hanging by its feet or feet and 

thumbs, and moving its head or body; the bat climbing or crawling around; the 

bat shaking its body; the bat jumping or flying off from the roof of the cage.

• Self-grooming. A bat either licking or scratching itself.

• Social grooming. A bat either licking or scratching another bat.
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• Probing. A bat poking its snout at the head or body of another bat.

• Fighting. A bat moving its wings or thumbs to quickly hit another bat, or biting 

another bat.

• Mating. A male bat inserting or attempting to insert its penis into a female bat’s 

vagina.

• Wing covering. A bat struggling with another bat in order to cover the other bat’s 

body with its opened wings.

• Reaching. A bat attempting to reach over the body or wings of another bat with 

its head or thumbs.

• Blocking. A bat using its wings to actively block another bat from accessing a 

location.

• Other interactions. Any social interaction other than the ones already defined.

Of all these behaviors defined above, non-interaction behaviors include: non-social resting, 

active non-social, and self-grooming. All other behaviors are interaction behaviors.

Surgery—Anesthesia and surgical procedures generally followed those described 

previously in detail for Egyptian fruit bats (Yartsev and Ulanovsky, 2013). Surgeries were 

performed to implant a four-tetrode microdrive on each bat. Anesthesia was induced using 

an injectable cocktail of ketamine (22 mg/kgBW), dexamedetomidine (0.09 mg/kgBW) and 

midazolam (0.31 mg/kgBW). Subsequently, the bat was placed in a stereotaxic apparatus 

(Kopf) and anesthesia was maintained throughout surgery by repeated injections (roughly 

once per hour) of an anesthesia maintenance cocktail of dexamedetomidine (0.125 mg/

kgBW), midazolam (2.5 mg/kgBW) and fentanyl (0.025 mg/kgBW). The depth of 

anesthesia was monitored by testing toe pinch reflexes and measuring the bat’s breathing 

rate. The body temperature of the bat was kept constant at approximately 35–36°C, using a 

closed-loop temperature controller (FHC) connected to a rectal temperature probe and a 

heating pad placed under the bat.

Each bat was implanted with a four-tetrode lightweight microdrive (Harlan 4 Drive, 

Neuralynx; weight 2.1 g). Tetrodes (~45 μm diameter) were constructed from four strands of 

platinum-iridium wire (17.8 μm diameter, HML-insulated), bound together by twisting and 

then melting their insulations. Each of the four tetrodes was loaded and glued separately into 

a telescoped assembly of polyimide tubes mounted into the microdrive. The tetrodes exited 

the microdrive through a guide cannula in an approximately rectangular arrangement with 

~300 μm horizontal spacing between tetrodes. Each tetrode could be moved independently 

via a separate drive screw. On the day before surgery, the tip of each tetrode was cut flat 

using high-quality scissors (tungsten-carbide scissors with ceramic coating, CeramaCut; 

FST) and plated with Platinum Black (Neuralynx) to reduce the impedance of individual 

wires to 0.3–0.8 MΩ (at 1 kHz).

While the bat was under anesthesia, the skull was micro-scarred to improve subsequent 

adhesion, and a circular opening (craniotomy of 1.8 mm diameter) was made in the skull 

over the left hemisphere. The center of craniotomy was positioned over the frontal cortex of 
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the bat at 1.7 mm lateral to the midline and 12.19 mm anterior to the transverse sinus that 

runs between the posterior part of the cortex and the cerebellum (N. Ulanovsky, M.P. Witter 

and R. Eilam, Stereotaxic Brain Atlas of the Egyptian Fruit Bat, in preparation). After 

removal of the dura, the microdrive was lowered and the tip of the microdrive’s guide tube 

was placed on the brain surface. The microdrive was placed vertically. The craniotomy was 

then filled with a biocompatible elastomer (Kwik-Sil, World Precision Instruments) to 

protect the brain. The exposed muscle tissue was then covered with a thin layer of 

biocompatible adhesive (Vetbond, World Precision Instruments) for protection. A bone 

screw (FST) with a soldered stainless-steel wire was fixed to the skull in the frontal plate, 

and served as a ground screw after its electrical connection to the dura was verified. An 

additional set of 3–5 bone screws were fixed to the skull and served as anchor screws for the 

mechanical stability of the implant. The bases of the screws were then covered with a thin 

layer of quick adhesive cement (C&B Metabond, Parkell) which held the screws firmly to 

the skull; dental acrylic was then added to secure the entire microdrive to the screws and to 

the skull. At the end of the surgery, bats were given the analgesic Metacam and the anti-

inflammatory drug dexamethasone.

Electrophysiological recording—Electrophysiological recordings were conducted 

using a wireless neural data logging system (Neurolog-16, Deuteron Technologies), which 

amplifies the voltage signals from the 16 channels of the 4 tetrodes, performs analog-to-

digital conversion at a sampling rate of 29.29 kHz, and stores the digitized data on an on-

board SD card. The system has a bandwidth of 1 Hz - 7 kHz, records voltage with a fine 

resolution of 3.3 μv, and has a low level of noise generally close to the limit of Johnson noise 

from the impedance of a given source. The system also contains infrared LEDs that can be 

turned on and off during recording, whose on and off time stamps are recorded along with 

time stamps of neural data; these LEDs were used to synchronize video and neural recording 

(see above). Furthermore, the recording system is light-weight (9.9 g, including battery and 

plastic casing). The Egyptian fruit bats used in our experiment weighed more than 160 g and 

carried the recording system with ease, as expected from previous experiments using 

wireless recording systems with heavier or comparable weights during free flight for over an 

hour and covering multiple kilometers (Yartsev and Ulanovsky, 2013; Finkelstein et al., 

2014).

After all recording sessions were concluded for the day, we connected the tetrodes to a wired 

recording system (Digital Lynx, Neuralynx) to monitor the neural signals and advance the 

tetrodes. Tetrodes were moved downward once every one to two days (mostly by 20–160 

μm), in order to record single units, local spiking activity and LFP at new sites.

Preprocessing of electrophysiological data—All filtering described in this section 

were done twice, in the forward and reverse directions, to eliminate phase distortion.

To obtain LFP, we first low-pass filtered the raw voltage traces using a 10th-order 

Butterworth filter with a cut-off frequency of 200 Hz. The voltage traces were then 

downsampled by a factor of 59, resulting in a sampling frequency of 496.6 Hz. Power line 

noise was then filtered out using a 10th-order Butterworth band-stop filter with cut-off 
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frequencies 59.5 Hz and 60.5 Hz, and another one with cut-off frequencies 119.5 Hz and 

120.5 Hz.

We observed artifacts in our LFP recording, in the form of large amplitude, transient (~200 

ms), irregular voltage fluctuations that are visually distinct from the normal LFP signal. To 

automatically detect these artifacts, we used the following algorithm. We note that this 

algorithm is only a heuristic method that worked well for our data; while it is convoluted, it 

performed better than a number of simpler methods we tried.

For a given LFP voltage trace (from one recording channel, spanning one recording session), 

we calculate its spectrogram over our frequency band of interest, 1–150 Hz. Specifically, 

modified periodograms are computed for short, overlapping segments (64 samples, or 

~128.89 ms, with 50% overlap between consecutive segments) of the LFP trace, each 

windowed with a Hamming window. In the spectrogram, artifacts appear as spikes in power. 

To facilitate the detection of these power outliers at any frequency, we normalize the 

spectrogram as follows: for each frequency, we normalize the power at that frequency by the 

median absolute deviation of power at that frequency. This normalized spectrogram is a 

matrix (number of frequencies × number of time bins), which we denote by S. We average 

over the rows of S (i.e. averaging across frequencies) to obtain a vector M (1 × number of 

time bins), which is the average normalized power as a function of time. We set a threshold, 

Mthreshold, to be the median of M multiplied by a parameter Tm. Elements of M that are 

larger than Mthreshold are detected as potential artifacts. Tm was chosen separately for each 

recording channel on each session, based on manual inspection of the artifact detection 

results obtained using a range of Tm values. The median Tm across all recording channels, 

bats, and sessions (n = 1912) is 8, and the first and third quartiles are 5 and 12, respectively.

The detected potential artifacts could include normal large amplitude oscillations that occur 

during sleep. To detect these false positives, we used the following procedure. At each time 

bin that a potential artifact is detected, we take the corresponding column of S, and find the 

maximum in that column between 1 and 10 Hz, which we denote by Plow. Similarly, we find 

Pmid as the maximum between 10 and 20 Hz, and Phigh as the maximum between 45 and 120 

Hz. Then, we classify a potential artifact as a false positive if all three of the following 

criteria are satisfied: (1) Pmid / Phigh > 6.5; (2) Pmid / Plow > 2; (3) the element of M at the 

given time bin is smaller than 1.5 Mthreshold.

Each element of M corresponds to 64 voltage samples. After rejecting the false positives, for 

each remaining element of M that is larger than Mthreshold, we define the corresponding 64 

voltage samples as a single artifact. For consecutive elements of M that are larger than 

Mthreshold, their corresponding voltage samples are merged into a single artifact. Then, we 

define a voltage range within which normal LFP signal lies: the median ± 3 times the 

median absolute deviation of the entire voltage trace. For each artifact, if the first sample 

before it or the first sample after it is not within the normal voltage range, then we extend the 

artifact until both are within the normal range; this makes sure that the algorithm catches the 

“tails” of each artifact. Then, if the interval between any two artifacts is shorter than 210 ms, 

the two artifacts and the interval between them are merged into a single artifact.
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When analyzing LFP, after we remove an artifact from an LFP trace, we close the resulting 

gap by joining the two ends of the trace. If the voltages at these two ends differ by a large 

amount, this effectively creates a new artifact, which we would like to avoid. Thus, before 

artifact detection, for a given voltage trace, we calculate the absolute value of the voltage 

difference between every pair of consecutive samples. We define the 90th percentile of all 

these absolute values as the largest acceptable voltage difference across the two ends of an 

artifact. If the voltage difference across the two ends of an artifact is larger than this 

threshold, we extend the artifact by up to 100 ms on each side, to bring the difference below 

the threshold, making sure to extend by the minimal length possible. If extensions by up to 

100 ms on each side are not enough to bring the difference below threshold, we choose the 

lengths of extensions (still constrained to be below 100 ms on each side) to minimize the 

difference.

In total, artifacts amounted to a small proportion of our recordings. For each recording 

channel on each session, we calculated the total duration of artifacts, and the total duration 

of artifacts as a proportion of the total recording duration. For the total artifact duration, the 

median across all recording channels, bats, and sessions (n = 1912) was 36.7 s, and the first 

and third quartiles were 14.1 s and 126.7 s, respectively. For the total duration of artifacts as 

a proportion of the total recording duration, the median was 0.0058, and the first and third 

quartiles were 0.0023 and 0.020, respectively. For all the LFP analyses presented in this 

paper, artifacts were removed prior to analysis, as described in “Calculation of LFP 

spectrograms” below.

To detect spikes, we band-pass filtered the raw voltage traces using a 6th-order Butterworth 

filter with cut-off frequencies of 600 Hz and 6000 Hz. For each recording channel and each 

session, a voltage threshold was set as the following quantity: the difference between the 

75th percentile and the median of the voltage trace, divided by the 75th percentile of the 

standard normal distribution, and multiplied by a factor of 3 (Quian Quiroga et al., 2004). 

Each time the voltage on one recording channel crossed its threshold, we found the sample 

having the peak voltage among the over-threshold samples, and extracted 32 samples (1.09 

ms) from each channel of the tetrode around the time of the peak sample: from the 7th 

sample before the peak sample to the 24th sample after. These extracted samples were then 

used for spike sorting. We performed spike sorting automatically using SNAP Sorter 

(Neuralynx) with the default settings, then manually checked and cleaned up the results 

using SpikeSort3D (Neuralynx). For each tetrode on each session, after identifying spikes 

belonging to single units and after excluding artifacts based on waveform shape, all 

remaining spikes were grouped into a multiunit. All units with firing rate below 2 Hz were 

excluded from further analysis. Our dataset included a total of 326 single units and 530 

multiunits (after excluding units with low firing rates).

Histology—Histology was done as described previously (Yartsev and Ulanovsky, 2013). 

Each batwas given a lethal overdose of sodium pentobarbital and, with tetrodes left in situ, 

was perfused transcardially using a flush of 50 ml phosphate-buffered saline followed by 

200 ml of fixative (4% paraformaldehyde + 0.1 M phosphate-buffered saline). The brains 

were then removed and storedin fixative. Subsequently, a cryostat was used to cut 40 μm 

coronal sections of the brains. The sections were Nissl-stained with cresyl violet, and cover-
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slipped. A light microscope fitted with a digital camera was used to determine tetrode 

locations (Figure S1A–B).

Calculation of LFP spectrograms—For each LFP trace, we calculated its spectrogram 

(e.g. Figure 2A) as follows. Power spectra were calculated for 5 s sliding windows of the 

LFP trace, with 2.5 s overlap between consecutive windows. The window size of 5 s was 

chosen as the shortest window that resulted in tolerable levels of noise in the spectral 

estimates, as assessed by visual inspection of the power spectra. The power spectra were 

computed at integer frequencies from 1 to 150 Hz, using the multitaper method with a time 

half bandwidth product of 4. If a given window contained artifacts whose duration exceeded 

3.5 s, we did not compute a power spectrum for that window, and instead interpolated its 

power spectrum from those of the neighboring windows. If a given window contained 

artifacts whose duration did not exceed 3.5 s, we computed its power spectrum after 

removing the artifacts. Thus, for all the LFP analyses presented in this paper, artifacts were 

removed prior to analysis. Furthermore, power at 60 Hz was interpolated from power at 59 

and 61 Hz, and power at 120 Hz was interpolated from power at 119 and 121 Hz.

To analyze and visualize different frequencies on equal footing, for each LFP spectrogram, 

we separately peak-normalized the power at each frequency, i.e. power at each frequency 

was divided by the peak power at that frequency (e.g. see Figure 2B). Other methods of 

normalization and whitening (such as z-scoring the power at each frequency) gave similar 

results, so we opted for the simple method of peak-normalization.

Calculation of firing rates—For single units and multiunits, firing rate as a function of 

time was calculated in 5 s bins with 2.5 s overlap between consecutive bins. The bin size and 

overlap were chosen to be the same as for the computation of LFP spectrograms, so that the 

LFP and spiking results can be compared.

Dimensionality reduction of LFP—To reduce the dimensionality of the normalized 

LFP spectrograms, we performed PCA on them, with frequencies as variables and time bins 

as observations (e.g. see Figure 2C–F). We aimed to approximate the PCs with flat 

frequency bands, as they are easier to interpret. The flat frequency bands were chosen as 

follows. We can divide the range of 1–150 Hz into two frequency bands defined by a 

dividing frequency, e.g. a dividing frequency of 29 Hz divides the range of 1–150 Hz into 

the 1–29 Hz band and the 30–150 Hz band. For each normalized spectrogram 

(corresponding to one recording channel, bat, and session), we calculated the combined 

variance captured by two flat frequency bands, divided by the combined variance of the top 

two PCs (which is the maximum amount of variance that can be captured by two 

dimensions), as a function of the dividing frequency (e.g. Figure 2G). The dividing 

frequency at which this variance proportion is maximized is the optimal dividing frequency 

for this normalized spectrogram. To determine the optimal dividing frequency for all 

normalized spectrograms (i.e. all channels, bats, and sessions), we averaged the variance 

proportion curves across all normalized spectrograms (Figure 2H): the peak of the averaged 

curve occurred at 29 Hz. Consistent with this, the median across the optimal dividing 

frequencies of the different normalized spectrograms was also 29 Hz, and the first and third 

quartiles were 27 Hz and 32 Hz, respectively (Figure 2H, ticks on top). Thus, we chose to 
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reduce the dimensionality of the normalized LFP spectrograms to the 1–29 Hz band and the 

30–150 Hz band.

As a technical note, we detail here the normalization and mean-subtraction used for some of 

the analyses involving the flat frequency bands. In the 150-dimensional space of the 150 

integer frequencies, a flat frequency band is the direction of the vector whose elements 

within the frequency band are 1 and whose elements outside are 0. To quantify the variance 

of a normalized spectrogram captured by a flat frequency band (Figure 2G–H), the band was 

represented as a unit vector pointing in its direction. For each frequency of the normalized 

spectrogram, we subtracted the mean of the normalized power values from them, centering 

the normalized spectrogram. Then, the variance captured by a frequency band is the variance 

of the projection of the centered, normalized spectrogram onto the unit vector in the 

direction of the frequency band. Thus calculated, the variance captured by the frequency 

bands can be directly compared with the variance captured by the PCs (Figure 2C). For all 

other analyses involving the activation of a flat frequency band (e.g. Figure 2E, F, and I; 

Figures 3–7), for ease of interpretation, we did not center the normalized spectrograms, and 

instead of using projection on a unit vector, we simply averaged the normalized power 

values within a frequency band. Since all these other analyses (such as computing the 

correlation coefficient) themselves involve mean-subtraction and normalization, using the 

mean normalized power gives the same results as projection of the centered, normalized 

spectrogram onto a unit vector.

Detection of social calls—We used the following procedure to automatically detect 

social calls from audio recordings of the experimental sessions. Given an audio signal 

(normalized to the range from −1 to 1, the range of the recording system), its envelope was 

calculated as the magnitude of its analytic representation (a complex function whose real 

part is the audio signal and whose imaginary part is the Hilbert transform of the audio 

signal). The envelope was low-pass filtered in both the forward and reverse directions using 

a 3rd-order Butterworth filter with a cut-off frequency of 750 Hz. Putative calls were 

detected as threshold-crossing by the filtered envelop at a threshold of 0.002. Putative calls 

with a root mean square below 0.01 or a duration shorter than 15 ms were discarded as false 

positives; all others were detected as calls. Consecutive calls whose inter-call interval was 

shorter than 20 ms were merged into a single call. The times of the detected calls were used 

for the analysis shown in Figure S3H–K bottom panels, where we removed periods of calls 

from the neural data before calculating correlation across brains. A subset of detected calls 

was further used for playback in the two-chambers playback sessions, as described above.

Video tracking and estimation of movement magnitude—We used DeepLabCut 

(Mathis et al., 2018) to track the neural recording device attached to the implant of each bat 

in the recorded videos. We trained DeepLabCut models using randomly selected frames on 

which the positions of the neural recording devices were manually labeled. The training was 

done with the default parameters, on a PC running a NVIDIA Quadro P4000 GPU.

On different sessions, the video cameras can be at different angles relative to the bats as well 

as different distances to them; therefore, for each session, the trajectory of each tracked 

neural recording device was normalized (z-scored separately for the x and y dimensions) 
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prior to analysis. The normalized movement magnitude (e.g. Figure S5A) at each video 

frame was estimated as the distance between the positions of the neural recording device in 

that frame and the next frame.

QUANTIFICATION AND STATISTICAL ANALYSIS

Statistical tests—The statistical tests used are stated in the figure legends and described 

in detail below. A significance level of 0.05 was used for all tests. Tests were two-tailed 

unless otherwise indicated.

Quantification of behavioral correlation—For each behavior (e.g. resting, self-

grooming, probing, etc.), each bat, and each session, we used a binary vector to represent the 

time course of the bat engaging in that behavior over the session: the elements of the vector 

correspond to time points (each time point is one video frame), and the values of the 

elements are “1” at time points when the bat was engaging in that behavior, and “0” when it 

was not. For a given behavior and a given session, the correlation between two such vectors 

(one for each of the bats) tells us how coordinated a given behavior is between the two bats. 

For example, for the “resting” behavior on a given session, the correlation between the two 

binary vectors representing the resting time courses of the two bats indicates how 

coordinated the resting behavior is between the two bats. Similarly, the correlation between 

different behaviors (e.g. the correlation between self-grooming by one bat and probing by 

the other bat) can be calculated between binary vectors representing those behaviors. As 

discussed in the Results section, resting was correlated between bats. This creates a problem 

when calculating the correlation of the other active behaviors. As an example, consider the 

“probing” behavior. When both bats were resting, the values of the binary vectors 

representing probing would be 0. This would contribute to a positive correlation for probing, 

but it actually reflects the coordination of resting, rather than the coordination of probing 

itself. Thus, when calculating the correlation of behaviors other than resting, we removed 

time points of coordinated resting from all binary behavior vectors to eliminate the 

contribution of coordinated resting.

Among all pairs of active behaviors where at least one of the behaviors had a total duration 

exceeding 1% of the total session duration on average, only two pairs of active behaviors 

showed a correlation higher than 0.05: probing-probing (average correlation across sessions: 

0.22) and probing-mating (average correlation across sessions: 0.06). Not only are these 

correlations low, the probing and mating behaviors also only accounted for 3% and 0.06% of 

the total session duration on average, respectively. To summarize the correlations between 

all pairs of active behaviors, for each session, we first calculated the correlation between 

each pair of active behaviors, including correlation between the same behavior by the two 

bats (e.g. both bats probing), as well as correlation between different behaviors (e.g. probing 

by one bat and self-grooming by the other bat). For each session, we averaged the 

correlations between all possible pairs of active behaviors, where the correlation between 

each given pair of behaviors was weighted by the sum of the durations the two bats spent 

doing those behavior in that session. Then, mean and STD were calculated across the mean 

correlations from different sessions (Figure 1C). To summarize the correlation of resting/
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active bouts, we simply calculated the mean and STD across sessions of resting correlation 

(Figure 1C).

Correlation coefficient between time series of neural activity—When we 

calculated the correlation between two time series of neural activity (e.g. Figure 3E–H and 

Figure 4G–J), the statistical significance of the correlation was assessed as follows. Time 

series of LFP power and neuronal firing rate have autocorrelations both intrinsically and as a 

result of the overlapping windows we used to compute them. To assess the significance of 

correlations between neural time series, we need to consider their autocorrelations, rather 

than assume that samples from a neural time series are independent. Thus, given two time 

series of neural data, our null hypothesis is that the actual correlation between them is 

expected by chance between a pair of independent neural time series whose autocorrelations 

are identical to those of the actual neural time data. To test this, we first generated 1000 

surrogate time series for each actual neural time series, as follows. We took the Fourier 

transform of the actual time series, kept the amplitude spectrum fixed, replaced the phase 

spectrum by independently drawing phases from the uniform distribution between 0 and 2π, 

then took the inverse Fourier transform to get a surrogate time series. Because the Fourier 

transform of the autocorrelation of a signal is proportional to the power spectrum of the 

signal, each surrogate time series shared the same autocorrelation with the actual time series, 

but was otherwise random. Then, the surrogate time series generated from the two actual 

time series were paired up into 1000 pairs, and the 1000 correlation coefficients calculated 

between the pairs formed the null distribution. The p value was computed as the proportion 

of the null distribution that was as extreme or more extreme than the correlation between the 

pair of actual neural time series. When we excluded some time periods from time series of 

neural activity before calculating correlations (Figure 3E–H, middle panels; Figure S3H–K), 

the surrogate time series were generated from the time series of neural activity after those 

time periods were excluded.

When we used histograms to summarize the correlation between LFP power across brains 

(e.g. Figure 3E–H and Figure 4G–J), each count of the histogram represented one pair of 

tetrodes from different brains on one session, not one pair of channels, because different 

channels of the same tetrode record essentially the same LFP signal. The correlation and p 

value for a pair of tetrodes were computed as follows. Each pair of tetrodes contained up to 

16 pairs of channels (less than 16 when some channels were inactive), each having a 

correlation and p value. We took the median correlation and its corresponding p value to be 

the correlation and p value for the tetrode pair. When the median correlation was an average 

of two correlations (i.e. when there were an even number of channel pairs), we averaged the 

p values corresponding to the two correlations being averaged.

Correlation between neural activity after regressing out behavior—For Figure 

3E–H, bottom panels, and Figure 4O–R, we calculated the partial correlations between 

neural activity from different brains controlling for the behaviors of the bats. In other words, 

we calculated correlations between neural activity after regressing behaviors out. For each 

session, we represented the time courses of all behaviors of both bats as binary vectors, as 

described in “Quantification of behavioral correlation” above. Then, for each channel or 
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unit, we performed linear regression to predict the neural activity (mean normalized power 

in the 30–150 Hz or 1–29 Hz band, or firing rate of the single unit or multiunit) over time 

using the set of behavioral binary vectors as predictors. The linear regression fit was then 

subtracted from the actual neural activity, and the correlations between these residuals from 

different brains was calculated.

Estimation of the false discovery rate—Assessing the statistical significance of the 

correlations between pairs of neural signals entails multiple comparison. Thus, for each 

family of statistical tests (e.g. tests for all pairs of single units in one-chamber sessions, tests 

for all pairs of multiunit sites in two-chambers sessions, etc.), we estimated the FDR 

(Benjamini and Hochberg, 1995). Typically, FDR is used in the following way. A threshold 

of FDR is chosen, the α (the threshold for significance) corresponding to the chosen FDR is 

calculated for a given family of tests, and null hypotheses with p values less than or equal to 

α are rejected. Because the different families of tests in our study contained different 

numbers of tests, this procedure would result in different α’s for different families. This 

would mean that, for example, the threshold for significance would be different for single 

units on one-chamber sessions compared to two-chambers sessions, or the threshold for 

significance would be different for LFP power in the high frequency band on one-chamber 

sessions compared to single units on one-chamber sessions. Instead, we would like to have 

the same threshold for significance for all families, so as to fairly compare across types of 

neural signals and experimental conditions. Thus, we used FDR in the following way. A 

fixed α of 0.05 was used for all families of tests. For each family, we found the largest p 

value that was smaller or equal to 0.05 (i.e. the largest significant p value), and calculated 

the FDR for that family corresponding to this p value. This provides an estimation of the rate 

of false discoveries, while still allowing fair comparisons across neural signals and 

experimental conditions.

For Figure 3E–H, the FDRs are 0.0040, 0.050, 0.068, and 0.14 for the top panels, 

respectively; 0.051, 0.11, 0.10, and 0.21 for the middle panels, respectively; 0.034, 0.049, 

0.084, and 0.18 for the bottom panels, respectively. Such low values suggest a low incidence 

of false positives.

For Figure 4G–J, the FDRs are 0.47, 1, 0.68, and 0.36, respectively. Such high values 

suggest that out of the small number of significant correlations, many are likely false 

discoveries.

For Figure S3C, the FDRs are: 0.14 (top) and 0.11 (bottom); for Figure S3D–G top panels: 

0.004, 0.019, 0.064, and 0.12, respectively; for Figure S3D–G bottom panels: 0.001, 0.053, 

0.072, and 0.22, respectively; for Figure S3H–K row (i): 0.056, 0.16, 0.13, and 0.22, 

respectively; for Figure S3H–K row (ii): 0.056, 0.090, 0.12, and 0.30, respectively; for 

Figure S3H–K row (iii): 0.003, 0.051, 0.073, and 0.14, respectively.

For Figure S4G–J top panels, the FDRs are: 0.32, 0.68, 0.43, and 0.14, respectively; middle 

panels: 0.76, 0.65, 0.54, and not applicable, respectively; bottom panels: 0.04, not 

applicable, 0.71, and 0.30, respectively (for panels without any significant correlation, the 

FDR is not applicable).
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Linear regression analyses relating LFP power to firing rate—For Figure S1C and 

F, linear regression was used to predict the mean normalized LFP power in the 30–150 Hz 

and 1–29 Hz bands of each LFP channel on each session for each bat, using the firing rates 

of all multiunits and single units combined, all multiunits, or all single units recorded from 

the same bat and on the same session. Specifically, for each regression, firing rates over time 

of a given set of units are used to predict the power over time of one channel in one of the 

frequency bands.

The linear regression used for Figure S1D and G was similar to that described above, except 

that for each regression, the predictor was one multiunit or one single unit only. We 

estimated the distance between the recording sites from which the LFP and unit were 

recorded as follows. The vertical distance between two recording sites was estimated as the 

difference between the amounts by which the two tetrodes had been advanced downward. 

The horizontal distance between the two recording sites was estimated to be 300 μm, based 

on measurement of the microdrive. Figure S1D and G show the absolute distance calculated 

from the vertical and horizontal distances. Note that the actual travel of a tetrode through 

brain tissue is not entirely linear, and hence the distances should be considered as estimates 

only.

The linear regression used for Figure S1E and H was similar to those described above, with 

the following differences. For each regression, the predictor was the firing rates over time of 

one multiunit, shifted in time by a certain lag with respect to the LFP power to be predicted. 

The multiunit used as predictor was always the one recorded from the same tetrode as the 

LFP power to be predicted. For this analysis, LFP power and firing rates were calculated in 

100 ms bins, and the time shifts used spanned the range from −3 seconds to 3 seconds, in 

100 ms steps.

Decoding behavior from neural activity—For Figure 2M–P, we used each type of 

neural signal (30–150 Hz LFP power, 1–29 Hz LFP power, multiunit, or single unit) to 

classify one pair of behaviors at a time. We used a pseudo-simultaneous population decoding 

method based on previous approaches (Meyers et al., 2008; Rigotti et al., 2013; Saez et al., 

2015). For this analysis, the activity of each unit/channel on each session was z-scored. 

Given a pair of behaviors A and B (e.g. probing and fighting), we found all the time points 

in each session when a given bat was engaged in these two behaviors. Then, for each unit/

channel from each bat and on each session, we created a training set and a test set from its 

neural activity during behavior A, by splitting the time points of behavior A randomly: 80% 

for the training set and 20% for the test set. The same procedure was repeated for behavior 

B. All units/channels from all sessions and bats were subsequently combined to form a 

pseudo-simultaneous population. If a bat did not engage in either of the behaviors on a given 

session, then its units/channels on that session were not included in the population. To train a 

decoder, we used 1000 population activity vectors for behavior A and another 1000 for 

behavior B. Each population activity vector for behavior A was created by randomly and 

independently sampling the activity of each unit/channel from its training set for behavior A, 

and the same was done for behavior B. Similarly, 1000 population activity vectors were 

created from the test sets of each behavior. A linear support vector machine was trained on 

the 2000 training activity vectors and subsequently tested on the 2000 test activity vectors, 
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yielding a classification accuracy. We repeated this procedure 1000 times (each time with 

new, random splits of training and test sets), and calculated the average accuracy across the 

1000 iterations. Each element of each matrix in Figure S2M–P shows one such average 

accuracy.

Instantaneous correlation index—Given two vectors each representing neural activity 

over time from a bat, the Pearson correlation coefficient between them measures whether 

activity in the two bats covary: they positively covary if they tend to be both high at the same 

times and both low at the same times; they negatively covary if activity in one bat tends to be 

high at the time points when activity in the other bat is low. A related question is: at a given 
time point, are neural activity in two bats both high or both low, or is activity in one bat high 

and activity in the other bat low? The instantaneous correlation index was introduced to 

answer this question. It was defined in Figure 5B, and we elaborate on it with more details 

here.

Given two N-dimensional vectors X and Y representing neural activity at N time points from 

two bats, we first subtract from each vector its mean, and then normalize each to unit length, 

resulting in two vectors of normalized activity x and y. We note that this is the same 

normalization as in the definition of the Pearson correlation coefficient: the Pearson 

correlation coefficient between X and Y is the dot product between x and y. This 

normalization is needed because in order to meaningfully assess whether neural activity 

from a bat is high or low at a given time point, it needs to be compared to neural activity 

from the bat at other time points.

Then, at a given time point t, the normalized activity of the two bats, (xt, yt), is a vector in 

2D space (blue vector in Figure 5B). If neural activity in the two bats are both high or both 

low at time t, then (xt, yt) points in a direction close to the direction of the unity line. If 

neural activity is high in one bat and low in the other bat at time t, then (xt, yt) points in a 

direction close to the direction orthogonal to the unity line. This motivates the definition of 

the instantaneous correlation index as the smaller of the two angles between (xt, yt) and the 

line orthogonal to the unity line (Figure 5B). Thus, the instantaneous correlation index 

ranges from 0 degree to 90 degrees. At a given time point, neural activity is correlated 

between bats when the instantaneous correlation index is above 45 degrees (the closer to 90 

degrees, the more correlated), and neural activity is anti-correlated between bats when the 

instantaneous correlation index is below 45 degrees (the closer to 0 degree, the more anti-

correlated).

Behavior-matching, behavioral-sequence-matching, movement-magnitude-
matching, and interaction-state-matching analyses—For the behavior-matching 

analysis (Figure 5C), instantaneous correlation index was first averaged across all time 

points showing a behavior pair and all pairs of tetrodes (for LFP power) or multiunit sites or 

single units, separately for one-chamber and two-chamber sessions. Then, the mean 

instantaneous correlation indices for the different behavior pairs were averaged together; 

these averages across behaviors were plotted in Figure 5C. Only behavior pairs whose total 

duration of occurrence exceeded one minute in both one-chamber and two-chambers 
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sessions were included in this analysis. Note that the behavior-matching here included both 

interaction and non-interaction behaviors.

For the behavioral-sequence-matching analysis (Figure 5D), we divided each session into a 

series of two-bat behavioral episodes. Each two-bat behavioral episode is a continuous 

period of time when the behaviors of both bats did not change. A two-bat behavioral episode 

is defined by its length and its behavioral content (what behaviors the two bats were engaged 

in). We first considered behavioral sequences consisting of two consecutive two-bat 

behavioral episodes. For two such behavioral sequences to match, the behavioral content and 

the length of the first episode must match between the two sequences, and the same must be 

true for the second episode. For example, Figure 5A illustrates two sequences that are 

matched (one from a one-chamber session, the other from a two-chambers session): each 

sequence contains two two-bat behavioral episodes, the first episode being “Bat 1, active 

non-social; Bat 2, resting”, the second episode being “Bat 1, active non-social; Bat 2, active 

non-social.” For each unique two-episode sequence found in our dataset, we found all 

occurrences of this sequence in both one-chamber and two-chambers sessions, and 

calculated the total duration of its occurrences in each type of sessions. If a sequence did not 

occur or occurred only rarely in one type of sessions, that means the sequence was not 

matched between the two types of sessions. Thus, we only analyzed sequences whose total 

duration of occurrence exceeded one minute in both one-chamber and two-chambers 

sessions. 0.09 of all unique two-episode sequences found in two-chambers sessions met this 

criterion. For longer sequences, very few met this criterion: for unique three-episode 

sequences found in two-chambers sessions, 0.007 of them met this criterion; for unique four-

episode sequences, the proportion is 0.0005. Because of the low frequencies of matched 

sequences of three episodes or longer, we only analyzed two-episode sequences in the 

behavioral-sequence-matching analysis. For each matched behavioral sequence, the 

instantaneous correlation index was first averaged across all time points from all occurrences 

of this sequence and across all pairs of tetrodes (for LFP power) or multiunit sites or single 

units, separately for one-chamber and two-chambers sessions. Then, the mean instantaneous 

correlation indices for the different behavioral sequences were averaged together; these 

averages across behavioral sequences were plotted in Figure 5D. Note that the behavioral-

sequence-matching here included both interaction and non-interaction behaviors.

For the movement-magnitude-matching analysis (Figure 5E), for each LFP power or firing 

rate time bin, we calculated the mean of the normalized movement magnitudes (see “Video 

tracking and estimation of movement magnitude” above) in the time bin for each of the bats, 

resulting in a 2D vector of movement magnitudes for each time bin. To match the 2D vectors 

from different time bins, we grouped the 2D vectors into 2D bins (as when making a 2D 

histogram). For each dimension of the 2D movement magnitude vectors, we used 10 

equally-spaced bins of movement magnitude from 0 up to the 99.99th percentile of all the 

movement magnitude values from all sessions and bats (i.e. excluding 0.01% of large 

movement outliers), resulting in 100 2D bins. For each 2D bin, instantaneous correlation 

index was averaged across all time bins and all pairs of tetrodes (for LFP power) or multiunit 

sites or single units, separately for one-chamber and two-chamber sessions. Then, the mean 

instantaneous correlation indices for different 2D bins were averaged together; these 

averages across 2D bins were plotted in Figure 5E. Only 2D bins whose occupancy was at 
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least one minute for both one-chamber and two-chambers sessions were included in this 

analysis.

For the interaction-state-matching analysis (Figure 5F), instantaneous correlation index was 

averaged across all time points that showed the interaction states depicted in Figure 5F (one 

neural bat interacting with a non-neural bat, the other neural bat not interacting), and also 

averaged across all pairs of tetrodes (for LFP power), multiunit sites or single units.

For variants of the above analyses that used Pearson correlation coefficient (Figure S7A–C), 

instead of averaging instantaneous correlation index across different time points, we 

averaged Pearson correlation coefficient across different two-bat behavioral episodes or 

behavioral sequences.

Interaction states and transitions analyses—For analyses of interaction states and 

transitions (Figure 7C–F and Figure S7J–K), we divided each session into a series of two-bat 

behavioral episodes, as described above. A two-bat behavioral episode is classified as an 

interaction if at least the behavior of one of the bats involves interaction with the other bat; 

otherwise the episode is classified as non-interaction. For example, if an episode consists of 

bat 1 grooming bat 2 and bat 2 grooming itself, it is classified as an interaction. Or, if an 

episode consists of the two bats grooming each other, it is classified as an interaction. For 

each type of two-bat behavioral episodes (e.g., interaction, non-interaction, non-interaction 

that was followed by non-interaction, etc.), Figure 7C–F and Figure S7J–K show the mean 

instantaneous correlation index and Figure S7D–I show the mean Pearson correlation 

coefficient.

Phase difference analyses—To examine correlation as a function of timescales, we 

analyzed the phases of neural activity vectors in the Fourier domain. Using the Fourier 

transform, a neural signal over time can be decomposed into a sum of sine waves at different 

frequencies that correspond to different timescales. At a given timescale, two signals from 

different brains are two sine waves, and the phase difference between them indicates how 

well they are aligned in time: the closer the phase difference is to zero, the more correlated 

the two signals are at that timescale (Figure 6B).

The relationship between correlation and phase differences can be seen more precisely as 

follows. As above, consider two N-dimensional vectors X and Y representing neural activity 

at N time points from two bats. We subtract from each vector its mean, and then normalize 

each to unit length, resulting in two vectors of normalized activity, which we call x and y. In 

the following, we use * to denote complex conjugate, [b]− to denote the largest integer that 

is strictly smaller than b, and xk to denote the Fourier transform of x at frequency k. We use 

ax,k and θx,k to denote the amplitude and phase of the Fourier transform of x at frequency k, 

respectively, so that xk = ax, ke
iθx, k. The Pearson correlation coefficient between X and Y is 

the dot product between x and y. Transforming this dot product to the Fourier domain and 

simplifying, we have:
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correlation = ∑
t = 0

N − 1
xt*yt (1)

= ∑
t = 0

N − 1 1
N ∑

k = 0

N − 1
xk*e

−i2πk t
N 1

N ∑
j = 0

N − 1
y je

i2π j t
N (2)

= ∑
k = 0

N − 1
∑
j = 0

N − 1
xk*y j

1
N ∑

t = 0

N − 1
e

i2π t
N ( j − k)

(3)

= ∑
k = 0

N − 1
∑
j = 0

N − 1
xk*y jδk j (4)

= ∑
k = 0

N − 1
xk*yk (5)

= ∑
k = 1

N
2

−

xk*yk + x−k* y−k (6)

= ∑
k = 1

N
2

−

ax, kay, ke
i θy, k − θx, k + ax, − kay, − ke

i θy, − k − θx, − k (7)

= ∑
k = 1

N
2

−

ax, kay, ke
i θy, k − θx, k + ax, kay, ke

i −θy, k + θx, k (8)
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= ∑
k = 1

N
2

−

ax, kay, k[cos θy, k − θx, k + isin θy, k − θx, k + cos θx, k − θy, k

+isin θx, k − θy, k ]

(9)

= 2 ∑
k = 1

N
2

−

ax, kay, kcos θy, k − θx, k (10)

= 2 ∑
k = 1

N
2

−

ax, kay, kcos Δθk (11)

In the above, (4) results from the orthonormality of the Fourier basis; (6) is due to the N-

periodicity of the Fourier transform and the fact that both x and y have a mean of zero; (8) is 

because the Fourier coefficients at k and −k have the same amplitude and opposite phases 

for real signals (x and y are real as they represent neural activity). Note that in Figure 6 and 

Figure S6, we dropped the subscript k from |Δθk| to avoid confusion, as k was not 

specifically mentioned in those figures.

Equation (11) shows that the correlation between two signals is equal to the sum of the 

cosine of their phase differences at different frequencies, weighted by the product of their 

amplitudes at those frequencies. Intuitively, the closer the phase differences are to zero, the 

more correlated the signals are; the larger the amplitudes of the signals are at a given 

frequency, the more that timescale influences correlation. This motivated us to use the phase 

difference to assess the correlation across brains as a function of timescale, and to use the 

amplitude product to weigh the observations of phase difference, as we detail next.

For two N-dimensional, mean-subtracted, and normalized vectors x and y representing 

neural signals from two brains (which could be normalized LFP power or firing rate over 

time), we computed their amplitude product (ax,k ay,k) and phase difference (|Δθk|; any |Δθk| 

outside the range between 0 and π was converted to within that range) at all frequencies 

from 1 to [N/2]−. Phase differences from different sessions, pairs of bats, and pairs of 

channels or units were pooled together, then grouped into 30 equal-sized frequency bins 

spanning the range from 0 to 0.2 Hz (the Nyquist frequency, given that LFP power and firing 

rate were calculated in windows spaced by 2.5 s). Then, at each frequency, we estimated the 

probability distribution of phase differences through kernel density estimation, using the 

MATLAB function ksdensity with a bandwidth of 0.35, with each observation of phase 
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difference being weighed by its corresponding amplitude product (Figure 6C–D; Figure 

S6A–B, E–F, I–J, M–N). We note that noise in the data has random phase differences and 

small amplitudes, so this weighting helps to diminish the contribution of noise to the 

distributions. Without this weighting, results are qualitatively similar (data not shown), but 

all distributions are slightly flatter (i.e. closer to the uniform distribution), presumably due to 

the contribution of noise. We also note that when showing these phase difference 

distributions in the figures (Figure 6C–D; Figure S6A–B, E–F, I–J, M–N), instead of plotting 

frequency (i.e. k) on the x-axis, we plotted period, which is just 1/frequency. We did this to 

avoid confusing the frequency of the LFP power and firing rate over time (which is what this 

analysis concerns) with the frequency of the LFP itself.

To compare neural correlation with behavioral correlation as a function of timescale (Figure 

6E–F; Figure S6C–D, G–H, K–L, O–P), we first represented behavioral time courses as 

binary vectors, as described in “Quantification of behavioral correlation” above. Each type 

of behavior was considered separately: “resting” in Figure 6E–F, and each behavior whose 

total duration exceeded 1% of the session duration on average (averaged across bats and 

across sessions, separately for one-chamber and two-chambers sessions) in Figure S6. For a 

given pair of binary vectors representing the time courses of a given type of behavior from 

two bats, phase differences and amplitude products were calculated as described above for 

neural activity. For each session and each type of behavior, the behavioral phase differences 

were grouped into the same 30 frequency bins, and the weighted average of the phase 

difference (weighted by the amplitude products) was calculated for each bin. Similarly, for 

each session and each frequency bin, a weighted average of the neural phase difference was 

calculated, which included all pairs of channels (for LFP power) or all pairs of multiunits or 

single units and all frequencies within the bin. Then, the resulting mean neural phase 

difference curve (as a function of frequency) was subtracted from the mean behavior phase 

difference curve. Thus, there is one “behavior phase difference minus neural phase 

difference” curve per session; these curves are then averaged across sessions, which was 

plotted in Figure 6E–F and Figure S6C–D, G–H, K–L, and O–P.

We note that the phase locking value and phase locking index (Lachaux et al., 1999; 

Sazonov et al., 2009), common measures that involve the phase difference, entail averaging 

across trials or time periods and are thus related to coherence, whereas our use of phase 

difference does not entail averaging across trials or time periods and are related to 

correlation rather than coherence, as shown above.

Sample sizes—In this section we list the sample sizes for all statistical tests presented in 

the manuscript.

Figure 1C: n = 50 sessions

Figure 4K–L: n = 675 tetrode pairs for one-chamber sessions, 284 tetrode pairs for two-

chambers sessions

Figure 4M: n = 675 multiunit pairs for one-chamber sessions, 284 multiunit pairs for two-

chambers sessions
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Figure 4N: n = 256 single unit pairs for one-chamber sessions, 65 single unit pairs for two-

chambers sessions

Figure 4O–P: n = 651 tetrode pairs for one-chamber sessions, 236 tetrode pairs for two-

chambers sessions

Figure 4Q: n = 651 multiunit pairs for one-chamber sessions, 236 multiunit pairs for two-

chambers sessions

Figure 4R: n = 250 single unit pairs for one-chamber sessions, 54 single unit pairs for two-

chambers sessions

Figure 5C: n = 15 behavior pairs

Figure 5D: n = 259 behavioral sequence pairs for 30–150 Hz LFP, 1–29 Hz LFP, and 

multiunits, 159 behavioral sequence pairs for single units

Figure 5E: n = 10 two-bat movement magnitude bins

Figure 5F: for 30–150 Hz LFP, 1–29 Hz LFP, and multiunits, n = 181893 time points × 

tetrode/multiunit pairs on one-chamber sessions, n = 94304 time points × tetrode/multiunit 

pairs on two-chambers sessions; for single units, n = 63247 time points × single unit pairs on 

one-chamber sessions, n = 35118 time points × single unit pairs on two-chambers sessions

Figure 7C–D: n = 863354 time points × tetrode/multiunit pairs for non-interaction, n = 

499134 time points × tetrode/multiunit pairs for interaction

Figure 7E–F: n = 637889 time points × tetrode/multiunit pairs for transitions to non-

interaction, n = 225465 time points × tetrode/multiunit pairs for transitions to interaction

Figure S4C: n = 15 sessions

Figure S5B–C: n = 130 sessions × bats

Figure S7A: n = 15 behavior pairs

Figure S7B: n = 259 behavioral sequence pairs for 30–150 Hz LFP, 1–29 Hz LFP, and 

multiunits, and 159 behavioral sequence pairs for single units

Figure S7C: for 30–150 Hz LFP, 1–29 Hz LFP, and multiunits, n = 38552 episodes × 

tetrode/multiunit pairs on one-chamber sessions, n = 24112 episodes × tetrode/multiunit 

pairs on two-chambers sessions; for single units, n = 17745 episodes × single unit pairs on 

one-chamber sessions, n = 7260 episodes × single unit pairs on two-chambers sessions

Figure S7D–E: n = 127999 episodes × tetrode/multiunit pairs for non-interaction, n = 60829 

episodes × tetrode/multiunit pairs for interaction

Figure S7F–G: n = 93083 episodes × tetrode/multiunit pairs for transitions to non-

interaction, n = 34916 episodes × tetrode/multiunit pairs for transitions to interaction
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Figure S7H–I: n = 34542 episodes × tetrode/multiunit pairs for transitions to non-

interaction, n = 26287 episodes × tetrode/multiunit pairs for transitions to interaction

Figure S7J–K: n = 376652 time points × tetrode/multiunit pairs for transitions to non-

interaction, n = 122482 time points × tetrode/multiunit pairs for transitions to interaction

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Highlights

• Simultaneous neural recording from pairs of bats during natural social 

interactions

• LFP power and spiking activity highly correlated between socially interacting 

bats

• Neural correlation between brains at timescales ranging from seconds to 

hours

• Neural correlation between brains covaried with the extent of social 

interactions
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Editor’s In Brief

Social interactions involve complex animal behaviors. In socially interacting bats, there is 

inter-brain correlation of neural activity, reflecting current and future states of social 

behavior.
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Draft In Brief

Multiple levels of neural activity were highly correlated between the brains of socially 

interacting bats over timescales ranging from seconds to hours, and the correlation 

covaried with the extent of social interactions, reflecting the current and future states of 

social behaviors.
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Figure 1. Experimental setup and behavior.
(A) Neural activity was wirelessly recorded simultaneously from pairs of bats that freely 

behaved and interacted in a chamber.

(B) Behavior of a pair of bats during one example session, as manually annotated frame-by-

frame from the video recording. Resting tends to be coordinated between the bats (arrows), 

while individual active behaviors tend to be uncoordinated (dashed box).

(C) Quantification of behavioral correlation across bats (mean ± STD across sessions; see 

STAR Methods). Bouts of resting and active behaviors were correlated between bats, 

whereas individual active behaviors were not. *, p<0.05, Wilcoxon rank sum test.

(D) Example voltages traces intracranially recorded simultaneously on two tetrodes, each 

from a different bat. For each bat, the top trace is LFP, and the bottom traces show spiking 

activity from the four channels of a tetrode. Black dots highlight spikes for isolated single 

units.
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Figure 2. Dimensionality reduction of LFP.
(A) Spectrogram of LFP from one recording channel from one bat on an example session. 

The bat’s behavior is indicated on top and aligned in time with the spectrogram.

(B) Normalized version of the spectrogram from (A), where power at each frequency was 

divided by the peak power at that frequency.

(C-D) PCA of the normalized spectrogram from (B), with frequencies as variables and time 

points as observations. (C) Proportion of variance captured by the PCs. Inset shows 

cumulative proportion of variance. (D) PC1 and PC2 approximately correspond to 

coordinated activation of high frequencies and low frequencies, respectively.

(E-F) Mean normalized power in the 30–150 Hz (E) and 1–29 Hz (F) bands as a function of 

time, compared to activation of the corresponding PCs.
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(G-H) The combined variance of two frequency bands, divided by the combined variance of 

the top two PCs (which is the maximum amount of variance that can be captured by two 

dimensions), plotted as a function of the dividing frequency that defines the frequency 

ranges of the two bands (e.g. 29 Hz divides the 1–29 Hz band and the 30–150 Hz band).

(G) The optimal dividing frequency is 29 Hz for the example data from (A)-(F).

(H) Result averaged across all data. Shading indicates STD. The green tick on top indicates 

29 Hz as the median optimal dividing frequency across all data, and the two black ticks 

indicate the first and third quartiles (27 Hz and 32 Hz). See STAR Methods.

(I) Mean normalized power in the two frequency bands, averaged across resting (green) and 

across active (purple) periods. Two points (one for resting and one for active) are plotted for 

each channel, bat, and session; error bars indicate SEM. Black circles indicate the example 

data from (A)-(F).
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Figure 3. Highly correlated neural activity across brains.
(A) Mean normalized LFP power in the 30–150 Hz band during an example session, 

simultaneously recorded from two bats. Annotated behaviors are shown above. Black 

triangle indicates the time at which a third bat was introduced (neural activity was not 

recorded from it).

(B) Same as (A), but for the activity of two multiunit sites simultaneously recorded from two 

bats.

Zhang and Yartsev Page 44

Cell. Author manuscript; available in PMC 2020 July 11.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



(C-D) The time periods spanned by the black bars in (A) and (B) are magnified in (C) and 

(D), respectively. Vertical scale bar in (C) indicates mean normalized power. Note the high 

levels of correlations, even when the behaviors of the bats were not correlated.

(E-H) Histograms of correlations across brains pooled across all sessions and all pairs of 

bats. Top row, correlations over entire sessions. Middle row, correlations after removing 

periods of coordinated resting. Bottom row, correlations after regressing out the behaviors of 

both bats from the neural activity of each bat (i.e. partial correlations). (E-F) LFP power in 

the high (E) and low (F) frequency bands. (G) Multiunit sites. (H) Single units. Statistical 

significance of correlations was assessed against null distributions of correlations between 

surrogate data whose autocorrelations were identical to those of the actual neural data 

(STAR Methods).

See also Figure S3.
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Figure 4. Little to no correlation between neural activity across brains in two-chambers sessions.
(A-C) Experimental setup. (A) Simultaneous neural recording from two bats freely behaving 

in two separate, identical chambers. (B) Same as (A), but with bat social calls (identical for 

the two chambers) played throughout each session. (C) Same as (A), but each neural 

recording bat (green and orange) interacting with a different bat (black) in their respective 

chambers.

(D) Neural activity simultaneously recorded from two brains on an example session under 

the conditions illustrated in (A), plotted along with the behaviors of the two bats during the 

session. Top, mean normalized LFP power in the 30–150 Hz band; bottom, multiunit 

activity.

(E) Same as (D), but for an example session under the conditions illustrated in (B).

(F) Same as (D), but for an example session under the conditions illustrated in (C).
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(G-J) Histograms of correlations across brains pooled across all two-chambers sessions and 

all pairs of bats. (G-H) LFP power in the high (G) and low (H) frequency bands. (I) 

Multiunit sites. (J) Single units. Note the near complete absence of significant correlations 

across brains in the two-chambers session. Statistical significance assessed in the same way 

as for Figure 3E–H.

(K-N) Mean correlation (± SEM) for one-chamber sessions (blue) and for two-chambers 

sessions (purple), for the LFP high frequency (K) and low frequency (L) band, multiunit 

sites (M), and single units (N).

(O-R) Same as (K-N), but calculated after regressing out the behaviors of both bats from the 

neural activity of each bat.

*, p<0.05, Wilcoxon rank sum test.

See also Figure S4.
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Figure 5. Correlation across brains is a signature that animals share a social environment.
(A) Mean normalized LFP power in the high frequency band simultaneously recorded from 

two bats, during two time periods with matched behaviors, one from a one-chamber session 

and the other from a two-chambers session. Note that neural activity was much more 

correlated on the one-chamber session, despite the matched behaviors.

(B) Schematic illustrating the instantaneous correlation index. Given two N-dimensional 

vectors X and Y representing neural activity at N time points from two bats, we subtract 

from each vector its mean, and then normalize each to unit length, resulting in two vectors of 

normalized activity x and y. At a given time point t, the normalized activity of the two bats, 

(xt, yt), is a vector in 2D space (blue vector). The instantaneous correlation index is defined 

as the smaller of the two angles between the blue vector (xt, yt) and the line orthogonal to 

the unity line. The instantaneous correlation index ranges from 0 degree to 90 degrees. If 

neural activity is correlated at a given time, i.e. activity is high in both bats or low in both 

bats, the blue vector is close to the unity line and the instantaneous correlation index is close 

to 90 degrees. If neural activity is anti-correlated at a given time, i.e. activity is high in one 

bat and low in the other bat, the blue vector is close to the line orthogonal to the unity line 

and the instantaneous correlation index is close to 0 degree. An instantaneous correlation 

index of 45 degrees indicates no correlation. See STAR Methods. (C-E) Instantaneous 

correlation index during behaviorally matched (C), behavioral-sequence-matched (D), and 
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movement-magnitude-matched (E) time periods on one-chamber and two-chambers sessions 

(mean ± SEM; STAR Methods). Note that the matching in (C)-(D) included both interaction 

and non-interaction behaviors. Movement magnitude was estimated through deep-neural-

network-based video analysis using DeepLabCut (Mathis et al., 2018; Figure S5). (F) 

Instantaneous correlation index (mean ± SEM across time points) under the conditions 

illustrated in the dotted boxes (see Results for details). Note that while the schematic only 

illustrates the case where the “orange bat” was the one interacting, for the actual analysis, 

any neural bat could be the one interacting.

Note that despite the matched behaviors or states of social interactions, in almost all cases 

the instantaneous correlation index was significantly higher when bats shared the same 

social environment, and when they did not share a social environment, their neural activity 

showed weak to no correlations (i.e. the purple bars are close to 45 degrees). *, p<0.05, one-

tailed Wilcoxon signed rank test (C)-(E) or one-tailed Wilcoxon rank sum test (F).

See also Figures S5 and S7.
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Figure 6. Neural correlation across brains over a wide range of timescales, above and beyond 
behavioral correlation.
(A) Mean normalized LFP power in the high frequency band simultaneously recorded from 

two bats when one of them was resting and the other was mostly active. Note the high 

degree of correlation between the two bats despite their very different behaviors.

(B) Analyzing phase difference. Example traces of mean normalized LFP power from two 

bats (top; scale bars denote mean normalized power and time) are decomposed into sums of 

sine waves at different timescales (bottom; scale bars are shared between the three pairs of 

sine waves). |Δθ|, the absolute value of the phase difference between a pair of sine waves, is 

indicated. The more correlated the LFP power traces are at a given timescale, the smaller |

Δθ| is at that timescale.

(C) Distributions of |Δθ| as a function of timescale for one-chamber sessions (STAR 

Methods). The x-axis is the period of the sine waves into which the neural signals were 

decomposed (as shown in B); smaller periods correspond to faster timescales, with the 

maximum period being the session duration of ~100 minutes. Each vertical “slice” of the 

plot is a distribution of |Δθ| at a given timescale, computed over all pairs of channels, all 
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pairs of bats, and all one-chamber sessions. Each distribution (i.e. each vertical slice) was 

individually peak-normalized for visualization, where the peak-normalized probability is 

indicated by color. Note that across the entire range of timescales, the distributions are 

peaked near a |Δθ| of 0, indicating that correlation across brains extended over the entire 

range of timescales, from seconds to hours.

(D) Same as (C) but for two-chambers sessions. Note that at most timescales, |Δθ| was 

randomly distributed, indicating the absence of correlation on two-chambers sessions.

(E-F) |Δθ| was calculated for binary time series of resting/active behaviors and compared 

with neural |Δθ| (STAR Methods). (E) Behavior |Δθ| minus neural |Δθ|, as a function of 

timescales, averaged across all one-chamber sessions. Shading indicates SEM. Note that the 

curve is positive throughout the entire range of timescales, indicating that neural correlation 

is above and beyond the behavioral correlation of resting/active bouts at these timescales. (F) 

Same as (E) but for two-chambers sessions. Note that for the two-chambers sessions, neural 

correlation was comparable to the behavioral correlation of resting/active bouts, suggesting 

that the neural correlations were largely a reflection of the behavioral correlation of resting/

active bouts.

See also Figure S6.
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Figure 7. Relationship between neural correlation and social interactions.
(A-B) The proportion of time bats spent interacting with each other in each one-chamber 

session, as a function of the correlation across brains in that session, averaged across all 

pairs of tetrodes, for LFP power in the 30–150 Hz band (A), and for multiunit sites (B). Each 

point is a single session. Time spent interacting is defined as the amount of time when the 

behavior of at least one of the neural bats involved interaction with the other neural bat. 

Lines are total least squares regression lines.

(C-D) Instantaneous correlation index during non-interaction behaviors (blue bars) and 

during interactions (red bars), for LFP power in the 30–150 Hz band (C), and for multiunit 

sites (D), averaged across all pairs of tetrodes, all pairs of bats, and all one-chamber sessions 

(mean ± SEM). Note that the blue bars are above 45 degrees, meaning neural activity was 

correlated across brains when the bats shared the same social environment without explicitly 

interacting with each other. Note also that the red bars are higher than the blue bars, 

indicating that correlations were higher when the bats were interacting compared to when 

they were not. (E-F) Instantaneous correlation index during non-interaction behaviors that 

preceded other non-interaction behaviors, and during non-interaction behaviors that 

preceded interactions, for LFP power in the 30–150 Hz band (E), and for multiunit sites (F), 

averaged across all pairs of tetrodes, all pairs of bats, and all one-chamber sessions (mean ± 
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SEM). Note that correlations were higher before transitions to social interactions, meaning 

that the initiation of interactions were preceded by an increase in correlation. *, p<0.05, one-

tailed Wilcoxon rank sum test.

See also Figure S7.
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