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Superposition Model Predicts EEG Occipital Activity during
Free Viewing of Natural Scenes

José P. Ossandén,'> Andrea V. Helo,'? Rodrigo Montefusco-Siegmund,' and Pedro E. Maldonado!
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Santiago, Chile, and Institute of Cognitive Science, University of Osnabriick, 49069 Osnabriick, Germany

Visual event-related potentials (ERPs) produced by a stimulus are thought to reflect either an increase of synchronized activity or a phase
realignment of ongoing oscillatory activity, with both mechanisms sharing the assumption that ERPs are independent of the current state
of the brain at the time of stimulation. In natural viewing, however, visual inputs occur one after another at specific subject-paced
intervals through unconstrained eye movements. We conjecture that during natural viewing, ERPs generated after each fixation are
better explained by a superposition of ongoing oscillatory activity related to the processing of previous fixations, with new activity elicited
by the visual input at the current fixation. We examined the electroencephalography (EEG) signals that occur in humans at the onset of
each visual fixation, both while subjects freely viewed natural scenes and while they viewed a black or gray background. We found that the
fixation ERPs show visual components that are absent when subjects move their eyes on a homogeneous gray or black screen. Single-trial
EEG signals that comprise the ERP are predicted more accurately by a model of superposition than by either phase resetting or the
addition of evoked responses and stimulus-independent noise. The superposition of ongoing oscillatory activity and the visually evoked
response results in a modification of the ongoing oscillation phase. The results presented suggest that the observed EEG signals reflect
changes occurring in a common neuronal substrate rather than a simple summation at the scalp of signals from independent sources.

Introduction

Different neuronal mechanisms are studied through the exami-
nation of event-related potentials (ERPs), which are typically
evoked by controlled stimuli. ERPs have generally been consid-
ered to express changes in neuronal activity that occur time-
locked to stimulation. One hypothesis, known as the additive
model, explains the generation of ERPs as the summation of
synchronized neuronal activity directly evoked by the stimulus,
with any ongoing activity preceding the ERP, being a result of
independent neuronal processes or noise (Shah et al., 2004;
Mikinen et al., 2005; Mazaheri and Jensen, 2006). A second hy-
pothesis states that ERPs are the consequence of a mechanism
that resets undefined ongoing oscillatory processes to a fixed
phase (Sayers et al., 1974; Makeig et al., 2002; Hanslmayr et al.,
2007). Therefore, although these hypotheses offer a different in-
terpretation of the ongoing activity, they both share the assump-
tion that ERPs are generated in a manner independent of the
current state of the brain.

In contrast to these views, studies on local field potentials and
single-unit activity have demonstrated that there is a clear depen-
dence between the response to stimulation and the dynamics
of ongoing activity (Mehta et al., 2002; Lakatos et al., 2007;
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Womelsdorfet al., 2007; Kayser et al., 2008; Rajkai et al., 2008). In
this regard, the activity elicited after a given stimulus could not be
adequately characterized by either of the above two models, be-
cause ongoing activity appears to modulate and interact with
incoming sensory activity. Accordingly, a complete characteriza-
tion of ERP responses depends on the dynamics of ongoing
activity at the moment of stimulation. However, in typical ex-
perimental paradigms, sensory stimuli are presented in isolation
and at intervals defined by the experimenters; therefore, previous
ongoing activity is unrelated to perceptual processing and cannot
carry successful predictive or preparatory signals. Accordingly,
we conjecture that a relationship between ongoing and sensory-
evoked activity should be readily apparent during natural
viewing. In this case, visual stimulation occurs in a fast stream
of events, because visual exploration occurs through ocular
movement over the visual field (Yarbus, 1967). Here, visual in-
puts arrive during fixation periods when gaze remains stationary.
As these fixations follow each other with very short latency, it is
likely that the ongoing activity specific for visual processing will
depend on the response to previous stimuli. To evaluate the pres-
ence and relationship between ongoing and evoked activity dur-
ing natural conditions, we recorded electroencephalography
(EEG) signals and eye movements during free viewing of natural
scenes and examined the ERP signals that occurred around each
visual fixation. We found that neither of the two aforementioned
models by itself was sufficient to accurately describe our results.
We concluded that the EEG signals observed during free viewing
are best explained by a combination of both models. Single-trial
EEG signals are predicted most accurately by the summation of
an evoked visual response and an ongoing oscillatory activity.



4788 - ). Neurosci., March 31,2010 - 30(13):4787—4795

Furthermore, phase undergoes a slight modulation even when it
is measured outside the period of evoked activation, suggesting
an interaction at the source level rather a simple addition of sig-
nals at the scalp.

Materials and Methods

Participants. Eleven students from the Faculty of Medicine of the Univer-
sidad de Chile with normal or corrected-to-normal vision participated in
the study. All participants were right-handed and gave their informed
consent in writing, which was approved by the institution’s Ethics Com-
mittee for Human Research.

Stimuli and procedure. A set of photographic images was presented in
grayscale on a 19“ CRT monitor (Samsung SyncMaster 1100P Plus) at a
refresh rate of 85 Hz and resolution of 800 X 600. The image set was
composed of two different categories of natural scenes (NS): landscapes
(n = 10) and construction sites (n = 10). To control for the motor
contribution of the eye movements to the EEG signal, we also included
full-screen black (BK) and gray (GR) images. Each natural scene was
presented three times, and the black and gray images 60 times each. Each
image was presented for 5 s in random order. A central fixation point
appeared between images. The subjects pressed a button to trigger the
next image presentation. The distance between subjects and monitor was
57 cm, subtending a visual field of 40° horizontally and 30° vertically with
20 pixels per visual degree. Subjects were instructed to freely explore each
image, even when no natural image was presented (black and gray
stimuli). To properly determine eye position and movements, an eye
tracker drift correction procedure was performed before each image
presentation.

Eye tracking and EEG recording. Ocular movements were recorded
with a head-mounted video oculographic eye-tracking system using pu-
pil tracking at 500 Hz (Eyelink II; SR Research). Before each block of
image presentation, a nine-point calibration was performed until average
error fell below 0.5 degrees. Saccades were defined based on a velocity
threshold of 25 deg/s and a minimum duration of 10 milliseconds. We
included in our analysis fixations that lasted longer then 50 ms and before
which no blinks had occurred for at least 100 ms.

EEG signals were recorded from 21 scalp sites using the standard
10-20 system montage (EasyCap). Electrodes were referenced to linked
ear lobes, with all impedances kept below 5 k(). The EEG signal from each
electrode site was recorded using a custom-made EEG amplifier built
with 120 dB CMRR differential amplifiers (Burr Brown), digitized at 1
kHz with a bandpass of 0.5-250 Hz (—3 dB low- and high-frequency
cutoff, respectively), and was stored for off-line processing.

Signal analysis. To analyze EEG data, the signal was segmented in
epochs of 2 s centered on fixation onsets (see Fig. 1 B) and then grouped
into three different condition sets: NS, BK, and GR. Rejection of major
nonocular artifacts was performed through visual inspection. All data
were digitally low-pass filtered below 50 Hz, applying forward and re-
verse filtering with an elliptic infinite impulse response filter. Because
ERP and phase measurement can be altered by artifacts produced by eye
movements, we performed an independent component analysis (ICA) to
identify and extract artifact components from the data. ICA is a blind
source decomposition algorithm that enables the separation of statisti-
cally independent sources from multichannel data, thus separating ocu-
lar movement and blink artifacts from EEG data (Jung et al., 2000a,b;
Iriarte et al., 2003; Hoffmann and Falkenstein, 2008). We applied ICA
Infomax algorithm (Bell and Sejnowski, 1995) as implemented in the
EEGLAB toolbox for EEG analysis (Delorme and Makeig, 2004) to the
complete dataset of each subject. Once blinks and eye movement com-
ponents were identified through visual analysis of the components’ to-
pography and time series, they were removed from the original data. A
fixation-onset ERP (fERP) was generated by averaging all epochs of each
condition. Time—frequency analysis of the EEG epochs was performed
using a family of Morlet wavelets (Tallon-Baudry et al., 1996) centered at
integer frequency steps between 2 and 50 Hz. Each wavelet is defined by
w(t, f) = A-exp(—t*/207) - exp(2imft), with o, = 1/(2770'f), A =
(/) "2 and a ratio of flo, = 5. To find the frequency most likely
involved in the generation of visual fERPs, we looked for the frequency
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with the actual highest power in the upper theta or alpha band. This is the
frequency range more frequently associated with the first components of
ERPs (Makeigetal., 2002; Gruber et al., 2005; Mazaheri and Jensen, 2006;
Hanslmayr et al., 2007; Klimesch et al., 2007a; Min et al., 2007; Freun-
berger et al., 2008). For this purpose, the power spectrum in the period
between 0 and 200 ms was calculated. This was done by taking the mean
power of each frequency in the 200 ms time interval for each trial, then
averaging for each condition for each subject, and finally averaging across
subjects. Although this power estimate was obtained through averaging
each frequency wavelet output over a window of only 200 ms, the fre-
quency and time resolution is not determined by this window but by the
o,and oyparameters of the wavelets. Therefore, the power estimate in the
200 ms interval includes some power from the periods immediately be-
fore and after the time interval, in a way depending on the ¢, parameter
of the wavelet, which increases at lower frequencies. Once the frequency
of interest for each condition was identified, instantaneous phase values
in that frequency were calculated at each epoch fixation onset. All subse-
quent analyses that depended on the phase at fixation onset were con-
ducted at the frequency selected for that respective condition. Trials
could then be sorted into bins according to this calculated phase, and the
relationship between this phase and the phase of the subsequent fixation
was examined.

Correlation between image features and visual responses. Visual ERPs
are typically studied under experimental paradigms that examine signal
changes after flashed visual stimuli. In our paradigm, subjects were able
to view the images freely. Thus, although the image presented remained
static with constant luminance, the image patch presented to the fovea
changed with each saccade. To ensure that the EEG signals corresponded
to a visual response, we examined the correlation of the amplitude of the
signals after each fixation with a simple visual feature. It has been shown
that visual responses after ocular movements depend on luminance
(Green, 1957; Gaarder et al., 1964). Thus, we grouped EEG epochs in 10
groups according to the logarithm of the absolute difference in lumi-
nance between two square, 1° image patches; the first centered at the
current gaze location and the second at the gaze location of the immedi-
ately preceding fixation. Then, we correlated the mean amplitude of the
fERP’s first positive component (P1, 40—-110 ms) with the mean lumi-
nance difference of these groups.

Models of EEG signal generation. To examine different mechanisms of
generation of the activity observed in the EEG signals, we compared the
observed ERPs to the predictions of three different models. This was
done for all epochs between fixation onset (time 0) and the following 200
ms (Fig. 1 H). In all models, predicted data were generated according to
the following expression: s(f) = wu(t)-a,-cos2mft + ¢,) +
v(t) * a, - cos(2mft + ¢,), where f1is the frequency of interest of the corre-
sponding experimental condition. The first term represents the ongoing
oscillatory component and the second term represents an additive com-
ponent. The ongoing component always started at the onset of fixation
(time 0) and its instantaneous phase, ¢,, and amplitude, a,, were calcu-
lated from the data. The initial time and phase value of the additive
component were arranged such that the additive cosine component
started at 0 wV (phase ¢, = —/2) and peaked at the same instant as the
actual ERP positive peak. Because a fourth of the period of a cosine at the
identified frequency of interest of the NS condition (8 Hz) (see Fig. 3A)
was ~31 ms, whereas the ERP peak was at 88 ms (see Fig. 2A), the
additive component was always initialized with an offset of 57 ms. In the
first model, named ongoing activity, windowing functions u(f) and v(¢)
were set to 1 and 0, respectively. In this case, the ERP signal is modeled as
an invariant ongoing oscillation. For the second model (phase resetting),
u(t) and v(¢) are step functions, with u(¢) = 1 and v() = 0, from fixation
onset to 57 ms and then set onwards to u(t) = 0 and v(¢) = 1. In the third
model (superposition), u(t) = 1 for the entire epoch and v(¢) = 0 from
fixation onset to 57 ms and then set to v(t) = 1.

For all models, we predicted the phase of each fixation onset based on
the phase at the onset of the previous fixation and the time interval
between consecutive fixations by the following expression (see Fig. 11):
Ouav = Oprey + (At - 277 fIf)), with fbeing the frequency of interest and f
the sampling frequency in Hz. In the ongoing-activity model, phase at
fixation onset is simply the corresponding phase for the elapsed time
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from the previous fixation. In this case, 0,,,c, = ¢} e,» meaning the phase
measured at the onset of the previous fixation, and At is the time between
the onsets of the consecutive fixations. In the phase-resetting model, the
phase is reset after the onset of the preceding fixation. Here, 0,,,., = — /2
and At is the time between the reset moment of the previous fixation (57
ms after the onset) and the onset of the current fixation. Finally, the phase
in the superposition model is a linear combination of the ongoing and
additive oscillatory components. In this case, the following expres-
sion was used: 6, = tan "' (a;sin(y e, + 57 * 277 fIf,) + cpsin(—/
2))/(e,€08(1pyey + 57 + 27 fIf,) + aycos(—m/2)) and At is the same as
in the phase-resetting model.

Statistics. Comparisons of the mean amplitude of P1 (40—110) and N1
(115-185 ms) components of fERPs were performed using a one-way
ANOVA for different stimulus conditions, different fixation duration
subsets, and different phase groups. To test the performance of the dif-
ferent models, Pearson’s linear correlations were calculated between the
actual data, the observed ERP, and the data predicted by each of the three
models. Nonetheless, because the data predicted by the three models are
not completely independent (for example, the first 60 ms of predicted
data of every epoch in the superposition and ongoing-activity model are
the same), we further checked the performance of the superposition
model with a partial correlation with the actual data, controlled by the
predictions of the other two models. Partial correlation removes the
common variance associated with the control variables (ongoing-activity
and phase-resetting models) from both the dependent variable (the ac-
tual data) and the independent variable (superposition model). Every r
value was tested against the null hypothesis of no correlation by calculat-
ing its respective ¢ value. For comparison of r values, confidence intervals
(CIs) were computed through Fisher’s Z transformation. To avoid errors
due to multiple comparisons, a significance level of 0.001 was used.

All phase calculations were obtained with circular statistics (Batschelet,
1981). Rayleigh’s uniformity test was used to assess the uniformity of the
distribution of fixation-onset phases for each condition. To compare the
phase predictions, distributions of the differences between predicted and
actual phase were constructed. Once nonuniformity and the presence of
only one mode were confirmed, the estimate of the distribution mean
and its confidence intervals was used for model evaluation.

Results

EEG signals during visual fixations

We acquired EEG and eye movement data from 11 subjects while
they explored natural scenes and control (gray and black) images.
This unconstrained way of visual exploration produces eye
movement sequences that are highly variable between subjects
for the same image and within subject for different images. Figure
1 A shows an example of an eye movement sequence for a natural
scene. The fixation durations are narrowly distributed (me-
dian = 200 ms) whereas saccade amplitudes were distributed in a
monotonically decreasing fashion (Fig. 1C,D). Eye movements
occur preferentially along the horizontal axis (Fig. 1E).

To clean the EEG data of ocular artifacts, an ICA decomposi-
tion was performed for every subject, and ocular movement com-
ponents were identified according to their time series and
topography. These components were removed from the data.
The result of this procedure can be observed in the grand averages
for horizontal and vertical movements in the corresponding
electro-oculogram (EOG) channels (Fig. 1 F). The EEG data were
segmented into 2 s epochs (Fig. 1B), aligned to each fixation
onset, and averaged over all fixations. We analyzed the EEG data
for a total of 8200 fixations in natural images and 5600 and 6000
fixations in gray and black images, respectively. The following
results correspond only to occipital channels O1 and O2 of the
10/20 system, because these showed the highest visually related
responses. Furthermore, these channels are less prone to artifacts
produced by eye movements and thus require minimal ICA cor-
rections for eye movement artifacts (Fig. 1G).
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The grand average fERP for natural scenes—using fixation
onset as the reference time event—shows clearly distinguishable
P1 and N1 components (Fig. 2A). Because fixation durations
varied from 50 ms through >300 ms (Fig. 1C), it is possible that
fERPs differ across fixations as a function of their duration, ren-
dering further analysis applicable only to subsets of fixations with
similar duration. However, when we segregated our data accord-
ing to fixation—duration quartiles, we did not find significant
differences in either the P1 (F, ;o) = 0.52, p = 0.67) or the N1
(F1,10) = 0.06, p = 0.97) components (Fig. 2 B). Our results show
that these fERP signals constitute a visually evoked response and
not an ocular movement artifact. This is supported by the fact
that ICA subtractions had little effect on the occipital signals.
Also, the two most prominent peak components occur far from
the end of the preceding saccade (peak P1 = 88 ms, peak N1 =
134 ms) and from the initiation of the next saccade (distance to
P1: median = 130 ms, SD = 141 ms; distance to N1: median = 86
ms, SD = 141 ms). In addition, the average fERP signal for ho-
mogeneous gray or black images shows a significantly diminished
amplitude for P1 (F(, 5, = 64.5, p < 0.001) and N1 (F, ;o) =
76.5, p < 0.0001), despite the occurrence of a saccade in every
event (Fig. 2A). Finally, when epochs are grouped according to
deciles of the absolute difference in luminance between subse-
quently fixated image patches, there is a strong correlation
between these luminance differences and P1 mean amplitude
(r = 0.90, p < 0.001) (Fig. 2C).

Dependence of visual activity on ongoing activity: effects of
phase on EEG visual activity

During natural viewing, ocular movements are sequential.
Therefore, we can use this sequence to examine whether fERPs
are dependent upon some feature of the EEG signal that occurred
in the preceding fixation. Here, we looked at the instantaneous
fixation onset phase of the frequency in the upper-theta or alpha
band (614 Hz) that contributes the most to the variance of the
signal. The average power of the EEG signals for the period be-
tween 0 and 200 ms after fixation onset shows a local peak at 8 Hz
for natural scenes and at 10 Hz for both black and gray images
(Fig. 3A). For all subsequent analysis where phase information
was required, we used the phase values at 8 Hz for NS and 10 Hz
for GR and BK. Instantaneous phase values at fixation onset for
the three conditions are distributed differently (Fig. 3B). For NS,
the distribution of phases at 8 Hz is highly nonuniform (mean
vector length, r = 0.36; Rayleigh’s, z = 1095; p < 0.001). In
comparison, the distribution of phases at 10 Hz is only slightly
nonuniform for BK epochs (r = 0.03, z = 5.4, p = 0.004) and
uniform for GR epochs (r = 0.01, z = 2.34, p = 0.09). We used
this phase measure to sort and group the epochs of each condi-
tion. Stack plots generated with phase-sorted epochs (Fig. 3D)
allowed us to examine modifications of the ongoing oscillation
that resulted from the new visual fixation. In the GR and BK
conditions, the phase progression of the ongoing oscillatory ac-
tivity appears to be unmodified by the visual fixation (Fig. 3D,
middle and right). Unlike the previous conditions, during NS
stimuli the epochs show a phase realignment of activity after each
fixation onset (Fig. 3D, left). This realignment could not be ex-
plained entirely by fixation-evoked resetting of the ongoing os-
cillation, because the latencies and widths of peaks and troughs of
activity in the fixation period depend strongly on the phase at
fixation onset. This dependence is particularly clear in the epochs
with phases between — /2 and 0, where the change in the signal
following the fixation onset is not followed by another oscillation
cycle, as is the case for other phases. Remarkably, this coincides
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Figure 1.  Visual paradigm and statistics. A, Example of eye-tracking data of free-viewing exploration of a natural scene. Each dot represents a gaze sample (at 500 Hz). Saccade and
fixation samples are black and red, respectively. Fixation durations (in milliseconds) are displayed adjacent to each fixation. B, Eye tracker (ETH, horizontal channel; ETV, vertical channel)
and raw EEG data [here EOG horizontal (EOGH), EOG vertical (EOGV), 01, and 02 channels] for the trial represented in A. Eye tracker data were used to identify saccade (red dashed vertical
lines) and fixation onsets (gray vertical lines). Data were segmented in 2 s epochs centered on fixation onsets, with possible overlap, as shown by light blue boxes. C, Distribution of
fixation durations. D, Distribution of saccade amplitudes. E, Angle histogram of saccade directions. F, Left, Average horizontal EOG of all rightward saccades (direction between —30and
30°) before (black) and after (red) removing ocular movement ICA components. Right, Same signals for the EOGV channel and upward saccades (direction between 60 and 120°).
G, Averagesasin F, for occipital channels (01and 02) for rightward (left) and upward saccades (right). H, Left, Example of processing of raw EEG data. After epoch extraction and rejection
of ocular artifacts through ICA analysis (data not shown), every epoch was convolved with a complex wavelet, producing information about phase at different times. Instantaneous phase
at time 0 (fixation onset) was subsequently used for sorting, for grouping data epochs, and to generate data of the three models. Right, fERP and model predictions of an EEG data epoch
for the first 200 ms after fixation onset (black lines). In the ongoing-activity model (ONG), an oscillation at the frequency of interest was generated with instantaneous phase ¢, at 0 ms
(blue). In the phase-resetting model (RES), the first 57 ms correspond to an ongoing activity signal (blue line) generated in the same way as with ONG. After 58 ms, however, a resetting
component (red) starts, with a fixed phase of — 77/2. The superposition model (SUP) comprises the addition of a continuous ongoing component (blue) and a resetting component (red)
startingat 57 ms. /, Left, The same procedure asin H was used here to determinate instantaneous phase at the previous fixation onset (¢b; ., ). With this information, predictions of phase
shifts between fixations were generated by the three models. Right, For ONG, 6,4, is the phase after At ms of an oscillation at the frequency of interest that starts with phase ¢, .., For
RES, 6,4, is the phase after (At — 57) ms of an oscillation at the frequency of interest that starts with fixed phase — 7r/2.In SUP, 8, ,, is the phase after At ms of the oscillation resulting
from the addition of an ongoing and reset component (as in H, SUP).
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(gray bars), and histogram of expected P1 peak times for the following response, which is the gray distribution shifted 88 ms (blue bars). D, Stack plot of the complete NS (left), BK (middle), and GR
(right) datasets, sorted by phase of the peak frequency (A) at fixation onset. At the right of each plot is the corresponding instantaneous fixation onset phase value (NS = 8 Hz; BKand GR = 10 Hz).

tained at the respective frequency of interest of each condition.
The fERP of each group in the NS condition is significantly dif-
ferent from any other group and significantly different from the
overall average signal (P1: F(, 14y = 17.5,p < 0.001; N1: F( ;) =
3.42, p = 0.005) (Fig. 4C, black lines). Nonetheless, the distribu-
tion of ongoing oscillation phases is highly nonuniform for
natural scenes (Fig. 3B) and fERP groups have different sizes. If
differences in group size account for these shape differences, then
the fERPs of the preceding fixations—with the same number of
observations—should exhibit similar differences. However, as
shown in Figure 4B, these fERPs are indistinguishable between
groups (P1: F(; 1) = 0.14, p = 0.99; N1: F, o) = 0.34, p = 0.91).
To examine the contribution of ongoing oscillations to each
sorted group, we modeled the oscillatory component for each
phase group. A cosine waveform was generated with the same
amplitude as the oscillatory signal previous to the fixation onset,
and with a frequency equal to the frequency of interest, shifted to
match the actual phase of the corresponding group at time 0 (Fig.
4C, blue lines). The modeled component matches closely the ERP
immediately before fixation onset, but not subsequently. When
we subtracted this modeled component from each fERP, the os-
cillatory component still matches the EEG signals for ~50—60
ms, after which an additional component (Fig. 4C, red lines)—
with at least one positive and one negative peak—appears neces-
sary to fully account for the actual fERPs.

In contrast to the NS condition, phase-grouped fERPs in the
BK and GR conditions show an oscillatory component at 10 Hz
that is preserved after fixation onset and continues unchanged
throughout the rest of the fixation (Fig. 4D, E, GR condition).
Because phase distribution in these conditions is fairly uniform,
with no apparent phase modifications, EEG signals cancel out in
the grand average fERP (Fig. 2A). Together, these results suggest
that the EEG signals during BK and GR are largely independent of

new fixation events, whereas fERPs during NS do exhibit a de-
pendence on the actual phase of the ongoing oscillations.

Dependence of fERPs on ERP visual response of

preceding fixation

Evoked potentials, such as steady-state visually evoked potentials,
which occur when stimuli change in rapid succession, have been
explained in part by the fact that the evoked responses of the
presented stimuli overlap. In this case, the evoked response to
the actual stimulus is added to, or partially superimposed upon,
the previous one. Given the dispersion of fixation and saccade
durations in our data, it was necessary to determine whether this
effect was indeed occurring. We first took the average fERP of all
preceding fixations of one phase group (Fig. 4 B), and then we
repeatedly aligned this average signal backwards to the corre-
sponding onset time of each actual fixation and produced a new
average. We repeated this process for each phase-sorted group.
The resulting signal differs markedly from the actual fERPs (Fig.
4C, green lines), demonstrating that the fERP activity around
fixation onset in each phase group contains little amplitude con-
tribution from the evoked responses of preceding fixations. In-
deed, most P1 peaks occur 200 ms after the onset of the previous
fixation, when the fERP has already flattened (Fig. 3C).

Fit between raw response, average fERP, and

model predictions

We quantitatively estimated the fit between our data and the data
predicted by each of the three models, as well as between our data
and the grand-average fERP. We concatenated the first 200 ms of
each epoch of the EEG signal, starting at the fixation onset, and
correlated this signal with a concatenated signal composed either
of repetitions of the fERP or of the model-predicted signal for
that epoch. Overall, for the NS condition, Pearson’s correlation
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fERP and analysis by phase groups. A, Data were categorized into seven phase bins centered at the value indicated by the red dot in the cosine waveform figure. B, fERP of the previous

fixations and distribution of expected P1 peaks times according to fixation onset intervals. C, fERP of current fixation by phase groups (black line groups sorted accordingly to the phase at 8 Hz at
fixation onset as in Fig. 38). The blue lines correspond to the modeled ongoing oscillation with the same amplitude and phase of the activity previous to fixation onset. The red lines correspond to
the difference between this oscillatory activity and actual data. Green lines represent a model where the fERP of previous fixations was repetitively aligned with the actual fixation onset and averaged
for all fixations of the group. D, E, The same analysis as in B and C, respectively, for the GR condition. In this case, the phase groups are obtained accordingly to the phase at 10 Hz.

Table 1. Partial correlation coefficients for different models and experimental conditions

Condition rSup.ERP rERPASup rSup.Ong rOng.Sup rSup4Res rRes.Sup rSupﬂngERP
NS 0.23 0.12 0.26 —0.03 0.19 0.06 —0.01

a 0.22/0.23 0.12/0.13 0.26/0.27 —0.04/—0.03 0.18/0.19 0.06/0.07 —0.01/0.008
BK 0.29 0.12 —0.008 0.25 0.26 —0.11 0.008

a 0.28/0.29 0.11/0.12 —0.01/0.001 0.24/0.26 0.25/0.27 —0.12/—0.11 0.001/0.01
GR 0.24 0.08 —0.001 0.2 0.20 —0.07 0.008

a 0.23/0.24 0.07/0.08 —0.01/0.004 0.19/0.2 0.20/0.21 —0.08/—0.06 0.001/0.01

SUP, Superposition model; ONG, ongoing activity model; RES, phase-resetting model.

values between the raw and predicted data models are higher for
the superposition model (r = 0.41; CI, 0.40—-0.41; p < 0.001)
compared with the ERP (r = 0.36; CI, 0.36—-0.37; p < 0.001) or
ongoing (r = 0.32; CI, 0.32-0.33; p < 0.001) and phase-resetting
(r = 0.37; CI, 0.37-0.38; p < 0.001) models. Because data pre-
dicted by the superposition model contain features present in
the ongoing and phase-resetting models, we calculated partial
correlation coefficients to remove the associated common vari-
ance (Table 1). These values are several times higher than the
inverse comparison: the correlation between data and fERP and
between data and ongoing and phase-resetting models, with the
superposition data as control. This is not observed for the
second-order partial correlation with the superposition model
using both ongoing-activity and ERP models as controls.

In contrast to the NS condition, Pearson’s correlation coeffi-
cients for the BK and GR conditions computed with the ongoing-
activity model were higher (BK: r = 0.36; CI, 0.35-0.37; p < 0.001;
GR: r = 0.3; CI, 0.29-0.31; p < 0.001) than the data computed
with the superposition model (BK: r = 0.27; CI, 0.26-0.27; p <
0.001; GR: r = 0.23; CI, 0.22-0.23; p < 0.001), the phase-
resetting model (BK: r = 0.12; CI, 0.12-0.13; p < 0.001; GR:
r = 0.13; CI, 0.12-0.13; p < 0.001) or the fERP signal (BK: r =

0.04; CI, 0.03—-0.05; p < 0.001; GR: r = 0.05; CI, 0.04—-0.06; p <
0.001). In these cases, the partial correlation with the superposi-
tion data decreases nearly to zero when controlled by the
ongoing-activity model.

Correlations performed by phase group for NS condition
show that the superposition model correlates better with actual
data than the other models (Fig. 5A, left), especially in those
phase groups where ongoing activity and the additive component
occur in counterphase. For BK and GR conditions, correlation
values computed with the ongoing-activity model are higher for
every phase group (Fig. 5A, center and right, respectively).

Visual EEG responses: testing independence between ongoing
and fixation-related activity

The EEG signal recorded in occipital electrodes could be the re-
sult of superposition at the scalp of the visually evoked activity
with an otherwise independent ongoing activity. If these signals
arise from completely independent sources, the instantaneous
phase value at a given fixation onset will be entirely predictable
from the phase observed at the onset of the preceding fixation,
because at the time of the new fixation, the visually evoked re-
sponse will have mostly subsided (Fig. 3C). However, considering
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A main methodological issue in cogni-
tive neuroscience is whether complex
phenomena can be well understood by
explaining their constitutive components
separately. For this reason, there is in-
creasing interest in complementing the

research done in studies based on the
itemization of cognitive functions with
studies focusing on behavioral paradigms
in more holistic settings. In this regard,
the use of natural stimuli and natural
behaviors such as free viewing, which in-
cludes attention and other top-down

NS Phase Group BK Phase Group

Figure5.

GR (right).

differences in the phase of the signal at each fixation onset and the
phase as predicted by the preceding fixation, we found that five of
the seven phase groups show values significantly different from
those predicted (Fig. 5B, left, blue line). Moreover, differences of
actual and predicted phase computed using the phase-resetting
model also differ significantly from 0 in all but the phase-aligned
groups (Fig. 5B, left, red line). Nonetheless, differences between
actual phases and predictions based on the superposition model
(Fig. 5B, left, black line) yield values not significantly different
from 0 for five phase groups and fail in only two of the phase
groups, including one group in which the visually evoked com-
ponent occurs exactly in counterphase with the ongoing oscilla-
tions, and thus the phase measurement is expectedly less reliable.
In contrast, fixation-onset phase for GR and BK conditions are
very well predicted by the ongoing, but not by the phase-resetting
or superposition models (Fig. 5B, middle and right), demonstrat-
ing that the oscillatory activity at ~10 Hz remains uninfluenced
by eye movements.

Discussion

We investigated the visual responses produced during successive
visual fixations as human subjects freely explore natural scenes.
The fERPs show clear visual components that are otherwise ab-
sent when subjects move their eyes on a homogeneously gray or
black screen. fERP amplitude is related to differences in lumi-
nance between successive fixation locations. The EEG signals im-
mediately following each visual fixation appear to be dependent
upon the phase of ongoing oscillatory activity, suggesting a su-
perposition between ongoing oscillatory activity and a stimulus-
driven, additive, evoked response. Indeed, quantitative analyses
show that data predicted by a superposition model correlate bet-
ter with the actual data than with the grand-average fERP, or with
data predicted by a phase-resetting model or a model that con-
siders only a stimulus-independent continuous oscillatory activity.
Furthermore, the superposition of ongoing oscillatory activity
and the visually evoked response results in a modification of the
phase of the ongoing oscillation, suggesting that the EEG signals
observed in these electrodes reflect changes occurring in a com-
mon neuronal substrate rather than a simple summation of in-
dependent signals at the scalp.

T 0 T T 0 T 0
GR Phase Group

Predictions of phase at fixation onset and EEG response. 4, Correlation coefficients (I, alpha = 0.001) between the
first 200 ms after every fixation onset, separated in seven phase groups (as in Figure 4) and the grand average fERP (gray lines),
ongoing-activity model (blue lines), phase-resetting model (red lines), and superposition model (black lines) for NS (left), BK
(middle), and GR (right). B, Mean and confidence intervals of the distribution of differences between the actual instantaneous
fixation onset phase and predictions of ONG (blue lines), RES (red lines), and SUP (black lines) models for NS (left), BK (middle), and

mechanisms, can provide new insights
into the dynamics of visual perception
(Maldonado et al., 2008). In contrast to
previous studies, in which eye movements
were allowed but directed to low-level vi-
sual stimuli (Evans, 1953; Green, 1957;
Gaarder et al., 1964; Scott and Bickford,
1967; Scott et al., 1967, 1981; Barlow and
Ciganek, 1969; Yagi, 1981; Riemslag et al.,
1987; Billings, 1989; Thickbroom et al,,
1991), our study was performed with oc-
ular movements occurring in a stream of autonomous actions
over a complex visual scene. Despite these methodological differ-
ences, our results share two important aspects with these previ-
ous studies. First, in our study, the clear occipital responses after
fixation onset display characteristic components of visual ERP,
which have been described in other visual experiments where free
ocular movements were not allowed. The P1 responds linearly to
differences in luminance between subsequently fixated image
patches. This result is consistent with other studies, which have
shown that visual responses to luminance changes occur either
when the stimulus is modified at a single fixation location or
when the subjects move their eyes to a new location that has
different luminance (Barlow and Cigének, 1969; Riemslag et al.,
1987). Second, as in our study, eye movements over black or gray
backgrounds elicit little or no EEG response (Evans, 1953; Fourment
et al., 1976). Although this result reinforces the visual nature of
the two most prominent components of the fERP, it does not
completely exclude nonvisual responses locked to the initiation
of eye moments, as neurophysiological recordings during self-
initiated ocular movements in the dark have demonstrated in
both monkeys and humans (Fourment et al., 1976; Skrandies and
Laschke, 1997; Rajkai et al., 2008).

Our results show that EEG responses recorded at the scalp are
the consequence of the superposition of an incoming stimulus-
driven response with ongoing activity (Shah et al., 2004; Mikinen
et al., 2005; Mazaheri and Jensen, 2006). However, in contrast to
our study, previous studies have attempted to clarify the basic
mechanism underlying EEG event-related responses by using ex-
perimental paradigms in which ongoing activity is an undefined
process outside of experimental control. Our approach instead
exploited natural conditions of perceptual stimulation, revealing
an ongoing activity resulting from the continuous processing of a
sequence of visual events.

Our study shows that the experimental data under natural
conditions is best explained by a model that combines a visually
evoked response with a change in the phase on the ongoing os-
cillation. Neural mass models of hierarchical networks with back-
ward connections, where damped oscillations arise naturally
after stimulation (Jansen and Rit, 1995; David et al., 2005), have

0 T
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produced theoretical predictions that agree with the results
shown here. These kind of models have been successful in pre-
dicting late components of real ERPs (Garrido et al., 2007). Two
types of competing and mutually exclusive theories have sought
to explain the nature of the observed visually evoked EEG signals.
The additive model assumes that ERPs are a summation of syn-
chronized neuronal activity directly evoked by the stimulus, with
unrelated ongoing activity produced by independent neuronal
sources or noise whereas the other model assumes a phase-
resetting mechanism of ongoing oscillatory activity. This latter
model has also been generalized to a formulation that includes
not only phase reorganization but also evoked and induced oscil-
lations as underlying sources of ERP component (Klimesch et al.,
2007b). Our results show that both neuronal activity evoked by
the stimulus and oscillatory phase changes occur during natural
viewing. Phase changes would, however, not occur instantly and
independently of the visually evoked response, but would instead
appear as a result of changes in the dynamics of the neuronal
activity in a common neuronal substrate. Nevertheless, it is im-
portant to point out the limitation of instantaneous phase esti-
mation in narrow frequency bands of time series that are
generated by stochastic and nonstationary processes. Wavelet
analysis as used here can result in phase biases produced by an
evoked response after or before the onset of a fixation (Sauseng et
al., 2007). In our data, phase measurements at fixation onset are
in good agreement with the previous oscillatory phase rather than
the evoked component, suggesting this bias has a small impact.
Ongoing oscillatory activity is not a mixture of evoked poten-
tials resulting from previous fixations (Fig. 4), suggesting that the
power peaks in the frequency analysis are due, at least in part, to
underlying oscillatory processes. Oscillatory activity in low- to
medium-frequency ranges is usually associated with a mecha-
nism for long-range coordination between different brain areas
engaged in recurrent loops of activity (Engel et al., 2001; Fries,
2005; Schroeder and Lakatos, 2009). Also, a specific role for os-
cillations in the alpha range in the generation of visual ERP com-
ponents has been suggested, with both inhibitory and long-range
coordination roles (Klimesch et al., 2007a). In this sense, ongoing
activity during continuous and autonomous selection of stimuli
could be both quantitatively and qualitatively different to ongo-
ing activity in the case of nonstimulation and when an unpredict-
able new stimulus is expected. The latter kind of experimental
condition might be comparable to the BK and GR condition used
in our experiment. In this case, a visual stimulus after each move-
ment is absent or homogeneous and oscillatory power is centered
at a frequency in the middle of the alpha range, typical of pre-
stimulation periods in static paradigms. This activity could pos-
sibly reflect an inhibitory effect in posterior sensory areas related
to the lack of change in visual stimulation. In contrast, in the NS
condition a peak in a slightly lower frequency is revealed. Taking
into account the limitations of frequency resolution in neighbor-
ing frequencies, these results are in good agreement with previous
reports of change in the alpha range activity after a visual stimulus
event, in which activity at the middle alpha range (~10 Hz) is
partially suppressed and activity at upper-theta/low-alpha range
is increased (Gruber et al., 2005; Mazaheri and Jensen, 2006;
Freunberger et al., 2008). However, in contrast to reports that
explain this upper-theta/low-alpha activity as an additive com-
ponent (Mazaheri and Jensen, 2006), we show that the activity at
the low-alpha band is a main component of the ongoing activity
when stimulation is continuous. Although we do not necessarily
commiit to an interpretation of the additive component we found
as an evoked oscillation, in the situation of continuous stimula-
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tion, it is expected that the neuronal network underlying visual
oscillatory phenomena will be uninterruptedly active (David et
al., 2005) and therefore the lower-alpha activity seen after single-
stimulus presentation in other studies might keep going in the
case of free viewing. In this framework, the arrival of a new input,
expressed as an additive component, perturbs the activity of the
network, resulting in superposition patterns, maintenance of
the oscillatory activity, and a change in the phase of oscillation of
the network. In the NS condition, oscillatory activity is apparent
during continuous visual stimulation, and its phase is changed
with every new fixation, depending on both oscillatory and in-
coming components.

Further studies of visual responses in natural viewing experi-
ments should consider activity statistics that result from the con-
tinuous interdependence of events. In contrast to responses to
static and transient visual stimulation, neuronal activity during
natural viewing may contain features intrinsic to the natural flow
of goal-oriented behavior and thus would include patterns that
are instrumental for building models of visual perception.
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