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In mammals, most molecular and cellular processes show circadian changes, leading to

daily variations in physiology and ultimately in behaviour. Such daily variations induce

a temporal coordination of processes that is essential to ensure homeostasis and

health. Thus, it is of no surprise that pharmacokinetics (PK) and pharmacodynamics

(PD) of many drugs are also subject to circadian variations, profoundly affecting their

efficacy and tolerability. Understanding how circadian rhythms influence drug PK, PD,

and toxicity might significantly improve treatment efficacy and decrease related side

effects. Therefore, it is essential to take circadian variations into account and to

determine circadian parameters in pharmacological studies, especially when drugs

have a short half‐life or target rhythmic processes. This review provides an overview

of the current knowledge on circadian rhythms and their relevance to the field of

pharmacology. Methodologies to evaluate circadian rhythms in vitro, in rodent

models and in humans, from experimental to computational approaches, are

described and discussed. Lastly, we aim at alerting the scientific, medical, and regula-

tory communities to the relevance of the physiological time, as a key parameter to be

considered when designing pharmacological studies. This will eventually lead to more

successful preclinical and clinical trials and pave the way to a more personalized treat-

ment to the benefit of the patients.
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1 | INTRODUCTION

Biological rhythms have been observed, and quantified in detail, in a

variety of species, from bacteria to humans (Fuhr, Abreu, Pett, &

Relógio, 2015). Throughout evolution, most organisms have devel-

oped an endogenous clock system, which allows for the entrainment

to external cues (zeitgebers) and accounts for the adaption to the

geophysical time. Based on its period length, rhythms can be classified

into ultradian (<24 hr), circadian (~24 hr), or infradian (>24 hr;

Smolensky & Peppas, 2007). The circadian system regulates temporal

physiology and behaviour, allocating specific biochemical processes

to specific daytimes while temporally separating incompatible ones.

In this way, the circadian clock system promotes optimal organism

activity, ensuring the temporal regulation of defence mechanisms,

energy conservation, and internal homeostasis (Asher & Schibler, 2011).

In mammals, almost all cellular functions and physiological systems

are subjected to circadian control (see review in Pilorz, Helfrich‐Förster,

& Oster, 2018). At the cellular level, specific genes encode for a set of

transcription factors (TFs) that work in an interconnected manner,

building up a molecular core‐clock network (CCN). These TFs, via

transcriptional and translational feedback loops, regulate their own

transcription, which leads to ≈24‐hr oscillations in their gene and

protein expression in all cells, tissues, and organs. In addition, the CCN

elements coordinate the transcription of many other genes, clock‐

controlled genes (CCGs), in a circadian‐ and organ‐specific manner,

regulating a variety of biological processes, at both the cell and tissue

levels, such as cell division, bioenergetics, autophagy,metabolism, redox

balance, hormone regulation, and immune responses (El‐Athman et al.,

2017; Fuhr et al., 2018; Relógio et al., 2014; Scrima et al., 2016; Zhang,

Lahens, Ballance, Hughes, & Hogenesch, 2014; reviewed in Pilorz et al.,

2018). These cellular peripheral clocks, distributed throughout the

body, are further coordinated by a central pacemaker, located at the

suprachiasmatic nuclei (SCNs) in the hypothalamus (Albrecht, 2012).

Given its widespread location and pleiotropic roles, the study of

circadian timing at the cellular and organismal levels has gained

increasing relevance beyond the so‐called field of chronobiology. As

the majority of cellular functions in all organs is subject to circadian

regulation, it is of no surprise that the circadian clock system also

affects the metabolism (pharmacokinetics—PK) and efficacy (pharma-

codynamics—PD) of many drugs. For example, drug absorption,

metabolism and excretion are influenced by the circadian clock (see

Ballesta, Innominato, Dallmann, Rand, & Lévi, 2017; Musiek &

FitzGerald, 2013). Therefore, the circadian time should be considered

when developing drug dosing regimens, measuring drug levels in the

blood, and evaluating drug efficacy. Indeed, randomized clinical trials

have shown that circadian‐based treatments (chronotherapy)

contribute to optimized treatment outcomes (Ballesta et al., 2017).

Hence, understanding the molecular mechanisms through which the

circadian clock system influences processes relevant for drug

development is essential to improve drug discovery and treatment

optimization.

Accordingly, in this article, we provide an overview of the current

knowledge of the biology of circadian rhythms and the available
methodologies to evaluate circadian parameters in different

experimental models, covering in vitro and in vivo models, as well as

in humans. We focus in mammals as the most relevant models to

elucidate the influence of circadian rhythms in pharmacological

studies.
2 | IMPACT OF CIRCADIAN RHYTHMS ON
PHARMACOLOGICAL STUDIES

Circadian regulation of molecular processes not only affects health

and disease, but it may also affect the outcome of therapeutic

approaches. Many conditions and diseases show acute events (e.g.,

myocardial infarction) and symptoms (e.g., rheumatoid arthritis) at

specific times of the day. These observations provide windows of

opportunity to align treatments with disease flares. In addition, biolog-

ical time strongly influences drug responses. Absorption, distribution,

metabolism and excretion, along with efficacy, and/or toxicity of

drugs, all have pronounced diurnal fluctuations (Levi & Schibler,

2007; Ruben et al., 2018). The effects in the PK of drugs result from

rhythmic changes in absorption rates, drug‐protein binding, pH, mem-

brane viscosity, levels of liver enzymes, transport proteins and ion

channels, peripheral, liver, and renal blood flow, GFR and urine flow,

and pH, which influences the degree of urine acidification (Dallmann,

Okyar, & Lévi, 2016; Levi & Schibler, 2007). Similarly, PD also shows

circadian variations. The efficacy and tolerability of nearly 500

medications varied by up to fivefold, according to circadian scheduling,

in both experimental models and patients (Ballesta et al., 2017). Based

on knowledge regarding circadian changes in the processes described

above, the administration route, dose, kinetics, dynamics, and

elimination/toxicity of many drugs may be further optimized in order

to achieve their full therapeutic potential. Still, the molecular mecha-

nisms by which the circadian clock regulates PK and PD processes

are not completely understood. Gachon et al. reported that the circa-

dian expression of many enzymes and regulators involved in detoxifi-

cation and drug metabolism, such as cytochrome P450 enzymes,

carboxylesterases, and constitutive androstane receptor, is controlled

by PAR‐domain basic leucine zipper (PAR bZip) transcription factors

(DBP, thyrotroph embryonic factor, and hepatic leukaemia factor)

whose expression is under the control of core‐clock genes (Gachon,

Olela, Schaad, Descombes, & Schibler, 2006). Specific drug targets

(receptors, transporters and enzymes, intracellular signalling systems,

and gene transcription machinery) may also show circadian variations,

with a potential effect on drug efficacy or toxicity (Musiek &

FitzGerald, 2013). In this context, some treatments may benefit from

a chronopharmacological approach. Chronopharmacology investigates

the influence of circadian rhythms on drug PK, PD, and toxicity.

Accordingly, chronotherapy applies chronopharmacological studies to

clinical treatments, to optimize treatment times in order to achieve

the highest efficacy and diminish treatment‐related toxicity.

Chronopharmacology becomes especially important if the symptoms

of a disease vary predictably over time; the drug absorption, distribu-

tion, metabolism, and excretion presents high interindividual and

https://pubchem.ncbi.nlm.nih.gov/compound/40486
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intraindividual variability; the drug target varies along the circadian

time; and drug plasma concentrations are well correlated with thera-

peutic or toxic effects and are circadian‐phase dependent (Ballesta

et al., 2017; Baraldo, 2008). However, more than half of the best sell-

ing drugs worldwide are known to target core‐clock genes or CCGs,

but most of them have not been associated with circadian rhythms

and the influence of the time of administration was not taken into

account during clinical trials (Zhang et al., 2014).

In addition, different studies have highlighted large interpatient

differences in the endogenous clock, resulting in significant variability

of therapeutic responses (Baraldo, 2008). Circadian clocks in different

individuals entrain differently to zeitgebers, especially to light, which

may result in different chronotypes. Such variation may largely derive

from genetic polymorphisms in clock genes. Therefore, chronotherapy

should be tailored to a single patient, a single pathology, and a single

drug. Assessment of circadian parameters may help design clinical

trials by identifying optimal times for drug administration, depending

on the patient's particular chronotype and pathology (Roenneberg &

Merrow, 2016).

The effects of circadian rhythms and the importance of their

characterization should thus be taken into account in biomedicine.

Different methodologies have been described to quantify circadian

rhythms in cell cultures, rodents, and humans, which can be applied

to pharmacological studies, from drug discovery to preclinical and

clinical trials.
3 | THE CIRCADIAN CLOCK SYSTEM

Several major characteristics define the circadian clock system: It is

endogenous and self‐sustained, freely running/generating rhythms

even in the absence of zeitgebers; it is entrainable, meaning that it

can be adjusted to external time cues and it is temperature compen-

sated as, on exposure to different temperatures within the organism's

physiological range, the periods of the oscillations change only slightly

(Roenneberg, Kantermann, Juda, Vetter, & Allebrandt, 2013). In order

to do so, the mammalian circadian clock system can be stratified in

three main components: input signalling pathways, which provide

time cues to the second component, the central clock, and output

signalling pathways, which are the effector pathways through

which the central clock generates and maintains rhythms (see

Albrecht, 2012; Figure 1).

The input pathway entrains clocks according to temporal informa-

tion obtained from the external environment. Light is the strongest

zeitgeber, but also, oxygen levels, food, or exercise can act as time

cues (Roenneberg & Merrow, 2016). The central clock coordinates

the circadian system, being formed by two clusters of neurons

(~100,000 neurons in each cluster in humans) located in the SCN

(Ralph, Foster, Davis, & Menaker, 1990). Communication and synchro-

nization among its neurons is essential for the SCN to produce robust

rhythmic outputs (Ramkisoensing & Meijer, 2015). These are then

transmitted to local clocks in the brain and to peripheral clocks

(Dibner, Schibler, & Albrecht, 2010), via direct output pathways such

as synaptic communication, gap junctions, and hormone secretion
(Ramkisoensing & Meijer, 2015; Welsh, Takahashi, & Kay, 2010). In

addition, communication via extracellular vesicles may also contribute

to the temporal regulation of the system (Tao & Guo, 2018). The SCN

is, thus, responsible for coordinating all clocks within the body

(Albrecht, 2012). Peripheral clocks exist within all different tissues

and organs throughout the organism. These can also be entrained to

time cues, such as body temperature, feeding time, and physical

activity rhythms, in addition to SCN‐derived messengers, being able

to function independently of the SCN (Asher et al., 2010). Central

and peripheral clocks may show phase differences, but the degree to

which clocks in different organ systems may co‐exist out of phase

remains unknown (Hughey & Butte, 2016).

The generation of circadian rhythms has been shown to occur at

the single‐cell level. In cells, rhythms are driven by a complex

transcriptional/translational regulatory network involving interlocked

feedback loops (Figure 1). A set of 14 genes is known to form the

CCN of the mammalian circadian clock system (Relógio et al., 2011).

These genes are necessary for the robust generation of approximately

24‐hr oscillations, which justifies the designation of core‐clock genes

(Relógio et al., 2011; Takahashi, 2017). The set includes members of

the Per (period, Per1, Per2, and Per3), Cry (cryptochrome, Cry1 and

Cry2), Bmal (brain and muscle ARNT‐like protein, Bmal1 and Bmal2),

Clock (circadian locomotor output cycles kaput), NPAS2 (neuronal

PAS domain protein 2) in neuronal tissue, Ror (RAR‐related orphan

receptor, Rora, Rorb, and Rorc), and Rev‐Erb (nuclear receptor, reverse

strand of ERB, Rev‐Erbα and Rev‐Erbβ) gene and protein families. This

network can be seen as the interconnection of two loops, the

PER/CRY and the REV‐ERB/Bmal1/ROR loops (Relógio et al., 2011).

During the early time of the circadian day, CLOCK and BMAL1 asso-

ciate to form a heterodimer complex that regulates the transcription

of all other genes within the CCN. The CLOCK/BMAL1 complex acts

as aTF binding to E‐Box sequences within the promoter regions of the

target genes Ror, Rev‐Erb, Per, and Cry (Relógio et al., 2011). Following

transcriptional activation of Per1, Per2, and Per3 and Cry1 and Cry2

genes and translation of the respective proteins, PER and CRY family

members assemble to form PER/CRY complexes. After a series of

post‐translational modifications, PER/CRY translocates to the nucleus

and inhibits CLOCK/BMAL1‐mediated transcription of target genes,

thus affecting the expression of all core‐clock genes. During the night,

the PER/CRY complex is degraded, which releases its inhibitory action

on CLOCK/BMAL1 and allows a new cycle of transcription/translation

to take place. CLOCK/BMAL1 also binds to promoter regions of Rev‐

Erbα and Rev‐Erbβ and Rorα, Rorβ, and Rorγ. The resulting proteins

compete for ROR regulatory element‐binding sites in the promoter

region of Bmal1 and regulate its transcription. While ROR acts as an

activator of Bmal1 expression, REV‐ERB acts as an inhibitor, resulting

in a fine tuning of Bmal1 transcription (Figure 1; Relógio et al., 2011;

Takahashi, 2017).

Although the core proteins of the mammalian circadian clock have

been known for nearly two decades, little is yet known about their cel-

lular distribution. In 2017, Aryal and colleagues showed that clock pro-

teins of the primary loop are incorporated in several complexes in the

cytoplasm, while in the nucleus, they are assembled in larger nuclear

http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=5262
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=1067


FIGURE 1 The circadian clock system. The mammalian circadian system can be stratified into three main components: inputs from the external
environment to clocks (photic and non‐photic time cues), clock mechanisms (at the cellular and systemic level), and output signalling pathways that
modulate physiology and behaviour. The three components are interconnected (arrows in both directions): the effects of input on the clock is time
dependent, determined by the clock itself; peripheral cellular clocks and the main pacemaker, in the suprachiasmatic nucleus, are synchronized;
activity influences body temperature; and sleep–wake cycles determine feeding–fasting cycles. In this way, external inputs, individual cellular
clocks and subnetworks, and outputs are integrated into a coherent functional system/network
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complexes, suggesting an assembly pathway. Still, the number and

nature of circadian clock protein complexes is still unclear (Aryal

et al., 2017).

Clock proteins act as TFs for several other genes, rhythmically

driving their expression (Lehmann et al., 2015). CCGs harbour specific

regulatory motifs in the proximity of their promoters, such as E‐boxes

and ROR regulatory elements, or cAMP response elements and

D‐boxes. These can be recognized by particular core‐clock elements,

leading to the circadian expression of target CCGs (Albrecht, 2012;

Takahashi, 2017; Ueda et al., 2005). Nonetheless, transcriptional regu-

lation is not the only mechanism responsible for the generation of cir-

cadian oscillations. The period, amplitude, and phase of such

oscillations can be further modulated by epigenetic mechanisms,

post‐transcriptional alterations, and post‐translational modifications.

This allows for a tight regulation of the period, phase, amplitude, and

eventually the function of circadian clocks (Takahashi, Hong, Ko, &

McDearmon, 2008).
4 | THE CIRCADIAN CLOCK SYSTEM IN
HEALTH AND MOLECULAR MECHANISMS OF
DISEASE

As previously mentioned, a variety of essential biological processes

exhibit circadian rhythms. Internal timekeeping also manifests itself

in behaviour, as shown by sleep–wake cycles and feeding and fasting

patterns. The alignment of all internal clocks is thus crucial for the

maintenance of good health.

Circadian rhythm dysfunction can be triggered by a multitude of

factors, including disease states, ageing, genetic alterations, night‐shift

work, jet lag, abnormal lighting conditions, feeding schedules, and

social interactions (Damiola et al., 2000; Roenneberg & Merrow,

2016). In addition, many existing drugs may also influence circadian

rhythms. Tamai et al. (2018) screened over 1,000 molecules from a

Food and Drug Administration‐approved drug library and found that

5% had effects on the circadian clocks of human osteosarcoma
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epithelial cells (U2OS cell line). Disruptions in circadian rhythms have

been associated with several disorders, including sleep (Vanselow

et al., 2006), metabolic (Marcheva et al., 2010), neurodegenerative

(Musiek, 2015), cardiovascular (Chen & Yang, 2015), autoimmune/

inflammatory disorders (Hand et al., 2016), and cancer (El‐Athman,

Fuhr, & Relógio, 2018). In this context, the circadian clock itself may

become a therapeutic target for these disorders, along with other con-

ditions associated with impaired circadian rhythms, namely, age‐

related diseases. Indeed, behavioural and pharmacological strategies

that re‐establish clock gene expression (“clock drugs”) show potential

to restore circadian rhythms in disease. As long as the side effects of

such drugs are not more hazardous than circadian rhythm disruption,

they may mitigate disease symptoms and age‐related decline (see Sulli,

Manoogian, Taub, & Panda, 2018).

The importance of circadian oscillations in neuronal, cardiovascu-

lar, endocrine, immune, metabolic, renal, respiratory, and digestive

functions is thus well established (Pilorz et al., 2018). Still, our under-

standing of the individual contribution of the SCN and of the periph-

eral clocks to the regulation of each of these physiological systems

and whole organism integration remains superficial. Even though

much progress has been made in the identification of the molecular

players driving circadian oscillations in different cells and tissues and

their specific roles in health and disease, much more remains to be

elucidated, especially regarding the crosstalk with other signalling

pathways and regulatory mechanisms. For instance, several studies

have shown an important interaction between specific clock compo-

nents and metabolic regulators, like the NAD+‐dependent protein

deacetylase, sirtuin 1 (SIRT1; Nakahata, Sahar, Astarita, Kaluzova, &

Sassone‐Corsi, 2009; Wang et al., 2016). SIRT1 was shown to

deacetylate the clock proteins BMAL1 and PER2, contributing to

maintain functional clock oscillations. In turn, circadian oscillations of

NAD+ and thus SIRT1 activity are dependent on the levels of the

enzyme nicotinamide phosphoribosyltransferase (NAMPT or visfatin),

which were found to be rhythmically regulated by BMAL1:CLOCK.

Moreover, SIRT1 was found to associate with BMAL1:CLOCK at the

NAMPT promoter, contributing to the rhythmic circadian expression

of this enzyme and, therefore, to circadian oscillations on its own

activity. Additionally, SIRT1 and PER2 negatively regulate each other,

SIRT1 by deacetylating histone H4 on Lys16 in the promoter of Per2,

and PER2 by binding to the Sirt1 promoter at the CLOCK/BMAL1 site,

suppressing its transcription (Wang et al., 2016). Thus, the reciprocal

interaction between clock components and Sirt1 establishes a mutu-

ally regulated transcriptional–enzymic feedback loop that links cellular

metabolism and the molecular clock (Nakahata et al., 2009). Indeed,

disruption of either one of these systems leads to premature ageing

(Sato et al., 2017; Wang et al., 2016). The relevance of this crosstalk

is further emphasized by the role of both systems on modulating

another important pathway, the NF‐κB activation pathway. This sig-

nalling cascade is involved in the cellular response to stress, inflamma-

tion, and immune responses and plays a significant role in cell

senescence, ageing, and age‐related diseases (Tilstra, Clauson,

Niedernhofer, & Robbins, 2011). Circadian control of NF‐κB activity

involves various components of the clock system, such as CLOCK,
BMAL1, and RORα (Delerive et al., 2001; Spengler et al., 2012).

Furthermore, Sirt1 also interacts with NF‐κB, by deacetylating its

RelA/p65 subunit, which decreases its transcriptional activity and

contributes to the limitation of inflammation and its deleterious

consequences (Yeung et al., 2004). Since SIRT1 activity is regulated

by the clock system, so is its ability to counteract NF‐κB activity

during the course of a day. On the other hand, NF‐κB also seems to

have profound effects on the clock system, not only by affecting Sirt1

expression and activity but also by mediating inhibitory effects of

inflammatory cytokines, such as IL‐1β, on the expression of clock

genes. These affect mostly the negative feedback loop, namely, Cry,

Per, and Rev‐erb genes, altering their circadian oscillations (Guo et al.,

2015; Hong et al., 2018). Furthermore, acute and chronic activation

of NF‐κB was recently shown to drive CLOCK:BMAL1 to sites con-

vergent with those bound by NF‐κB, highlighting NF‐κB involvement

on circadian disruption in response to inflammation (Hong et al.,

2018). Surprisingly, Hong et al. (2018) also found that under non‐

stimulated conditions, NF‐κB contributes to the normal circadian

oscillations of clock genes, ensuring normal rhythmic behaviours in

mice.

The crosstalk between these three systems, circadian clocks,

metabolism, and stress response, couples the cellular ability to

respond to stress and to metabolic needs with circadian rhythms,

which allows the organism to meet its needs and challenges through-

out the day. However, this equilibrium can be lost by impairment of

any of these systems. In this regard, NF‐κB activation by low‐grade

inflammation can be especially relevant as it has been reported in

virtually all chronic age‐related diseases, from metabolic disturbances,

like diabetes mellitus, obesity, and the metabolic syndrome, to neuro-

degenerative, musculoskeletal, renal, cardiovascular, pulmonary, intes-

tinal, and even behavioural diseases (Rosa, Judas, Lopes, & Mendes,

2008; Scarpellini & Tack, 2012; Speer, Upton, Semple, & McKune,

2018; Zhu, Armstrong, Tchkonia, & Kirkland, 2014). Interestingly, age-

ing and age‐related diseases have also been associated with impaired

circadian expression of core‐clock genes and CCGs and impaired

SIRT1 activity (Kondratov, Kondratova, Gorbacheva, Vykhovanets, &

Antoch, 2006; Musiek et al., 2018; Wang et al., 2018). These observa-

tions further emphasize the importance of the interplay between

inflammatory, metabolic, and circadian rhythm pathways in health and

disease. In the end, it is also crucial to understand the effects of a vari-

ety of physiological and non‐physiological stimuli, not only on each

component of the molecular clock system but also on the overall func-

tion of the central and peripheral clocks and their mutual integration.
5 | EVALUATION OF CIRCADIAN
RHYTHMS: FROM CELLS TO HUMANS

5.1 | Circadian studies in in vitro cell models

Clock properties (period length, phase, amplitude, and robustness of

oscillations) and related disturbances can be measured in different

cells and tissues.

http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=4916
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=989
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=4349
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=7186
https://pubchem.ncbi.nlm.nih.gov/compound/23702958
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Circadian studies have been performed in a multitude of in vitro cell

models, ranging from rodent and human immortalized cell lines,such as

NIH/3T3‐immortalized mouse embryo fibroblasts (Akashi & Nishida,

2000) and rat‐1 fibroblasts (Balsalobre, Damiola, & Schibler, 1998;

Izumo, Sato, Straume, & Johnson, 2006), or human cancer lines, as

U2OSosteosarcoma cells (Relógio et al., 2014); primary cultures, asmouse

neonatal cardiomyocytes (du Pré et al., 2017) and human fibroblasts

(Brown et al., 2005), bloodmonocytes (Keller et al., 2009), hair follicle cells

(Akashi et al., 2010), or keratinocytes (Sandu et al., 2012); to organoids

(Fuhr et al., 2018) and tissue explants, as mouse fetal adrenal gland

(Ungar & Halberg, 1962) or SCN explants (Hughes et al., 2008).

Data from human primary cultures show that disease susceptibility

is correlated with the donor chronotype, showing potential to indicate

important endophenotypes (quantitative biological traits genetically

correlated with disease liability) based on clock interindividual

differences (Brown et al., 2005; Saini, Brown, & Dibner, 2015). This

is relevant as the characterization of human circadian properties

in vivo under laboratory conditions can be quite laborious and expen-

sive. Nevertheless, when looking for processes regulated solely by the

circadian clock, it is important that the donor is under controlled

conditions (e.g., regular meal, exercise, and bedtimes) in order to

better detect endogenous rhythms (Hughes et al., 2017). Quantitative

data on clock properties can inform about dose‐ and/or time‐

dependent effects of chemicals on cellular circadian rhythms (Fang,

Kang, Park, Estrella, & Zarbl, 2017).

To assess clock properties, oscillations, and disturbances, rhythmic

expression/levels of core‐clock genes/proteins can be evaluated. For

example, the oscillatory mRNA expression/protein levels of compo-

nents of the PER/CRY loop and the REV‐ERB/Bmal1/ROR loop, such

as Bmal1 and Per2, should be almost anti‐phasic (El‐Athman et al.,

2017; Fuhr et al., 2015). In addition, as a control, the clock may be

perturbed by the use of several compounds, including resveratrol and

Ex‐527, which should result in loss of functional rhythmicity (du Pré

et al., 2017). Such properties can be easily observed in individual

neurons from SCN explants that mimic self‐sustained oscillators,

although quite resistant to perturbations with little, if any, damping

across several days (Yamaguchi et al., 2003). However, the amplitude

of mRNA/protein cycles in peripheral cell and tissue cultures dampens

rapidly after a few cycles (Nagoshi et al., 2004). This effect is not attrib-

uted to the loss of individual cellular rhythms but instead results from

the loss of synchronization between cells. In the absence of synchroni-

zation cues, cells start to run independent and freely (Nagoshi et al.,

2004). This poses a limitation to the study of peripheral clocks

in vitro, but in vitro cellular clocks were demonstrated to be sensitive

to a large range of input signals that allow for their transient synchroni-

zation. Thus, being able to synchronize clocks in vitro is of great interest

for chronotherapeutics, as it may help defining the optimal timing for

drug treatments (Levi & Schibler, 2007).

5.1.1 | Methodologies to synchronize clocks in vitro

There are many published methodologies to synchronize clocks

in vitro, ranging from cell treatment with systemic blood‐borne signals
(Balsalobre et al., 1998; Gerber et al., 2013) or with different chemical

compounds (dexamethasone, forskolin, growth factors, among others;

Akashi & Nishida, 2000; Balsalobre et al., 2000; Yagita & Okamura,

2000), medium change (Hirota et al., 2002; Relógio et al., 2014), light

pulses (Mazuski & Herzog, 2015), temperature shock (Brown,

Zumbrunn, Fleury‐Olela, Preitner, & Schibler, 2002; Saini, Morf,

Stratmann, Gos, & Schibler, 2012), and oxygen cycles (Adamovich,

Ladeuix, Golik, Koeners, & Asher, 2017) to mechanical stimulation

(Rogers, Fawcett, Pekovic‐Vaughan, & Hunt, 2017).

Table 1 presents different methodologies shown to induce clock

synchronization in vitro. Among these, systemic blood‐borne signals,

typically serum, are probably among the strongest zeitgebers for

peripheral oscillators not only in vitro (Esnault et al., 2014; Gosselin,

Rando, Fleury‐Olela, & Schibler, 2016) but also in vivo (Gerber et al.,

2013). While for some of the synchronizing agents the respective

pathways are well known, for others, the underlying mechanisms are

not fully understood. Different synchronization methods may involve

different molecular mechanisms, most likely due to different commu-

nication pathways. For example, while systemic blood‐borne signals

were shown to modulate Per2 expression through the Rho‐actin–

serum response factor–myocardin‐related transcription factor path-

way, forskolin and dexamethasone‐bound glucocorticoid receptors

also induce Per genes transcription but by promoting the activation

of the PKA pathway and cAMP response element‐binding protein

(CREB) phosphorylation (Gerber et al., 2013; Izumo et al., 2006; Yagita

& Okamura, 2000). Other signalling pathways have also been impli-

cated in in vitro cell synchronization, including PKC and MAPK either

via transmembrane GPCRs or nuclear hormone receptors (Balsalobre

et al., 1998; Balsalobre, Brown, et al., 2000; Yagita & Okamura,

2000). Furthermore, it is also incompletely understood whether clock

synchronization in vitro jumpstarts dormant oscillations or synchro-

nizes active but out of phase oscillations. Synchronization agents

probably act by desynchronizing clocks first and then resynchronizing

them, in a heterogeneous but consistent manner (Roberts et al., 2015).

In 2006, Izumo et al. compared rhythm‐inducing properties of 10

synchronizing treatments, including drugs, growth factors, and serum,

in rat‐1 fibroblasts. The authors compared the presence and signifi-

cance level of rhythmicity and the amplitude of the resulting oscilla-

tions, through a computational model. Among the 10 drug/hormone

treatments, the applied model identified 50% horse serum, dexa-

methasone, forskolin, and EGF as being the most effective in gener-

ating high‐amplitude rhythms in the selected in vitro model (Izumo

et al., 2006). However, the efficacy of synchronizing agents may vary

according to the cellular model used. As an example, bone marrow‐

derived mesenchymal stem cells appear to synchronize more readily

in response to chemical than to mechanical stimulation, whereas

dental pulp‐derived mesenchymal‐like stem cells were shown to be

more responsive to entrainment by mechanical means (Rogers

et al., 2017). Thus, the most appropriate method must be defined

based on the cellular model (maturity, presence/absence of specific

receptors/proteins, and cell response) and the aim of the study

(it should not affect targets of the study). Independently of the syn-

chronization method, to quantify the clock properties of in vitro

https://pubchem.ncbi.nlm.nih.gov/compound/6912226
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=1885
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=1876
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=2692
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=1834
https://pubchem.ncbi.nlm.nih.gov/compound/1363
https://pubchem.ncbi.nlm.nih.gov/compound/16759163
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=4261
https://pubchem.ncbi.nlm.nih.gov/compound/1863
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?tab=summary&ligandId=5073
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cultures, measurements should only start one cycle (~24 hr) after

cessation of the synchronizing stimulus, in order to minimize the

efffects of immediate early gene expression. Indeed, synchronization

methods induce a transient burst followed by a decay in the expres-

sion of clock genes within the first 24 hr of treatment that might

erroneously be interpreted as part of the circadian cycle (Hughes

et al., 2017).

5.1.2 | Methodologies to evaluate in vitro circadian
oscillations

Most studies focusing on the evaluation of circadian oscillations have

relied on serially sampling cells/tissues to examine circadian variation

in mRNA/protein levels. Sample collection is recommended to be per-

formed every 2 hr (Hughes et al., 2017). If the constraints of the

experimental system do not allow this frequency, additional efforts

should be made in follow‐up experiments to validate any findings

(Hughes et al., 2017). This recommendation is based on down‐

sampling simulations of real data and on simulations using synthetic

data (Hughes et al., 2017; Hughes, Hogenesch, & Kornacker, 2010).

Fluorescence and bioluminescence measurements are amongst the

most commonly used techniques to assess mRNA/protein levels over

several days. Circadian promoters that drive the expression of

fluorescent‐ or enzyme‐based reporter genes allow rapid and high‐

resolution quantification of circadian rhythms in cultured cells. With

this approach, it is possible to know where, when, and how much a

gene or protein is expressed. Expression cassettes, in which a circadian

promoter is fused with the reporter gene, can be introduced into cells

via transient transfection (Ueda et al., 2005) or stable transduction

(Zhang et al., 2009). Stable transduction is known to be highly efficient

and versatile as it permits efficient delivery and stable integration into

the host genome of both dividing and non‐dividing cells (Tiscornia,

Singer, & Verma, 2006). Alternatively, a reporter cassette harbouring

a reporter gene can be introduced by knock‐in, via homologous

recombination, into the resident gene. Such an approach constitutes

the most reliable method because all the regulatory elements are con-

served in this assay (Yoo et al., 2004). Once a reporter cell line is

established, the dynamics of clock oscillations can be examined

through optical imaging or bioluminescence recording. A potential lim-

itation in real‐time monitoring of either enzymic or fluorescent circa-

dian reporters is that circadian promoters can have low activity,

leading to extremely low signals. Recording fluorescence or biolumi-

nescence for circadian studies requires a stable environment with no

environmental light contamination or temperature fluctuations

(Beaulé, Granados‐Fuentes, Marpegan, & Herzog, 2011). Again, the

choice of the methodology is dependent on the characteristics of

the experiment and the desired spatial and temporal resolutions.

Fragments of the promoters of the clock genes Per1 and Per2 driv-

ing the expression of variants of fluorescent reporters, such as the

GFP, have been commonly used (LeSauter et al., 2003). Fluorescent

reporters allow to identify the cells in which a specific gene is being

expressed, as well as the cellular location of proteins. This method

can be combined with optical imaging and electrophysiological studies,



GASPAR ET AL. 2837BJP
allowing the simultaneous monitoring of multiple genes (e.g., Per1 and

Per2), by using distinct fluorophores that can be discriminated with

optical filters (Beaulé et al., 2011). However, the fluorescence back-

ground and the increased half‐life of fluorescent reporters decrease

the sensitivity of the method. This can be overcome by integrating

degradation sequences in the reporter proteins that recruit the cellular

proteolysis machinery, thus causing reporters to be quickly degraded

and allowing a more faithful tracking of gene expression changes (Li

et al., 1998). Still, photobleaching and phototoxicity constitute signifi-

cant problems of real‐time imaging, as reporters need to be repeatedly

exposed to excitation light for the pattern of expression over time to

be observed (White & Stelzer, 1999).

Bioluminescent reporter genes, although dim, are highly quantita-

tive and suitable to quantify the expression and peak phase of a

particular gene or protein. In the presence of an adequate substrate

and co‐factors, bioluminescent reporters catalyse a chemical reaction

that results in the emission of visible light that can be easily quantified

directly from cells (Ramanathan, Khan, Kathale, Xu, & Liu, 2012).

Bioluminescent reporters have usually lower backgrounds and shorter

half‐lives than fluorescent ones, thus being generally more sensitive

and less toxic (Welsh & Noguchi, 2012), which makes them more

suitable for circadian studies. Although a variety of reporter genes

has been described, the high sensitivity, excellent dynamic range, and

low toxicity have made luciferase (luc) the most commonly used biolu-

minescent reporter for the analysis of clock gene expression (Welsh,

Imaizumi, & Kay, 2005). Glow‐type luciferases generate stable long‐

lasting bioluminescence, being more suitable for long‐term recording

of circadian rhythms. Depending on the species origin and chemical

conditions, luciferases can also exhibit different bioluminescence

colours, which allows tracking the expression patterns of more than

one clock gene at the same time (Noguchi, Ikeda, Ohmiya, & Nakajima,

2012). Luc fused to Bmal1 and Per1/2 promoters is commonly used as

a readout of circadian oscillations in a variety of cell lines (Relógio et al.,

2014; Zhang et al., 2009). In addition, circadian clock oscillations can

also be traced at the protein level by collecting cells and tissue explants

from luc knock‐in mice in which a clock gene–luc fusion protein is

expressed through activation of a clock gene promoter (Mohawk,

Green, & Takahashi, 2012). Technological advances have allowed

longitudinal measurements in real‐time living cells with a higher

temporal resolution, allowing assessment of the persistence and

dynamics of molecular rhythms. Automated luminometer devices with

photomultiplier tubes, as LumiCycle, are commonly used for real‐time

recording (Fuhr et al., 2018). These systems employ photomultiplier

tubes as light detectors, providing extremely high sensitivity and low‐

noise data, particularly suitable for data acquisition of extremely dim

luc‐based bioluminescence (Ramanathan et al., 2012). In addition,

besides quantity and temporal information, the addition of highly

sensitive, low‐noise CCD cameras has also allowed the acquisition of

spatial information (Welsh & Noguchi, 2012). Still, the spatial resolu-

tion of bioluminescent images is lower than that of fluorescent images.

The study of circadian changes in the electrical activity of neurons,

in vitro, provides another strategy to chase circadian rhythms, here

based on firing rates (Belle, Diekman, Forger, & Piggins, 2009;
Kuhlman & McMahon, 2006). Electrophysiology can reveal circadian

oscillations with single‐cell resolution in tissue explants or cell

dispersals shortly after removal from the animal or after weeks to

months in culture (Beaulé et al., 2011). Intracellular patch or voltage

clamp can record single neurons for up to 1 hr, while extracellular

approaches allow to record single to multi‐unit action potentials for

up to 30 days. Multielectrode arrays allow recording large numbers

of individual neurons (Welsh, Logothetis, Meister, & Reppert, 1995).

Independently of the technique chosen, it is important to collect

data from at least two complete circadian cycles to detect rhythmicity

(i.e., 48 hr under constant conditions). Simulation studies show that

collecting fewer than 2 cycles in a time series increases the likelihood

of detecting outliers, which affects the number of false‐negative

results (Hughes et al., 2017).

The progress made in cell culture synchronization methods and

approaches to evaluate circadian clock properties and disturbances

allows the strict control of experimental conditions and the reduction

of a number of variables. This has enabled experimental research on

the effects of circadian clocks on intracellular pathways involved in

drug response, and, in turn, on the effects of drugs on circadian clocks.

For example, El‐Athman et al. have recently shown that clock dysreg-

ulation in human colorectal carcinoma cell lines derived from primary

and metastatic sites of the same patient lead to reprogramming of

the circadian behaviour of ABCC1 expression. ABCC1 encodes the

membrane transporter multidrug resistance‐associated protein 1

(MRP1), and different splice variants of the gene have been found to

confer a drug‐resistant phenotype to ovarian cancer cells (El‐Athman

et al., 2018). ABCC1 showed phase‐shifted circadian oscillations in

both cell lines at the transcriptome level, and circadian oscillations in

its splicing pattern were lost in the metastatic cell line (El‐Athman

et al., 2018). Their findings on the circadian regulation of ABCC1

strengthen the relevance of the gene as a promising drug target in

cancer and highlight the potential of circadian clock modulation for

therapy optimization (El‐Athman et al., 2018).

5.2 | Evaluation of circadian rhythms in vivo

Although flies constitute the best studied system in chronobiology, in

this review, we focus on mammals, and particularly on rodents, due to

their central importance in pharmacological studies. In this regard,

mouse models are the best studied systems in terms of circadian

rhythm monitoring (Bains et al., 2018; Eckel‐Mahan & Sassone‐Corsi,

2015). Accordingly, this section provides an overview of available

mouse models to investigate the circadian system and methodologies

to evaluate circadian rhythms in vivo.

5.2.1 | Mouse models to study circadian rhythms
(dys)regulation

A variety of mouse models displaying circadian alterations has been

generated over the past years. Mice depict robust circadian rhythms,

which are preserved under constant darkness conditions (dark–dark

[DD]; Oliverio & Malorni, 1979). However, the knockout or loss of

http://www.guidetopharmacology.org/GRAC/ObjectDisplayForward?objectId=779
http://www.guidetopharmacology.org/GRAC/ObjectDisplayForward?objectId=779
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function of core‐clock genes such as Bmal1, Clock, Per (Per1−/−Per2−/−),

or Cry (Cry1−/−Cry2−/−) induces arrhythmicity under DD conditions (see

Husse, Eichele, & Oster, 2015). Interestingly, these mice can partially

recover circadian behaviour and physiology rhythms when maintained

under 24‐hr light–dark (LD) cycles probably due to the effect of light

as a strong zeitgeber. Although these models may present some

changes in the amplitude and period of clock genes, published data

point to a readjustment of the clock to substitute the missing clock ele-

ment (see Husse et al., 2015). These mouse models are relevant to

study the specific effect of each clock gene on overall physiology.

Indeed, several studies have shown correlations with predisposition

for cancer (Gery & Koeffler, 2007), mood disorders (Roybal et al.,

2007), and metabolic disorders (Turek et al., 2005) in these mouse

models.

Additional in vivo models include mice with lesions on the central

clock used to study the mechanisms of circadian rhythm generation,

namely, the interactions between central and peripheral clocks (see

Husse et al., 2015). Complete bilateral lesion of the SCN abolishes

rhythmicity of locomotor activity, drinking behaviour, body tempera-

ture, and hormone release (Refinetti, Kaufman, & Menaker, 1994;

Stephan & Zucker, 1972). These observations are accompanied by

an abolishment of clock gene rhythmicity in tissues (Sakamoto et al.,

1998). In lesioned SCN models, Tahara et al. (2012) found that periph-

eral clocks maintain some rhythmicity for a short period of time with-

out a functioning SCN or external cues. In free running, restricted food

access and LD conditions, their peripheral clocks (in the liver, kidney,

and submandibular gland) maintain a period of oscillations of about

24 hr. However, when kept in an ad libitum regimen under DD condi-

tions, the amplitude of the oscillations dampens with time, supporting

the idea that the SCN is in fact necessary for the regulation of periph-

eral rhythms, in the absence of external zeitgebers (food and light;

Saini et al., 2013; Tahara et al., 2012). In this context, mice with lesions

in the central clock constitute a relevant model to dissect central and

peripheral clocks and to study the specific effect of drugs on periph-

eral clocks without external zeitgebers. Animal models allow the

separation of several mechanisms involved in the circadian regulation

at the organismal level, which allows for a clearer perspective on the

effects of alterations of circadian rhythms in health and treatment

outcomes.

5.2.2 | Evaluation of circadian rhythms in mouse
models

In mouse models, several parameters can be used to assess circadian

rhythms, including temperature, cortisol, and melatonin. However,

their measurement can be affected by several external factors, which

may lead to confounding results.

Currently, the most straightforward in vivo approach to study

circadian‐derived behaviour is to measure physical activity. As the

majority of rodents are nocturnal, their activity is increased during

the night. Thus, studying behaviour or activity of an animal under

different conditions, namely, under different light–dark cycles, can

provide important insights regarding the circadian phenotypes
(Eckel‐Mahan & Sassone‐Corsi, 2015). Considering photic entrainment

as the main synchronizer of the central and peripheral clocks, subject-

ing mice to DD conditions reveals their endogenous circadian period.

Accordingly, most in vivo studies with mice, aiming to investigate cir-

cadian rhythms, are performed under constant darkness (Eckel‐Mahan

& Sassone‐Corsi, 2015).

Mouse activity is typically monitored by voluntary wheel running, a

technique that dates back to the 19th century (Stewart, 1898). The

measurements of activity on running wheels provide direct access to

mice activity and allow to infer certain circadian parameters, such as

the free running period (usually monitored in DD conditions) and the

phase of entrainment (comparing the phase of activity relative to the

LD cycles; Bains et al., 2018; Eckel‐Mahan & Sassone‐Corsi, 2015).

These parameters can be correlated with circadian rhythm mis‐

alignments (Bains et al., 2016) and have been used to explain drug

effects on the circadian system (Kitanaka et al., 2012). Despite the

beauty of this system reflecting its simplicity, mouse behaviour is

dynamic and can be influenced by a wide range of variables, from

genetics to motivation or environmental factors (Bains et al., 2018).

In addition or as an alternative to wheel running monitoring, home‐

caging video systems have also been used to characterize circadian

parameters (e.g., ANYmaze or COMPASS; Bains et al., 2018). These

systems allow the observation of additional parameters that may also

be correlated with circadian rhythms, such as anxiety‐like behaviour,

feeding patterns, and sleep. Moreover, video systems facilitate the

investigation of the treatment effect on behaviour along the course

of several weeks or months, which allows discrimination between

observations in behaviour that may occur either sporadically, as a side

effect of the treatment, or frequently, as a direct and more profound

effect of the treatment on circadian rhythms and behaviour. However,

such systems are rather complex and require an unbiased analysis

from the researcher.

Besides behaviour analysis, circadian rhythms can also be moni-

tored by evaluating circadian expression of clock genes or proteins.

Bioluminescence approaches are the gold standard for measuring

in vivo circadian expression of genes or proteins. The production of

a transgenic mice carrying a luc reporter under the control of a clock

gene promoter was first applied to ex vivo cultures of mice tissues

(Yamaguchi et al., 2000). Soon after, it started to be applied in living

mice for circadian rhythm monitoring (Yamaguchi et al., 2001). In vivo

bioluminescence recording was used for the first time in SCN

monitorization, and mPer1–luc mice were implanted with an optical

fibre above the SCN, connected to a photon‐counting device

equipped with a photo multiplier tube. Luciferin, the substrate of luc,

was then delivered through continuous injection to the third ventricle

(Yamaguchi et al., 2001). With this approach, the authors were able to

record bioluminescence parallel to Per1 activation, which allowed for

the quantification of circadian fluctuations directly from the SCN

(Yamaguchi et al., 2001). This technique was then used by many other

authors that further improved luciferin delivery, using osmotic pumps

(Yamaguchi et al., 2016). More recently, researchers have also

developed double transgenic mice (Per1–luc and Bmal1–Eluc), taking

advantage of two different types of luc that produce light of different

http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=2868
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=224
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wavelengths (Noguchi et al., 2012). Through bioluminescence

approaches, in vivo monitoring of circadian rhythms in specific organs

is also possible. In 2012, Tahara and colleagues crossed Per2–luc mice

with an albino strain (ICR) and introduced an osmotic mini pump in the

interscapular region, to deliver luciferin. Mice were then anaesthetized

and placed in a black box, and bioluminescence was captured for each

organ (the kidney, liver, and submandibular gland; Tahara et al., 2012).

Also in 2013, Saini and colleagues were able to perform in vivo real‐

time recording in the liver of awake mice (Saini et al., 2013). Since

then, these and similar models have been used to study the effects

of diseases, such as diabetes (Hou, Su, Guo, & Gong, 2018), and drugs,

like glucocorticoids (Kamagata et al., 2017), on circadian rhythm

fluctuations in peripheral organs. The main disadvantages of this type

of approach are the need for specific and expensive equipment and

the fact that it requires conditions of total darkness for biolumines-

cence readings. Recently, a novel approach to avoid the need of con-

stant darkness was proposed. By using a Cry1 promoter, Mei et al.

(2018) drove the expression of the fluorescent protein Venus. In this

study, the authors delivered the fluorescent reporter as a viral vector

directly to the SCN, and following injection, an optical fibre was

inserted in the same location, covered in black nail polish (to protect

from external light) and connected to a homemade recording system

to measure fluorescence spikes. Readouts were similar to biolumines-

cence assays, showing rhythmic expression of Cry, shown by a rhyth-

mic fluorescence pattern (Mei et al., 2018). This technique presents

advantages over previous bioluminescence approaches by not requir-

ing an osmotic pump to deliver the substrate, for overcoming the need

for surgery and its associated variability, and for allowing experiments

to be carried out in normal LD conditions, under normal physiological

conditions of light and dark. This model is thus very promising for

translational studies of drugs and other treatments.

The approaches described not only allow the evaluation of the

effects of specific drugs on circadian rhythms, but they also enable

the exploration of the circadian rhythmicity of genes that may be

targeted by specific drugs, by adapting the system to their target pro-

moters. Mouse models have indeed been crucial for the current

knowledge of circadian biology and still have great potential for pre-

clinical trials and to enhance the design of clinical trials. However,

mice are nocturnal animals, and as a consequence, their rhythms differ

substantially from those of humans. Moreover, knowing that each

individual chronotype can affect treatment response (Innominato

et al., 2018), there is a need to find approaches that can be used to

accurately measure circadian rhythms in humans.
5.3 | Monitoring of circadian rhythms in humans

Several studies have correlated circadian mis‐alignments, for example,

in shift workers, with diseases, such as cancer (Haus & Smolensky,

2013) and metabolic disorders (Lin, Hsiao, & Chen, 2009). These

observations, together with the fact that chronotype has a significant

effect on treatment outcome, lead to an urgent need to find better

procedures to evaluate circadian rhythms in humans. Chronotypes
could be used to distinguish responders and non‐responders to drug

treatments and therapies. Once the individual intrinsic circadian

variations are understood and defined, this type of approach may be

useful in establishing doses and defining the optimum timing for drug

administration. Current methods to evaluate these parameters in

humans open new avenues for personalized medicine. In this context,

circadian rhythm monitoring in humans is highly relevant to improve-

ments in therapeutic approaches, under a personalized healthcare

perspective.

Circadian rhythms in humans can be assessed in biological samples,

such as saliva, hair, and blood, collected at several time points along

the day, in order to evaluate circadian gene and/or protein expression.

For example, studies in hair follicle cells showed that rotating shift

workers suffer from a serious time lag between circadian gene

expression rhythms and lifestyle (Akashi et al., 2010; Watanabe

et al., 2012).

In addition, there are other markers that can be easily measured and

that can reflect circadian phases as well, such as the core body temper-

ature, melatonin, and cortisol secretion (reviewed in Evans & David-

son, 2013). Several recent studies have selected body temperature as

a determinant parameter for circadian rhythm evaluation (Garrido

et al., 2017; Martinez‐Nicolas et al., 2018). Body temperature can be

easily measured through wristbands, usually in the non‐dominant

arm. Cortisol can be measured at home by collecting saliva at the awak-

ening time. However, collection of samples within 15 min of awakening

is necessary for the sample to be translatable and correlated with circa-

dian rhythm activity onset. Nonetheless, this can only be achieved if

complemented with electronic activity monitoring (Smyth, Thorn,

Hucklebridge, Clow, & Evans, 2016). Similar in‐home salivary measure-

ments can be adapted to measure melatonin at awakening, a couple of

hours before bedtime and at bedtime (Keijzer et al., 2011).

Sleep–wake cycles have also been assessed to establish patient

chronotypes. These can easily be assessed through patient‐reported

outcome measures, but such questionnaires are rather subjective.

Wristbands are currently the most common device used for measuring

activity in humans and have been validated as an objective biomarker

of circadian function (Ancoli‐Israel et al., 2003; Innominato et al.,

2018). Other wearable biosensors have also been correlated with the

circadian rhythms of patients (Innominato et al., 2018). For example,

a recent study studied the circadian rhythms in individuals of different

ages and measured several parameters such as distal skin temperature,

activity, body position, light exposure, and environmental temperature,

using various wearable biosensors (Martinez‐Nicolas et al., 2018).

Recordings allowed the calculation of a coefficient (temperature activ-

ity body position) that is highly predictive of the age of the individual

(Martinez‐Nicolas et al., 2018). These parameters correlate with circa-

dian activity and can be measured in a non‐invasive manner.

Internal time can, however, be influenced by many factors, such as

age, environmental light levels, or season, which may cause difficulties

in classifying chronotypes. Thus, efforts have been made in order to

more objectively assess internal time. Omics approaches and sophisti-

cated computational and bioinformatics methodologies are becoming

relevant in circumventing such limitations.

http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=224
http://www.guidetopharmacology.org/GRAC/LigandDisplayForward?ligandId=2868


FIGURE 2 A circadian systems approach for drug discovery and treatment optimization. Circadian regulatory networks can be assembled via
iterative steps including automatic literature search (text mining) to determine interactions between predefined elements of the network and
de novo interaction discovery, based on the analysis of transcription‐binding sites of clock‐controlled genes. The subsequent co‐expression
analysis of elements in the network and manual curation are used to establish the type of existing interactions (Lehmann et al., 2015). The use of
patient‐derived expression data (RNA or protein), who have been stratified for clinical trials based on their chronotype, is needed to refine the
network and to model different biological scenarios. Sophisticated computational and bioinformatics methodologies are required to analyse and
integrate the large sets of data. Ultimately, particular elements of the regulatory networks can be identified for potential use as drug targets or
disease markers. Computational models can be further used to establish chronomodulated treatment schedules, which allow for an improvement

of treatment outcome and a reduction of toxic effects
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6 | COMPUTATIONAL APPROACHES TO
INVESTIGATE CIRCADIAN RHYTHMS

To investigate and characterize in detail the circadian system, it is

essential to carry out dynamic measurements of gene and protein

expression, at an omics level, across at least 24 hr. Most circadian

studies are based on transcriptomics data, and only a reduced set uses

proteomics data sets (Wang et al., 2017; Figure 2, left panels).

Sequencing and array technologies allow quantification of the expres-

sion of transcripts in regular intervals over the course of 1 day or

longer. The analysis of circadian rhythmicity can be carried out using

algorithms like the detection of differential rhythmicity method avail-

able in R‐packages, which detects altered rhythmicity by quantifying

phase shifts and amplitude changes in circadian data sets (Thaben &

Westermark, 2016). These tools can be used to characterize temporal
changes in biological samples (using cell lines and animal models),

which via further functional analysis can then be linked to specific

cellular decisions (Ruben et al., 2018; Zhang et al., 2014).

El‐Athman et al. reported a circadian fine tuning of cell cycle deci-

sions by using high‐throughput bioinformatics analysis of regulatory

networks. Accurate predictions of the effects of the clock on cell cycle

decisions were obtained using machine learning approaches and

validated experimentally (El‐Athman et al., 2017). Also, metabolic

alterations resulting from a dysregulated clock were detected with a

computational/experimental high‐throughput approach using a human

colon cancer model. The authors identified well‐known metabolic

genes to be under circadian control and further expanded their find-

ings to the analysis of metabolic alterations due to the action of differ-

ent drugs in a time‐dependent manner (Fuhr et al., 2018). Another

large‐scale study, which characterized the variation in expression of
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clock genes across 32 cancer types, demonstrated that alterations of

core‐clock genes are associated with key oncogenic pathways and

tumour stage and correlate with patient survival (Ye et al., 2018).

Though this study was based on expression data from one single time

point, the authors combined several types of omics data to identify

interactions between clock genes and clinically actionable genes and

demonstrated a correlation between altered clock expression, drug

sensitivity, and patient survival.

One major drawback of circadian investigation is the need of time

course data that can be easily obtained from cellular models but which

is more difficult to acquire at the organismal level. There are only a

few existing data sets for mammals across tissues (Mure et al., 2018;

Zhang et al., 2014), and it becomes even more challenging when

dealing with patient samples, which besides being costly and labour

intensive, are cumbersome to the patient. To circumvent these

problems, in 2016, Hughey et al. developed a machine learning‐based

computational tool to determine the subject's circadian time from

blood collected at a single time point—the ZeitZeiger algorithm

(Hughey, Hastie, & Butte, 2016). While the authors used the most

comprehensive multi‐organ circadian data set available at the time

(Zhang et al., 2014) as the training set, the method can be applied to

any data set and has recently been used in the analysis of the core

clock in cancer models (El‐Athman et al., 2018). Similar models have

further been developed such as BodyTime or TimeSignature (Braun

et al., 2018; Wittenbrink et al., 2018). These methods can be used to

determine the chronotype of patients and can aid in both stratifying

patients and optimizing treatment times based on circadian clock phe-

notypes (Ballesta et al., 2017; El‐Athman & Relógio, 2018; Zhang et al.,

2014). Pioneering studies by the group of Francis Lévi point to both a

decrease of toxic effects and an increase in survival when delivering

chemotherapy to cancer patients, in a time‐modulated manner. These

studies highlight the promising role of the circadian clock in therapy

and pave the way for the integration of chronotherapy into clinical

practice (Ballesta et al., 2017).

To better determine treatment windows and to establish

personalized times for treatment regimens, mathematical models of

the circadian clock can also be used. Particular parts of the regulatory

networks discussed above can be simulated in greater detail using ordi-

nary differential equations mathematical models (Karlebach & Shamir,

2008). Similar to the large regulatory networks, also for ordinary differ-

ential equation models time series, measurements of transcripts and

protein expression can be used to fit the model to particular biological

scenarios. A well‐known and widely used mathematical model of the

circadian clock was developed by the Relógio group and was success-

fully used to investigate the influence of the Ras oncogene on the cir-

cadian clock (Relógio et al., 2014), and the coupling of the circadian

clock to the cell cycle, pointing to a significant cross‐talk between both

systems (El‐Athman et al., 2017). The authors further showed that the

timing at which perturbations (e.g., caused by therapeutic agents) are

applied to the system leads to differential effects, which ultimately

regulate cell cycle decisions. Analogous computational models can be

used to determine the time‐dependent effect of drug administration

and also to estimate optimal times for administering treatments,
according to the specific clock of the patient (Dulong, Ballesta, Okyar,

& Levi, 2015). As already described for cancer treatment, the charac-

terization of the chronotype of the patient is likely to increase the out-

come of the treatment in many other pathologies linked to circadian

function, including heart diseases, sleep and metabolic disorders,

inflammation, and asthma (Bass & Lazar, 2016).

Likewise, when designing clinical trials, the chronotype is a

relevant additional factor to take into account in the stratification of

patients. This might shed light into the sometimes variable treatment

outcomes for patients categorized within the same test group but

potentially having different chronotypes. Furthermore, the re‐

establishment of circadian rhythms using low MW compounds can

also be used to enhance therapeutic effects (El‐Athman & Relógio,

2018; Gloston, Yoo, & Chen, 2017).

However there is still a long way to go until the considerations of

the patient's chronotype for the establishment of personalized treat-

ments become daily practice in the clinic (Figure 2, right panels). Until

then, more in vitro, in vivo, and clinical studies and more powerful

computational tools that enable the integration of omics data in a

time‐dependent manner, including data mining algorithms, machine

learning‐based approaches, and dynamic mathematical modelling of

gene regulatory networks, are necessary (Hughey, 2017; Lehmann

et al., 2015). Such combinations of computational and experimental

approaches will allow for a full integration of circadian data and will

ultimately enable the generation of predictive models for time‐

dependent treatment with major benefits for patients.
7 | CONCLUSIONS

Over the past years, circadian regulation has been linked to human

health and disease, as shown by its cross‐talk with fundamental

processes such as metabolism and stress responses. If, on one hand,

specific drugs may interfere with circadian regulation, on the other

hand, the circadian system has also profound effects on drug PK and

PD. This body of evidence should motivate the exploitation of circa-

dian (dys)regulation on pharmacological studies and in the clinic, for

improved treatment protocols. Physiological time becomes especially

relevant when designing and dosing drugs that show a rapid excretion,

a narrow therapeutic range, or that target rhythmic processes. For

that, as described above, there is a multitude of methodologies which

can be implemented in pharmacological studies in vitro, in vivo, and in

silico. Although standardized and objective methodologies to assess

physiological time in humans and the chronotype of each patient are

still needed, efforts have been made that pave the way for such per-

sonalization of medical treatments. More powerful computational

tools will be fundamental to more accurately define and analyse the

molecular clockwork.

In conclusion, this multidisciplinary area of chronopharmacology

should promote a new era of drug development, which tailors medica-

tion to a single patient, a particular pathology, and a specific drug for

safer and more effective treatments. To achieve this, it is fundamental

to alert not only the scientific, medical, and regulatory communities
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but also undergraduate and graduate students to the relevance of the

circadian clock system. This will contribute to better designed and

more successful preclinical and clinical trials, with a more general goal

of successful personalized medicine.

7.1 | Nomenclature of targets and ligands

Key protein targets and ligands in this article are hyperlinked to

corresponding entries in http://www.guidetopharmacology.org,

the common portal for data from the IUPHAR/BPS Guide to PHAR-

MACOLOGY (Harding et al., 2018), and are permanently archived in

the Concise Guide to PHARMACOLOGY 2017/18 (Alexander,

Christopoulos et al., 2017; Alexander, Cidlowski et al., 2017;

Alexander, Fabbro et al., 2017; Alexander, Kelly et al., 2017).
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