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Abstract

Enhancers serve as critical regulatory elements in higher eukaryotic cells. The characterization of 

enhancer function has evolved primarily from genome-wide methodologies, including chromatin 

immunoprecipitation (ChIP-seq), DNase-I hypersensitivity (DNase-seq), digital genomic 

footprinting (DGF), and the chromosome conformation capture techniques (3C, 4C, and Hi-C). 

These population-based assays average signals across millions of cells and lead to enhancer 

models characterized by static and sequential binding. More recently, fluorescent microscopy 

techniques, including fluorescence recovery after photo-bleaching, fluorescence correlation 

spectroscopy, and single molecule tracking (SMT), reveal a highly dynamic binding behavior for 

these factors in live cells. Furthermore, a refined analysis of genomic footprinting suggests that 

many transcription factors leave minimal or no footprints in chromatin, even when present and 

active in a given cell type. In this study, we review the implications of these new approaches for an 

accurate understanding of enhancer function in real time. In vivo SMT, in particular, has recently 

evolved as a promising methodology to probe enhancer function in live cells. Integration of 

findings from the many approaches now employed in the study of enhancer function suggest a 

highly dynamic view for the action of enhancer activating factors, viewed on a time scale of 

milliseconds to seconds, rather than minutes to hours.

INTRODUCTION

A primary effort in current biology concerns the identification of genomic elements that 

regulate gene expression, and the mechanisms by which they operate. This issue has been 

central to molecular biology for decades, and will likely remain a main line research effort 

for years to come. These efforts have led to many breakthrough findings, including the first 

identification of enhancer elements in 1981.1–3 Since their discovery, enhancer elements 

have been intensively investigated, both as isolated elements in model gene systems, and as 

widely distributed elements in the genome. Throughout this long period of investigation, the 

factors that act at enhancers to activate or repress their function have been studied by 

methods that utilize large numbers of cells; thus the results usually represent an average 

across millions of cells. Furthermore, the techniques used invariably involve fixation of cells, 

purification of subcellular fractions, or in vitro reconstitution approaches that rely on 

templates much less complex that the in vivo chromatin substrate. In aggregate, these studies 

*Correspondence to: hagerg@exchange.nih.gov. 

Conflict of interest: The authors have declared no conflicts of interest for this article.

HHS Public Access
Author manuscript
Wiley Interdiscip Rev Syst Biol Med. Author manuscript; available in PMC 2019 July 18.

Published in final edited form as:
Wiley Interdiscip Rev Syst Biol Med. 2018 January ; 10(1): . doi:10.1002/wsbm.1390.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



have led to models that envisage factors binding at their genomic targets for minutes or 

hours at a time to form relatively long-lived macromolecular complexes.4–6 More recently, 

genome-wide studies have identified large numbers of enhancers in the mammalian genome.
7,8 A large literature now exists on the characterization of these elements and their activities 

in many cell types. Again, this literature focuses almost exclusively on static methodology.

Figure 1 presents a core summary of the current paradigm for enhancer action. Transcription 

factors (TFs) responsible for activating the enhancer bind to localized regions (a) either 

depleted of nucleosomes or populated with modified nucleosomes accessible by the factors. 

These events trigger two separate processes. By unspecified mechanisms, including 

recruitment of bridging factors (b) such as mediator,9 the enhancer is brought into proximity 

(c) to the target promoter. This process brings additional activities that further modify 

chromatin architecture at the promoter and recruit the many macromolecular complexes 

necessary for promotor function. In some cases, transcription at the enhancer itself is 

activated (d), producing enhancer RNAs (eRNA).10,11 For some enhancers, these noncoding 

RNAs then diffuse to distant genomic sites and regulate gene expression through poorly 

understood mechanisms.12,13 Alternatively, the eRNAs may function directly at the enhancer 

site itself, perhaps recruiting unique activities to the site.

Enhancers are believed to be organized within larger domains that demarcate genetically 

active regions (e). These regions in turn are characterized structurally as larger scale loops 

that appear in genome-wide domain interaction maps as ‘topologically associating domains,’ 

or TADs.14 While enhancer/promoter interactions are generally thought to be confined 

within a given TAD, mutations have been identified15,16 that appear to ‘break’ the TAD 

boundary (f ), thereby allowing enhancers from neighboring domains to invade (g) and 

activate promoters within a given domain. These long-range interactions are under intense 

study with the ‘chromosome conformation capture’ methods (3C, 4C, HiC) pioneered by 

Dekker et al.17 This static, population-oriented, view of enhancer function has been 

extensively reviewed18–24 in many formats. We focus here on recent developments in the 

real-time action of enhancers and their binding factors in live cells, moving toward a true 

molecular model for enhancer function.

FOOTPRINTING

TF Footprints and Chromatin Accessibility as a Proxy for TF Binding

In eukaryotic cells, transcriptional regulation at enhancers involves alteration in the 

chromatin land-scape to allow TF binding. A chromatin environment favoring binding is one 

where the DNA template is accessible and certain histone modifications/variants are present. 

An explosion of experimental and computational techniques in the last decade led to critical 

insights regarding the triumvirate of enhancer features: TF binding, DNA accessibility, and 

histone modifications/variants. These insights were made possible primarily due to genome-

wide profiling of enhancer features by high-throughput sequencing. Binding of TFs to 

enhancers as well as mapping his-tone features is routinely profiled by chromatin 

immunoprecipitation (ChIP-seq) and have been extensively reviewed.25,26 The most 

prevalent method for measuring DNA accessibility is the DNase hyper-sensitivity assay 

followed by sequencing (DNase-seq).27 The properties of DNase have been studied for 
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decades; it was found to resemble several key TF properties,28 thus making it a good 

enzyme for accessibility assays. Additionally, several other chromatin accessibility 

techniques that present advantages over DNase-seq in particular aspects are available 

(TACh,29 FAIRE-seq,30 and RED-seq31). Among these alternative techniques, assay for 

transposase-accessible chromatin (ATAC-seq)32 provides several critical improvements over 

DNase-seq, mainly in terms of reduced amount of starting material needed and a more 

reproducible, less cumbersome protocol. Single-cell ATAC-seq is emerging as a powerful 

technique and has already led to critical discoveries.33 Single-cell analysis of chromatin 

accessibility enables evaluation of chromatin states without averaging the signal across the 

population and is therefore expected to be an invaluable technique. However, in contrast to 

DNase, Tn5 transposase is less well characterized. It is still not clear how well Tn5-

accessible sites represent true regulatory elements. Also, a systematic comparison of Tn5-

accessible sites to DNase-accessible sites is lacking.

The sequences bound by TFs within enhancers are locally protected from enzymatic 

cleavage due to occlusion of the DNA-cleaving enzyme from the DNA substrate. This 

protection results in reduced cleavage rate detected as a ‘footprint’34 that can be assayed 

genome-wide when using high-throughput sequencing.35 Although footprints in individual 

sites are observed, single footprints cannot be reliably determined individually. Thus, 

footprints are commonly presented and quantified by aggregating DNase cut counts across 

all motif occurrences and the motif-flanking region36 (Figure 2(a)).

In the early years of genomic footprinting, it was suggested the technique offers an 

unprecedented view into the complete TF-DNA interactome of the cell following only one 

accessibility experiment (as opposed to ChIP-seq profiles generated singularly for each TF). 

Additionally, it was suggested to serve as a gateway for detecting previously unrecognized 

TF motifs.7 However, several reports highlight the difficulty in direct inference of TF 

binding from genomic footprinting. First, DNase has a nonrandom sequence specificity,37 as 

do all DNA cleaving enzymes. This cut bias affects motif-centered aggregation plots and can 

result in a footprint-like cleavage pattern at the motif (to differentiate it from a bona fide 
footprint, this pattern was termed signature, Figure 2(a)). This mis-identification of cut bias-

originated signatures as footprints was described in several recent studies by comparing 

DNase-digested chromatin to similarly digested naked DNA.38–40 In fact, from the handful 

of TF-bound motifs examined in these studies, more motif-centered cleavage patterns were 

found to stem from cut bias rather than from bona fide footprints associated with TF 

binding. In addition, footprint patterns suggested to represent previously unrecognized 

motifs were also shown to originate from cut bias.38

Inferring TF Dynamics by Footprints

As for the interpretation of ChIP-seq experiments, researchers interpret genomic footprint 

patterns with a static model of TF binding in mind. The two approaches produce a 

population-averaged output, making conclusions drawn from them harder to relate to TF 

dynamics. However, while ChIP-seq is performed on crosslinked material, DNA 

accessibility assays are performed in isolated nuclei, where factors are free to come on and 

off chromatin. Thus, foot-printing can potentially shed some light on dynamics. In a scenario 
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whereby TFs bind DNA for long periods of time (minutes to hours), a factor is expected to 

shield DNA from cleavage resulting in a measurable footprint. The lack of a footprint in 

bound motifs collides with this view and could be partially explained by the dynamic model 

of TF action discussed below. Factors with a short residence time of a few seconds would 

allow frequent access of DNase to chromatin leading to increased cut rate. However, 

‘slower’ TFs would dock on DNA for longer periods and protect it from cleavage. Thus, the 

possibility arises that lack of footprints at bound sites (as measured by ChIP-seq) is due to 

short residence time. Interestingly, many footprint-lacking motifs bind nuclear receptors, a 

class of TFs repeatedly shown to only transiently reside on DNA.41–46

A complementary explanation to the lack of a footprint might be found in the structure of 

the DNA binding domain (DBD) of different TFs. Some DBDs may bind DNA in a manner 

more permissible to DNase access while others block it altogether. A systemic appreciation 

of footprinting capacity as a function of DBD structure is warranted to examine the effect of 

different DBD classes on DNase occlusion.

In summary, the genomic footprinting field has evolved to more faithfully represent different 

TF-DNA binding patterns in combination with ChIP-seq data. A more wholesome view on 

TF binding patterns can be divided to several plausible scenarios: (1) The canonical, straight 

forward case would be a motif bound by a TF as measured by ChIP-seq, this motif would 

present a footprint pattern in cleavage aggregate plots; (2) A ChIP-seq peak is found at the 

motif but a footprint pattern is lacking. This can be explained either by short residence time 

or a DBD structure that more readily allows DNase access; (3) A footprint is found at the 

motif but a peak is absent. This is most probably due to a different TF binding the same 

motif; (4) A peak is found but a motif is absent (and thus a motif-centered footprint pattern 

cannot be measured) would suggest indirect binding either by tethering to other factors or 

chromatin looping. ChIP-seq artifacts47 represent another possibility; and (5) Only a motif is 

found but no peak or footprint would suggest that the motif is unbound in most cells in the 

population (Figure 2(b)).

ENHANCER FACTOR ACTION IN LIVING CELLS

Results from in vivo population assays such as ChIP are interpreted under paradigms that 

visualize the recruitment of multiple molecular partners into stable and long-lived complexes 

in a well-ordered, sequential manner.48 When TF dynamics in live cells was first visualized 

through the use of fluorescently tagged proteins,41 this view came under attack. In the 

classic fluorescence recovery after photobleaching (FRAP) experiment, a green fluorescent 

protein (GFP)-labeled enhancer-binding factor (glucocorticoid receptor-GR) was observed to 

bind directly to a tandem array of responsive genes (Figure 3(a)). The accumulated pool of 

GFP-GR was bleached, and then observed after turning off the bleach beam. The bound, 

bleached molecules were found to be rapidly replaced by unbleached molecules present in 

the nucleoplasm (Figure 3(b)). Thus, it appeared that the actual residence time for this 

enhancer factor was in the range of a few seconds, in marked contrast to the widely accepted 

view of TF occupancy at the time. In the decade following this experiment, many factors 

were found to manifest similar rapid exchange properties.48–50 Most factors that have now 
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been studied by live-cell microscopy exhibit dwell times on chromatin on the order of 

seconds.51

The many FRAP studies carried out following the GR observations in 2000 firmly 

established the concept of highly mobile TFs. However, the FRAP technology is itself a 

molecular population method. Furthermore, robust quantitative interpretation of FRAP 

experiments is exceedingly difficult52,53; in fact, the estimates of molecular mobility with 

this technique are often within considerable error range. Fortunately, an alternate 

methodology has recently evolved that shows great promise in tackling this important 

question. Single molecule tracking (SMT) of individual fluorescently tagged molecules is 

not a new technique. However, the photobleaching problems associated with the classic 

family of fluorescent proteins, green (GFP), red (RFP), cyan (CFP), and yellow (YFP) 

chromofluors prevents tracking of molecules labeled with these tags over the necessary time 

periods. Development of the HALO and Snap-tag protein tagging methods,54,55 coupled 

with synthesis of the bright and photoresistant organic JF-fluors,56 now allows relatively 

long-term tracking of individual TFs.

In the SMT methodology, the movement of fluorescently tagged molecules is observed 

within a thin plane in the nucleus of live cells (Figure 3(c)). This can be achieved with 

alternate microscopy approaches; one method (depicted in this panel) is highly inclined 

laminated optical sheet microscopy (HILO).57 Using this approach, single molecule tracks 

can be observed over extended periods. The factors are observed to periodically stop, and 

then diffuse quickly to alternate sites (Figure 3(d)). Large data sets can be collected 

involving thousands of tracks. This approach has now been applied for approximately two-

dozen TFs in a variety of cellular systems.52,57–69

In light of its obvious advantages, considerable effort is devoted to overcome the current 

limitations of SMT. One concern is how to deduce ‘productive’ binding, namely binding to 

DNA at the cognate motif, leading to transcriptional regulation (Figure 1). This is separated 

from ‘scanning’ binding events (i.e., nonspecific DNA–protein encounters). This issue was 

resolved by the observation that a single component model was insufficient to describe the 

data collected. Rather, a two-component model fits the data with high precision (Figure 

3(e)). This indicates that the DNA-bound population of molecules includes two 

mathematically distinguished subpopulations, or two fractions: a short-lived (‘fast stops’) 

and a longer-lived (‘slow stops’) fraction. Previous reports suggest that the slow fraction of 

molecules represents specific binding events associated with enhancers or promoters, while 

the fast fraction defines nonspecific binding to chromatin or a DNA scanning mechanism.
60,62,70 In addition, technical issues and standard practices are actively debated in the field. 

Some of the debated issues are the tradeoff between long acquisition time and bleaching as 

well as labeling enough of the TF population versus avoiding too much labeled molecules 

that will render single molecule resolution impossible. The methodology has been discussed 

in detail in recent technical reviews.70,71

With the implementation of these methods, an alternate view of TF/chromatin interactions is 

evolving (Figure 3(e)). According to this new view, TFs search the genome by rapid 

sampling of DNA sites available on accessible nucleosomes. When an authentic recognition 
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element (RE, or response element) for a given factor is encountered, the factor will engage 

multiple chromatin modifying activities (histone modifiers, ATP-dependent remodeling 

systems, etc.) and initiate enhancer activation. This process, how-ever, is itself highly 

dynamic, that is, even at these regulatory sites, the factors are only briefly resident. Current 

estimates suggest scanning stops are in the range of 3–500 milliseconds, while residence 

times at true REs range from 5 to 15 seconds (Figure 3(f)).

This model sheds new light on enhancer activity and TF cooperativity on the chromatin 

template. Indeed, a study examining two TFs that bind the same motif found these TFs do 

not compete but rather enhance each other’s binding.72 This phenomenon, termed dynamic 

assisted loading, was since described in various systems.68,69,73–78 Thus, data have 

accumulated to suggest a dynamic mode of action for TFs whereby cooperativity can occur 

in a manner not necessitating physical interaction between TFs and is mediated by changes 

in chromatin availability.

In addition to the emergence of TF binding SMT, single molecule analysis of transcripts is 

rapidly evolving. Single molecule-level information enables evaluation of different 

behaviors for various subpopulations of transcripts originating from the same promoter. 

Additionally, temporal information is easier to obtain compared to population-based 

techniques. These advantages in transcript SMT lead to a shift in how we envisage almost 

every aspect of transcriptional regulation; including initiation, elongation, and splicing.79

CONCLUSION

Two mutually exclusive views have dominated the recent literature concerning the action of 

TFs at enhancer elements. The static view, based on bio-chemistry with naked DNA and a 

variety of cell population approaches, argues that TFs are sequentially recruited to DNA and 

reside on response elements over time periods of minutes or hours. In contrast, a highly 
dynamic model is evolving from the two approaches discussed in this review. Live cell 

microscopy, including the fluorescence techniques of fluorescence correlation spectroscopy 

(FCS), FRAP, and SMT, reveals that many, perhaps most, factors are only transiently bound 

to the template, even at authentic response elements.

The introduction of digital genomic footprinting in 200980 provided a potent new method to 

examine factor interaction with the chromatin land-scape. Elimination of the need for a new 

dataset for each factor (ChIP-seq) allows in principle the opportunity to examine all known 

TF-binding events by detecting DNA protection at their motifs in the genome. However, a 

careful examination of these datasets now argues that many TFs do not leave significant 

footprints at their binding sites.35,38,39,81 We suggest here that the ‘missing footprints’ result 

from the highly dynamic behavior of TFs on genome sites revealed in the live cell 

experiments. For a comprehensive understanding of enhancer function, these conflicting 

perspectives must eventually be resolved. SMT is a rapidly growing field, with constant 

improvement in tools and technique from a growing number of investigators. It is anticipated 

that newer approaches will eventually allow the development of a consensus for true TF 

dwell times at authentic response elements. These studies must also be extended to an 
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analysis of the linkage between TF binding at enhancers and the real-time transcriptional 

output for promoter(s) dependent on those sites.
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FIGURE 1. 
Current paradigm for enhancer function.

(a) Enhancers are regulated by transcription factors that bind and create regions of modified 

‘open’ chromatin at the enhancer site. (b) During this process, the enhancer is brought into 

proximity of a target promoter by putative bridging factors (c), thereby activating the 

promoter. (d) In some cases, enhancers produce transcripts from their site, termed enhancer 

RNAs (eRNAs). These eRNAs either act at other targets in the genome by poorly understood 

mechanisms, or provide some cis function directly at the site. Enhancers are organized 

within large domains (designated as topologically associating domains, clusters, and other 

terms), that are formed by boundary proteins (e). Their activity is thought to be limited 

within these domains, but mutations in the boundary elements (f ) can break the boundary 

and allow penetration of other enhancers external to the domain (g).
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FIGURE 2. 
Genomic footprinting. (a) The genome-wide accessibility of transcription factors (TFs) to 

their DNA motif sequences is measured via sequencing DNA liberated from the chromatin 

fiber by cleaving enzymes. In the resulting enhancer landscape map, regions bound by TFs 

can be locally protected and are thus less frequently cleaved. A motif-centered aggregate 

plot of cleavage events across the genome can present this reduced cleavage rate as a 

footprint (pink). However, some TFs do not leave a footprint although they measurably bind 

to DNA (grey). The zigzag pattern at the motif sequence (‘signature’) occurs regardless of 

TF binding and originates from enzyme cleavage bias. (b) Several scenarios arising by 

combining chromatin immunoprecipitation (ChIP-seq) and footprinting data. (1) The 

appearance of both a ChIP-seq peak as well as a footprint at the motif is the canonical case. 

(2) A lack of a footprint in bound sites is possible in highly dynamic TFs or in the case of a 

DBD structure that more readily allows DNase access. (3) A footprint at unbound sites can 

originate from another factor recognizing the same motif. (4) Peaks bound with no 

detectable motif (and therefore no footprint) can suggest indirect binding. (5) When the TF 

is inactive under the examined conditions, no footprint would be found. [Correction added 

on 10 November 2017, after first online publication: Figure 2b has been updated.]

Goldstein and Hager Page 13

Wiley Interdiscip Rev Syst Biol Med. Author manuscript; available in PMC 2019 July 18.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



FIGURE 3. 
Tracking enhancer-binding factors in live cells. Transcription factor (TF) action at enhancers 

has been studied in live cells primarily by two methodologies. (a) In fluorescence recovery 

after photobleaching (FRAP), GFP-labeled factors are visualized either throughout the 

nucleus, or at gene arrays containing specific binding sites for a given factor. (b) Bleaching 

of the bound factors followed by observation during recovery provides direct information 

regarding the residence time of the factors. (c) In single-molecule tracking (SMT), 

movements of individual molecules are observed within a thin slice of the nucleus. In this 

example, the zone of observation is provided by highly inclined laminated optical sheet 

microscopy. (d) Single molecules are visualized as bright diffraction-limited spots, and their 

movement is tracked in real time. (e) Representation of SMT data. Collected tracks (black) 

showing the single-molecule residence times fitted to a single-(blue) or double-exponential 

(red) decay model. Expanded view represents the same data and fits with y-axis plotted as a 

log 10. (f ) Results from SMT from several laboratories suggest that factors search the 

genome via many very short binding events, but eventually find authentic response elements, 

where they reside for longer binding times on the order of 5–15 seconds.
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