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ABSTRACT

Background. Rapid advances in science challenge the
timely adoption of evidence-based care in community set-
tings. To bridge the gap between what is possible and what
is practiced, we researched approaches to developing an
artificial intelligence (AI) application that can provide real-
time patient-specific decision support.
Materials and Methods. The Oncology Expert Advisor
(OEA) was designed to simulate peer-to-peer consultation
with three core functions: patient history summarization,
treatment options recommendation, and management
advisory. Machine-learning algorithms were trained to con-
struct a dynamic summary of patients cancer history and
to suggest approved therapy or investigative trial options.
All patient data used were retrospectively accrued. Ground
truth was established for approximately 1,000 unique
patients. The full Medline database of more than 23 million
published abstracts was used as the literature corpus.

Results. OEA’s accuracies of searching disparate sources
within electronic medical records to extract complex clini-
cal concepts from unstructured text documents varied,
with F1 scores of 90%–96% for non-time-dependent con-
cepts (e.g., diagnosis) and F1 scores of 63%–65% for time-
dependent concepts (e.g., therapy history timeline). Based
on constructed patient profiles, OEA suggests approved
therapy options linked to supporting evidence (99.9%
recall; 88% precision), and screens for eligible clinical trials
on ClinicalTrials.gov (97.9% recall; 96.9% precision).
Conclusion. Our results demonstrated technical feasibility of
an AI-powered application to construct longitudinal patient
profiles in context and to suggest evidence-based treatment
and trial options. Our experience highlighted the necessity of
collaboration across clinical and AI domains, and the require-
ment of clinical expertise throughout the process, from design
to training to testing. The Oncologist 2019;24:772–782

Implications for Practice: Artificial intelligence (AI)-powered digital advisors such as the Oncology Expert Advisor have the
potential to augment the capacity and update the knowledge base of practicing oncologists. By constructing dynamic patient
profiles from disparate data sources and organizing and vetting vast literature for relevance to a specific patient, such AI applica-
tions could empower oncologists to consider all therapy options based on the latest scientific evidence for their patients, and
help them spend less time on information “hunting and gathering” and more time with the patients. However, realization of this
will require not only AI technology maturation but also active participation and leadership by clincial experts.

INTRODUCTION

The exponential increase in cancer knowledge, coupled
with the speed of advances, is creating a knowledge gap
for practicing oncologists [1]. There is ever more to know

about each patient and more to incorporate from the
literature in providing evidence-based cancer care. It
has become humanly impossible to stay abreast of
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peer-reviewed literature, much less assimilate it at the
point of care [2]. This contributes to adoption delays, lead-
ing to a widening gap between what is possible at aca-
demic research centers and what is practiced in real-world
settings [3]. Consequently, practicing oncologists need new
tools to help close this knowledge gap and support adop-
tion of new therapies in an evidence-based manner so that
more patients can benefit from societal investment in
research and development [4, 5].

Artificial intelligence (AI) was first introduced in the
early 1950s [6, 7] with the goal of replicating the human
mind—that is, to perform tasks such as recognition, inter-
pretation, reasoning, and conversing, with the acuity and
influence typically attributed to humans. Machine intelli-
gence (a more focused area of AI sometimes also
referred to as augmented intelligence) aims to augment
human capabilities for which the human mind tends to
reach its limits. It excels in areas that humans are gener-
ally not very good at, such as assimilating massive quan-
tities of qualitative information to recognize patterns of
relevant information [8–10]. Most famously known for
winning against human experts in knowledge and strat-
egy games such as chess [11], Jeopardy! [12], and Go
[13], AI is now entering medicine. For example, image
recognition, one class of AI, has been applied successfully
to imaging-based clinical diagnoses such as detection of
melanoma in dermoscopy [14] or retinopathy in diabetic
patients [15]. In cancer, a challenge that is ripe for AI is
the augmentation of the human capacity to understand
and consistently apply increasingly sophisticated knowl-
edge for clinical decision-making, and to incorporate
increasingly diverse and complex patient data for person-
alization of care.

We envisioned an AI-powered application to augment
the knowledge base of practicing oncologists by organizing
and vetting the vast literature for relevance to specific
patients in real-time [5], thereby empowering oncologists
to consider therapy options based on the latest science for
their patients (Fig. 1A). To this end, a multidisciplinary
team embarked on an innovation effort to explore
approaches to and practicality of developing such an AI
application for knowledge democratization.

MATERIALS AND METHODS

All patient data used in this study were accessed through
MD Anderson’s electronic medical record system. Patient
consent was not required per Institutional Review Board
review. For details on training data and knowledge corpus,
ground truth generation, and learning module training, as
well as methodology for calculating performance accuracy,
see supplemental online data.

RESULTS

Conceptualization and Design
As an alternative to referral, practicing oncologists may
seek informal advice from colleagues who are recognized
experts in an area. This typically happens in an ad hoc

fashion, highly dependent on an individual physician’s
access to and availability of such experts [16]. Here, we
conceived an AI application, Oncology Expert Advisor
(OEA), that provides practicing oncologists instant access to
guidelines and literature, evidence-based and patient-
specific treatment or clinical trial suggestions, and manage-
ment advice at points of care, as if they had on-demand
access to the experts (Fig. 1A).

Simulating a consultative exchange, we designed three
core functions in OEA: dynamic patient summarization,
treatment options recommendation, and management
advisory (supplemental online Fig. S1). The Dynamic
Patient Summarization module would “read” a patient’s
medical record and automatically extract relevant attri-
butes pertinent to clinical decisions from both structured
(e.g., demographic information or laboratory test results)
and unstructured (e.g., transcribed consultation notes or
pathology reports) data. This necessitated that OEA be
integrated with electronic health records (EHRs) to receive
continually refreshed clinical information, rather than rely-
ing on manual input of defined parameters. The Treatment
Options Recommendation module would search OEA’s
knowledge corpus to surface both approved and investiga-
tional treatment options deemed appropriate for the spe-
cific patient with linking of each suggestion to supporting
evidence. To maintain currency, OEA’s knowledge corpus
must therefore be continuously updated with the latest
guidelines and literature. Lastly, because treatment choice
is only one of many decisions, the Management Advisory
module would capture specialists’ best practice as advisory
for managing patients on a particular therapy.

Dynamic Patient Summarization
In consulting a peer about a patient, physicians communi-
cate with a core patient profile. Such a patient profile typi-
cally requires manual searches and synthesis, as it is
derived from a composite of structured and unstructured
information from multiple sources within the medical
record system. Therefore, a foundational capability of OEA
is to automatically locate, extract, and analyze patient
records to compile such a profile. In addition to demo-
graphic information, nine concepts across two categories
were identified by clinical experts as key: (a) disease state
related: tumor histology, margins of resection, stage at
diagnosis, metastasis history, metastatic sites (for solid
tumors) or cytogenetics and blast counts (for liquid
tumors), and molecular profile; (b) therapy history related:
therapy components (chemotherapy, radiotherapy, and sur-
gery), timeline, and response.

To train learning algorithms to extract each of these
concepts from patient records, we had to first identify the
best source document or combination of documents for
each and then learn their relative weights and underlying
relationships. Although intuitive to an experienced clini-
cian, these concepts are built on complex logic layers, as
illustrated with the “Stage at Diagnosis” example (Fig. 2).
Moreover, although concepts may be common across can-
cer types, the underlying logic can be cancer type specific.
For example, whereas tumor size is monitored to measure
response to treatment in lung cancer, percentage of
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leukemia blast count and peripheral blood count recovery
are used to track response in leukemia.

Once the logic of a concept was developed, algorithms
were coded and trained to interpret clinical documents and
determine their relevance within the context of a specific
patient. This process turned out to be much more

challenging than interpreting published literature, because
documentation in medical records often contains private
acronyms, sentence fragments, and grammatical errors with
unintended or ambiguous meanings [17]. Recognizing that
this is the nature of unstructured writings, OEA maintained
the links to the original content from where inference of a

Figure 1. Design and development of the Oncology Expert Advisor (OEA). (A): Diagram of the training and intended uses of OEA
in relation to the training and responsibilities of a practicing oncologist. (B): Flow chart of the agile design cycle. The design cycles
are rapid and iterative to derive continual improvement from lessons learned.
Abbreviation: UAT, user acceptance test.
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key concept was made, enabling users to verify OEA’s inter-
pretations. This feature could facilitate iterative learning of
the algorithms as OEA reads more patient records.

The recall and precision accuracy of the learning models
for these nine key clinical concepts improved with iterative
training, achieving F1 scores between 60% and 90%
(Table 1; supplemental online data). When subsequently

tested against a validation sample set, they maintained an
F1 score � 5% of the training value, indicating that the
models were relatively stable. Overall, the algorithms were
better at correctly extracting non-time-dependent clinical
concepts (e.g., list of therapies received) than time-
dependent ones (e.g., therapy history timeline). A combina-
tion of linguistic and clinical variables contributed to the

Figure 2. Determining stage at diagnosis. For effective calculation of Tumor Stage at Diagnosis, several parameters have to be
taken into consideration. First, all the relevant Natural Language Processing (NLP) concepts have to be defined in collaboration
with subject matter experts (SMEs); each one is measured individually for accuracy. Second, an appropriate window of time in
which the information is most likely to appear must be defined, first informed by SMEs and then adjusted empirically as accuracy
measurements become available. Third, a layer of medical logic is applied on top of the NLP-derived attributes, defining the hier-
archy of the attributes and the rules on how to best make use of them to effectively derive stage at diagnosis. Tumor Stage at
Diagnosis as a concept is then compared against a manually curated Ground Truth, and each one of the components that make
up this concept are then adjusted and improved to achieve better accuracy.

© AlphaMed Press 2018www.TheOncologist.com

Simon, DiNardo, Takahashi et al. 775



difference in performance; in particular, the lack of explicit
time references or ambiguous or imprecise reporting of
events impacted on drawing inferences of chronology,
making accurate timeline determination difficult.

In addition to inferring complex concepts by synthesiz-
ing data and interpreting documentation from disparate
sources, OEA also organizes and presents this information
in an intuitive longitudinal view (Fig. 3A). For example,
structured data such as lab results, mutations, and begin-
ning and ending of treatment can be plotted alongside con-
cepts extracted from unstructured documents such as
diagnoses, disease progression, or toxicities (Fig. 3B). This
creates a harmonized view of patient status and history.

Approved Therapy Options
A key advantage of consulting an expert compared with
researching literature is getting advice that is tailored to
specific patient. To simulate this, a core capability of OEA
was to vet all treatment options in its knowledge base to
surface only those relevant to a patient. Here, to ensure
transparency on how OEA arrived at specific suggestions,
each option was linked to published literature or a consen-
sus guideline that could be reviewed in real-time within
OEA, facilitating the exercise of the user’s own judgment.

In the first OEA solution, which targeted leukemia
(inclusive of myelodysplastic syndrome, acute myelogenous
leukemia, and acute lymphocytic leukemia), historical cases
of patients treated at MD Anderson’s Leukemia Center dur-
ing the prior 2 years were used for training and testing.
Outcome (e.g., patient survival) was not used to determine
the preferred or correct answer (ground truth), because
overall survival is multifactorial and dictated by many vari-
ables in addition to treatment choice. Instead, the ground
truth for purpose of algorithm training was the actual ther-
apy prescribed by MD Anderson oncologists. Although this
approach provided ready “ground truth” for algorithm
training, the assumption of only one correct treatment
option for each case did not reflect the reality of cancer
medicine. Another limitation was the fact that medical
advances could render a prior decision suboptimal. Learn-
ing from this, we modified the analytic approach to treat-
ment option recommendation in the second OEA solution
(which targeted lung cancer). There, we trained a model
that expects multiple options being appropriate, using

ground truth that was expert curated for each historical
case based on current-day knowledge.

To generate such ground truth, clinical experts first
delineated 68 clinical cohorts based on histological, molec-
ular, and other clinical features (supplemental online
Table S1). These cohorts spanned non-small cell lung can-
cer and small cell lung cancer of all histopathologies, all
stages, first diagnosis or recurrent, sensitizing mutations
including epidermal growth factor receptor (EGFR) and
anaplastic lymphoma kinase, and all age brackets. For each
cohort, all evidence-based treatment options were defined.
Of note, although programmed death-ligand 1 (PD-L1)
expression defined a new treatment cohort once anti-PD-
L1 was approved as a standard of care option by the
U.S. Food and Drug Administration (FDA) [18], the lack of
PD-L1 treatment data among retrospective patient cases
precluded it from being included, illustrating the limitation
of training a model with historical data sets.

Once ground truth was generated, a retrospective query
was performed to capture each encounter in which a new
treatment was prescribed for a lung cancer patient during
the prior 2-year period. This resulted in 848 unique cases,
each representing a patient profile at a point in time. Of
these 848 cases, 585 were randomly selected for model
development, 175 for training, and 88 for validation testing.
Briefly, a learning model to predict appropriate therapy
options was first developed using the 585 cases, then trained
iteratively with the 175 training cases. When accuracy
improvement plateaued after 10 iterations (Fig. 4A; starting
recall of 43.5% and precision of 26.3% to ending recall of
>99% and precision of 89.6%), the learning model was then
subjected to validation testing in the nonoverlapping
88 cases, achieving a recall 99.9% and precision 88%. It is
worth noting that performance of this learning model was
not uniform across patient contexts. The model performed
better on treatment-naïve patients (precision from 97.2% to
100%) than on patients having prior therapy (precision from
66.9% to 89.0%). This was due in large part to the challenge
of inferring time-dependent clinical concepts (e.g., distin-
guishing between adjuvant and systemic use based on prox-
imity to a prior surgical intervention; supplemental online
Fig. S2). On the other hand, when new approved therapy
options were added (i.e., immunotherapy), the model was
retested to show that it maintained its performance (Fig. 4A,
recall of 99.1% and precision of 92.2%), suggesting a stable
model that can accommodate addition or changes to the
approved therapies list.

Investigational Therapy Options
The initial algorithm developed in the leukemia solution was
trained to evaluate all clinical trial inclusion and exclusion
criteria when determining eligibility. This “matching” strat-
egy proved too stringent as it eliminated many options that
clinicians would wish to consider, particularly when the
exclusion criteria were modifiable or vague. Learning from
the leukemia experience, we modified the strategy in the
lung cancer solution, from matching to screening out trials
for which the patient was clearly ineligible. In brief, the algo-
rithm screened out options based on a subset of criteria that
are considered nonmodifiable, such as diagnosis, histology,

Table 1. Assessment by F1 score of natural language
processing performance on clinical concepts

Clinical concept Training Test Delta

Patient diagnosis 94% 90% 4%

Stage at diagnosis 63% 64% 1%

Patient metastatic history 70% 65% 5%

Patient metastatic sites 62% 63% 1%

Therapy components—Drug 93% 96% 3%

Therapy components—Surgery 94% 94% 0%

Therapy components—Radiation 94% 94% 0%

Therapy history timeline 65% 63% 2%

Therapy history margins of
resection

82% 84% 2%
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mutations, staging, age, and prior therapy, while ignoring
modifiable attributes, such as red cell count or renal function
status. This approach balances the need to identify as many
high-probability options as appropriate to maximize the
chance of qualifying, without overwhelming the care team
with too many options that require manual screening.

The investigation trial screening model in Lung Cancer
OEA was first built using MD Anderson’s internal lung can-
cer trial protocols (n = 16) curated for eligibility against
3,438 patient/point-in-time combinations identified from
retrospective query of MD Anderson lung cancer patients
over a 5-year period (Fig 4B, left). A true positive was any

Figure 3. Demonstration of the Oncology Expert Advisor (OEA) Graphical User Interface. Screenshots from a contrived patient record.
(A): Patient summary screen displaying current clinical features and care alerts. Patient information is fictitious and for illustration
purposes only. (B): Timeline view of laboratory test results aligned with treatment history and response. (C): Patients like mine popu-
lation segmentation tool for exploring clinical responses of real patients with similar demographic and diagnostic features.
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Figure 3. Continued.

Figure 4. Training and evaluation of artificial intelligence modules. (A): Performance of the Oncology Expert Advisor lung approved
treatment recommendation model was optimized through a series of design cycles using the training set (n = 175) and then vali-
dated on the test set (n = 88). (B): The clinical trial screening model was first run through a series of development iterations using
the clinical trials actively recruiting at MD Anderson (n = 16). It was then further trained on an expanded set of trials from Clinical
Trials.gov (n = 165). Finally, the clinical trial screening model was validated on a new set of trials from ClinicalTrials.gov that
included non-lung cancer trials (n = 53).
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A

B C

Figure 5. Root cause analyses of issues identified during controlled introduction. (A): Flow chart of the process for logging errors
identified during controlled introduction. (B): Pie chart of the 100 unique, reproducible errors logged during controlled introduc-
tion grouped into five root causes: primary data, derived data, user-preference (primarily relating to user interface/user experi-
ence), system performance, and new function features. (C): Detailed summation of subcategories of root causes.
Abbreviations: NLP, Natural Language Processing; OEA, Oncology Expert Advisor.
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patient/point-in-time combination that matched the subset
of protocol inclusion/exclusion criteria being evaluated.
Recognizing that only a small proportion of patients can
travel to MD Anderson for clinical trials, and the number
of internally open trials was too small as a robust training
set, we opted to train this model against a set of 165 lung
cancer trials on ClinicalTrials.gov, achieving a recall of
97.9% and precision of 96.9% (Fig. 4B, center). Next, we
tested this model on a nonoverlapping set of 53 trials that
included non-lung cancer trials from ClinicalTrials.gov. Not
surprisingly, we observed a deterioration of performance
(e.g., recall of 74.8% and a precision of 64.6%; Fig. 4B,
right), requiring two cycles of iterative training to bring its
accuracy back to 91.4% precision and 68.7% recall. This
was due to inclusion of clinical trials with data elements
that the model was never trained on (not contained in the
training set), illustrating the importance of using a training
set that is representative of the intended cohort.

Management Advisory
Patient outcomes depend not only on treatment choices
but also proper management of therapy [19]. Thus, one of
OEA’s core functions is to facilitate sharing best practices
in the form of expert advisory. Recognizing that much of
this aspect of clinical practice is empirical or anecdotal with
long time-lags to publication or consensus guideline, the
advisory function was primarily rule based. We first priori-
tized advisory for adverse events associated with newer
classes of therapy (i.e., targeted therapy and immunother-
apy) for incorporation into OEA. For agents associated with
severe or difficult-to-manage adverse reactions, a more
complete set of care pathways was defined (supplemental
online Table 2) to reflect best practices at MD Anderson.
For example, when EGFR inhibitor treatment is suggested,
a management framework based on best practice at MD
Anderson is surfaced (supplemental online Fig. S3).

Additionally, for each therapy option in OEA’s knowl-
edge corpus, known adverse events and contraindications
as reported on the FDA label are summarized and viewable
by users with a single click. OEA also inferred common
adverse events according to Common Terminology Criteria
for Adverse Events v4 criteria (Fig. 3C) based on structured
information in the medical records. For example, a leuke-
mic patient could be flagged as potentially at risk for tumor
lysis syndrome based on laboratory test results (supple-
mental online Fig. S4). When combined with “patients like
mine” analytics using attributes such as age, gender, and
ethnicity (Fig. 3C), OEA would enable an oncologist to con-
sider the toxicity profile of a therapy in a particular patient
population so that care can be personalized in real-world
practice.

Controlled Introduction
Given the complexity and nature of medicine, we antici-
pated that there would be accuracy, usability, and utility
requirements of an AI application that would only become
apparent in actual clinical uses. In other words, an AI-
powered application like OEA requires learning beyond
algorithm development and training as described above,
not dissimilar to training requirement of physicians after

medical school (e.g., residency and fellowship) before inde-
pendent practice. To model this, we conceptualized Con-
trolled Introduction (CI) as an additional phase in the
development cycle for an AI application intended for clini-
cal uses (Fig. 1B), to be conducted, iteratively, in controlled
but real-life clinical environment by clinical users.

CI begins with functional verification, which is intended
to evaluate readiness of the environment for deployment
by verifying that the application functions as designed and
performs as expected in an actual clinical environment
using predefined test scenarios to simulate clinical uses.
Then, CI enters clinical testing in which the performance,
usability, and relevance of OEA was evaluated by “naïve”
users (i.e., those not involved as subject matter experts dur-
ing development) in real-life patient cases. In the CI for Leu-
kemia OEA, a total of 49 leukemia clinic team members—
comprising 7 faculty, 6 fellows, 14 clinical registered nurses
(RNs), 7 physician assistants, 8 research RNs, and 6 patient
access staff—participated in evaluating its performance in
352 active patient cases with a diagnosis of acute myeloid
leukemia, acute lymphoblastic leukemia, or myelodysplastic
syndrome. Clinical users were asked to evaluate OEA and
provided feedback on its accuracy and usability, in parallel
of routine care of their patients. To capture their feedback,
a reporting feature was built within OEA so that evaluators
were able to submit comments in real-time (lowering bar-
riers to feedback). In total, 100 unique observations, issues,
or comments were logged during CI. After reproducing each
observation or issue, root-cause analysis was performed to
categorize the likely cause (Fig. 5A), evaluate criticality, and
identify opportunities for improvement from a people, pro-
cess, and/or technology perspective. As shown in Figure 5B,
more than 85% of issues were related to accuracy, clarity,
and/or completeness of the primary medical record (22%)
or derived data (24%). Remaining issues included comments
reflecting user preference (47%), system feature enhance-
ments (4%), or system failure (3%).

Additional qualitative evaluation was collected via ques-
tionnaires. More than 70% of the responders felt that the
Patient Summarization features would be helpful and could
save time for general and specialty oncology practices
alike, whereas approved therapy option suggestions and
the management advisory features would be more useful
for general oncology practice (64% and 78%, respectively).
Unexpectedly, in more than half of the cases (52%), experts
felt that the stringent clinical trial matching feature was
eliminating trial options that they would like to consider,
leading to new design in the lung OEA solution
(as described above). In summary, CI identified issues and
revealed context-specific insights that informed the refine-
ment and improvement of OEA.

DISCUSSION

We showed that an AI application can be developed to
(a) locate, search, and extract complex clinical concepts from
disparate sources of structured data and unstructured text
documents within the medical records, (b) create an inte-
grated patient profile, and (c) organize a chronological view
of multidimensional clinical data of the patient. Such
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summarization is valuable, as it could save time for providers
and potentially improve quality of care by automating
search, aggregation, and summarization of disparate infor-
mation. Further, unlike searches and queries using a limited
number of parameters, an AI application can be trained to
(a) surface treatment options and (b) screen for eligible trials
that are tailored to a summarized patient profile, as well as
(c) extract data to infer occurrence of adverse events with
(d) patients-like-mine segmentation analysis. Taken together,
an OEA-like AI application will contribute to a solution that
addresses the knowledge gap in oncology practice.

Development of AI for medicine depends on collabora-
tion across industry and academia because it requires
expertise from both the clinical and the technical domains.
However, it is important that such collaboration be defined
as clinical leading, rather than technical leading, as the
technical and clinical perspectives might not always agree.
In the OEA project, governance was structured such that
the MD Anderson clinical team was the lead with IBM’s
technical team as collaborator. Therefore, any trade-off
between technical and clinical requirements was decided
by the clinical team. An example was choosing to use
actual patient cases rather than simulated cases for OEA
training, even though simulation made large, statistically
robust training sets possible, a clear analytic advantage.
Furthermore, to assure objectivity in evaluating OEA per-
formance during Controlled Introduction, we engaged a
third party independent of both the technical or clinical
teams to conduct the technical verification and perform
root cause analyses of observations by clinical users
(Fig. 5), so that we can be confident of the veracity of
OEA’s performance within MD Anderson.

However, the major limitation of this study relates to
the fact that OEA was not tested outside of MD Anderson
Cancer Center; therefore, OEA’s performance could not be
generalized. We would expect that some functionalities
likely require retraining. For example, it is well recognized
that significant institution-specific differences exist in docu-
mentation and data source organization. Thus, OEA’s
dynamic patient summarization module optimized for MD
Anderson’s system would likely require retraining to adapt
to other institutions EHR systems, similar to the example of
clinical trial matching (Fig. 4B). On the other hand, modules
for recommending approved therapy options or matching
to clinical trials based on a constructed summary of a
patient’s cancer history would be expected to maintain
performance across sites. Taking OEA outside of MD Ander-
son’s firewall for testing in another clinical institution was
challenging, not only because of a lack of health informa-
tion technology network infrastructure connecting across
institutions but also because of nontechnical barriers, such
as investment and opportunity cost, concern over data
sharing, and cultural resistance to changes [20].

Development, integration, and implementation of AI are
costly, not only because the technology is still maturing and is
not yet an off-the-shelf commodity but also because it
includes opportunity cost for the clinical experts. Time spent
training an AI system is time the clinical experts are not apply-
ing themselves to either patient care or more traditional
forms of research. However, domain expertise is critical to

the development of a useful AI application. Therefore, recog-
nizing and supporting clinical experts in such efforts is essen-
tial. This is a paradigm change, not dissimilar to the challenge
of evolving the academic reward system to acknowledge the
value of team science [21]. Indeed, one should equate train-
ing of an AI system to training students, residents, and fel-
lows. Additionally, implementing a technology that could
disrupt well-established workflows is challenging for any
organization, not to mention the learning and behavioral
adaptation required with regard to quality and safety moni-
toring, security, and compliance. This is particularly difficult
for organizations that are still working on or recovering from
EHR implementation. Furthermore, a new kind of sustainabil-
ity model is needed for a health care organization to invest in
a digital advisor application for the purpose of improving
access and quality of care for patients not being treated by
them, and for a network of providers to connect and share
their patients’ information in order to source and benefit
from the collective expertise of the broader oncology com-
munity. Such a model will require major realignment of incen-
tives for the organizations that develop and train these
advisor applications, for the oncologists who use them to pro-
vide evidence-based care, for the pharmaceutical industry
that develops these therapy options, and for the risk-bearing
entities that reimburse these services.

Finally, the application of AI in medicine requires over-
coming the natural resistance to change. Historically, the
adoption of new technologies in medicine is slow even
when there is compelling evidence of clinical benefits or
utility [23]. This is in part due to the Hippocratic Oath of
“Do No Harm”; many doctors in medicine are reticent of
new variables being introduced in their patient care prac-
tice [24], particularly when it comes to AI that is being por-
trayed as a super-intelligent black box that “knows better.”
Therefore, an absolute requirement of AI in medicine is
transparency. In OEA, this is through linking every sugges-
tion to supporting literature, so that the human users can
accept or reject with their own judgment. Another require-
ment for adoption is clinical utility, not just technical per-
formance. Therefore, we believe that clinical experts
should take the drivers seat in design and development of
AI applications for medicine.

CONCLUSION

It is often said that AI will transform medicine. Indeed,
with examples like OEA, we can envision how AI could
enable equitable access to the best quality of care no mat-
ter where or who the patients are [22]. However, to realize
that potential, it will take more than successful design and
development of an application like OEA. It will require a
new generation of clinical and AI experts who are cross-
trained. It will require us to look beyond AI to consider
their integration into a complex system that is needed to
deliver care and benefit patients.
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