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ABSTRACT

Objective: Alcohol misuse is present in over a quarter of trauma patients. Information in the clinical notes of the

electronic health record of trauma patients may be used for phenotyping tasks with natural language process-

ing (NLP) and supervised machine learning. The objective of this study is to train and validate an NLP classifier

for identifying patients with alcohol misuse.

Materials and Methods: An observational cohort of 1422 adult patients admitted to a trauma center between

April 2013 and November 2016. Linguistic processing of clinical notes was performed using the clinical Text

Analysis and Knowledge Extraction System. The primary analysis was the binary classification of alcohol mis-

use. The Alcohol Use Disorders Identification Test served as the reference standard.

Results: The data corpus comprised 91 045 electronic health record notes and 16 091 features. In the final ma-

chine learning classifier, 16 features were selected from the first 24 hours of notes for identifying alcohol mis-

use. The classifier’s performance in the validation cohort had an area under the receiver-operating characteris-

tic curve of 0.78 (95% confidence interval [CI], 0.72 to 0.85). Sensitivity and specificity were at 56.0% (95% CI,

44.1% to 68.0%) and 88.9% (95% CI, 84.4% to 92.8%). The Hosmer-Lemeshow goodness-of-fit test demonstrates

the classifier fits the data well (P¼ .17). A simpler rule-based keyword approach had a decrease in sensitivity

when compared with the NLP classifier from 56.0% to 18.2%.

Conclusions: The NLP classifier has adequate predictive validity for identifying alcohol misuse in trauma cen-

ters. External validation is needed before its application to augment screening.
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INTRODUCTION

Alcohol misuse is an attributable cause for 1 in 10 deaths in the

United States, and prevalence rates of misuse rose 9% between 2002

and 2012.1,2 As many as 33% of patients with trauma encounters

have alcohol misuse.3 Screening, brief intervention, and referral to

treatment (SBIRT) programs at trauma centers have been shown to
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reduce alcohol consumption and decrease injury recurrence by nearly

50%.4–6 However, significant barriers exist to implementation of

current screening methods.7 Collection of data with self-report ques-

tionnaires requires building new forms and procedures into electronic

health record (EHR) systems and hiring staff to implement and

administer the tools. Despite advances in health technology, screen-

ing remains a resource-intensive process that imposes significant costs

on a health system.8

Information in the clinical narrative collected on admission is a

potentially rich source of data. Documentation of a social history in-

cluding substance use is part of training and routine care by providers

in clinical settings. Natural language processing (NLP) is a set of com-

putational or rule-based methods for deriving meaning from human-

generated texts. Machine learning algorithms can use the derived fea-

tures from NLP to learn and predict,9 and it has been successfully

used in clinical practice and research.10–12 In particular, the most

powerful NLP methods rely on supervised learning, a type of machine

learning that takes advantage of current reference standards to make

predictions about unseen cases.13 The role of NLP for case identifica-

tion of alcohol misuse is in its infancy; to our knowledge, no peer-

reviewed publications have yet examined NLP for this purpose.

An NLP classifier could potentially provide an automated and

comprehensive approach for identification of patients with alcohol

misuse and improve implementation fidelity in SBIRT programs.

The goal of this phase of our research is to develop a tool leveraging

NLP that may be used by SBIRT programs to identify patients with

alcohol misuse. Using EHR data, we hypothesize that a NLP classi-

fier using notes available in the first 24 hours of presentation to the

emergency department (ED) will have adequate discrimination with

an area under the receiver-operating characteristic (AUC ROC)

curve above 0.70 for alcohol misuse and outperform a rule-based

keyword approach.

MATERIALS AND METHODS

Patient selection and environment
We performed an observational cohort study of 1422 consecutive

patients that were screened for alcohol misuse and at least 18 years

of age who were admitted to a Level I Trauma Center between April

2013 and November 2016. Patients with a primary admission for

trauma were evaluated, and patients admitted for nontrauma inju-

ries were excluded. All admissions, injury characteristics, and dates

of injury were verified by dedicated trauma registrar coders. As part

of the American College of Surgeons Certification, an SBIRT pro-

gram was in place since 2013 and the Alcohol Use Disorders Identi-

fication Test (AUDIT) was used to screen for alcohol misuse.

Screening results and reasons for screen fails were maintained in a sep-

arate database by 2 full-time prevention nurses dedicated to the task.

Additional clinical variables were extracted from the EHR by linkage

of the trauma registry and AUDIT registry to our institute’s clinical re-

search database. Linkage could not be performed in 6.0% (n¼163)

of patients, and they were removed from analysis (Figure 1).

Reference standard for alcohol misuse
The 10-item AUDIT is the screening questionnaire developed by the

World Health Organization to identify alcohol consumption above

the lower risk limits14 and is currently 1 of the recommended screening

tools for EDs and trauma centers.15,16 AUDIT scores range between 0

and 40 and have been validated for14,17 sex-specific cutpoints for alco-

hol misuse.18 An AUDIT score above cutpoints of �5 and �8 for

women and men, respectively, represent the lower risk limit for any al-

cohol misuse and cutpoints of�13 and�16 for severe misuse.19

Given the known phenomenon of underreporting on alcohol

questionnaire data,20,21 post hoc error analysis was performed in

the validation cohort to examine possible misclassifications by the

AUDIT questionnaire. In this process, chart review was performed

to identify reasons for discordance of the NLP classifier with the

AUDIT. An SBIRT-certified annotator (D.T.) supervised by a critical

care physician with expertise in alcohol misuse (M.A.) performed

chart reviews after a kappa score of >0.75 was achieved. The fol-

lowing criteria were used as an operational definition for defining

alcohol misuse during the chart review process: (1) National Insti-

tute of Alcoholism and Alcohol Abuse definition for drinking limits

captured in the notes by mention of frequency or quantity of alco-

holic beverages22; (2) alcohol-related trauma injuries defined as ar-

riving with levels of blood alcohol above the legal limit within 6

hours of trauma occurrence23; (3) symptoms of alcohol withdrawal;

and (4) physician diagnosis for alcohol misuse.

Processing of clinical text and feature extraction
Linguistic processing of clinical notes was performed using the clini-

cal Text Analysis and Knowledge Extraction System (cTAKES)

(http://ctakes.apache.org).24 The spans of Unified Medical Language

System (UMLS)–named entity mentions (diseases, symptoms, anat-

omy, procedures) were identified. Each named entity mention was

mapped to a UMLS concept unique identifier (CUI). For instance,

the named entity mention for “alcohol abuse” is assigned C0085762

as its CUI. The named entity mention of “alcohol abuse” in the text

of the note is mapped to a separate CUI than “history of alcohol

abuse,” which is C0221628. Each named entity mention is subse-

quently analyzed to determine its negation status (eg “no alcohol

abuse”). This method of data processing mitigates lexical variations

between providers. Additional UMLS semantic types were included

to accommodate items relevant to the task at hand, such as food

(T168) (eg, wine, beer, whiskey) utilizing the latest dictionary

lookup module from Apache cTAKES. The full list of UMSL seman-

tic types are shown in Supplementary Material S1, and the source

code is available in Apache cTAKES SVN repository with associated

documentation. A term-frequency, inverse document-frequency (tf-

idf) transformation was used to weigh the CUIs into normalized val-

ues for machine learning classifiers. The TfidfVectorizer class from

scikit-learn was used to compute the weights. https://scikit-learn.

org/stable/modules/generated/sklearn.feature_extraction.text.Tfidf-

Vectorizer.html.

Baseline model using rule-based keyword approach
A handcrafted, rule-based algorithm with keywords was developed

a priori based on content expertise (M.A., N.K.) for comparison to

the NLP classifier. The algorithm used the following keywords to

identify alcohol misuse: alcohol dependence, alcohol abuse, alcohol

withdrawal, and alcoholic.

Analysis with supervised machine learning
Descriptive statistics for those with and without alcohol misuse

were calculated. Differences in continuous variables were assessed

for statistical significance using Wilcoxon rank sum tests or

Kruskal-Wallis test, and the categorical variables were analyzed us-

ing chi-square tests. The primary analysis was the binary classifica-

tion of alcohol misuse using clinical notes within 24 hours of

admission to the ED. The sample was divided into 80% (n¼1137)
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for training and 20% (n¼285) for internal validation for all ma-

chine learning classifiers.

CUIs were inputs to machine learning classifiers, and classifier

hyperparameters were tuned to the highest AUC ROC curve using

10-fold cross-validation. The primary framework used was scikit-

learn,25 which provides a number of classifiers and other functionality

to facilitate model creation and optimization. The primary classifiers

from scikit-learn were LogisticRegression, PassiveAggressiveClassifier,

support vector machine, and SGDClassifier. A grid search with 10-

fold cross-validation was performed on the training dataset with ex-

amination of several classifiers and tuning performed within promis-

ing hyperparameter ranges. Then the AUC ROC curve scores were

compared with find the best classifiers, and the hyperparameters fur-

ther tuned. A tournament-style process was used to reduce the number

of classifiers and hyperparameters through several iterations, until

only a single best classifier and set of hyperparameters remained. This

was used to create a final model for testing. During this process, word

n-grams (sequence of adjacent words of length n) were also evaluated

and noted to perform no better than CUIs so they were abandoned in

favor of simpler and potentially more robust CUI-based model. Fur-

thermore, examination of CUIs from all hospital notes versus the first

24-hours and the addition of expression-based algorithms for blood

alcohol concentration were examined as well.

Discrimination of the model was evaluated with the AUC ROC

curve and 95% confidence interval (CI). Model calibration was mea-

sured visually with calibration plots and formally tested with the

Hosmer-Lemeshow goodness-of-fit test. Test characteristics including

total accuracy, sensitivity, specificity, negative predictive value (NPV),

and positive predictive value (PPV) were examined to compare be-

tween NLP classifiers and the rule-based keyword approach. Adding

all available notes during hospitalization to the classifier, and adding

expression-based algorithms to target blood alcohol concentration

(BAC) values to the classifier were also examined for improved per-

formance using the net reclassification improvement (NRI) and inte-

grated discrimination improvement (IDI) measures.25

A learning curve was generated to investigate the effect of sample

size on classifier performance as an approach to assess adequacy of

statistical power. We demonstrated a peak effect on AUC ROC

curve in a sample size approaching the 1200 patients used for train-

ing (Figure 2). Analysis was performed using Python version 3.6.5

and SAS version 9.4; https://www.python.org (SAS Institute, Cary,

NC). The Institutional Review Board of Loyola University Chicago

approved this study.

RESULTS

Patient and data characteristics
The data corpus comprised 91 045 EHR notes and 16 091 CUI fea-

tures (including negation) from 1422 patients. The count decreased to

22642 EHR notes and 11813 CUI features using notes available in

first 24 hours from patients presenting to the ED. In the cohort of

patients who completed the AUDIT, 22.9% (n¼329) reported any

level of misuse, and severe misuse was present in 28.0% (n¼92) of

those with any level of alcohol misuse. Only 17.4% (n¼16) of the

patients with severe alcohol misuse had a discharge diagnosis for alco-

Figure 1. CONSORT diagram. Alcohol misuse was rated as Alcohol Use Disorders Identification Test (AUDIT) score �5 for women and �8 for men. EHR: elec-

tronic health record.
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hol dependence or abuse. Baseline characteristics and outcomes be-

tween alcohol misuse and nonmisuse patients are detailed in Table 1.

PATIENT CHARACTERISTICS IN THE COHORT
WITHOUT SCREENING

Approximately 43.9% (n¼1111) of the 2533 trauma patients with

clinical notes in our EHR did not receive alcohol screening with the

AUDIT (Figure 1). The most common reasons reported by screeners

for not performing the AUDIT were unavailability of staff (41.1%,

n¼457) and patient’s inability to communicate (19.6%, n¼217)

(Table 2). BAC levels in those without an AUDIT score were higher

than in those with an AUDIT score (197 mg/dL vs 157 mg/dL;

P<.01). Patient characteristics and outcomes between those with and

without AUDIT scores are described in Supplementary Material S2.

Development of NLP classifier
Using notes available in first 24 hours from patients presenting to

the ED, the NLP classifier that produced the highest AUC ROC

curve in the development cohort was a logistic regression model

with least absolute errors loss function and regularization. From the

list of 11 814 CUI features, the classifier retained 16 CUI features.

The following were the top positive CUIs in logistic regression: thia-

mine, intoxication, neglect, drinking problems, drinking, liver imag-

ing, sexually active, marijuana, and alcohol or drug abuse. The

complete list of CUIs with their logistic regression coefficients are

Figure 2. Learning curve demonstrating peak effect on area under the curve

(AUC) in sample size up to 1137 patients used for the development cohort.

Table 1. Demographics, alcohol information, and outcomes

Characteristic Total (N¼ 1422) No misuse (n¼ 1093) Any misuse (n¼ 329) P value

Age, y 44 (27–61) 46 (28–64) 38 (26–53) <.001

Male 1007 (70.8) 748 (68.4) 259 (78.7) <.001

White race 764 (53.7) 597 (54.6) 167 (50.8) .22

Hispanic ethnicity 253 (17.8) 170 (15.6) 83 (25.3) <.001

Tobacco usea 266 (18.7) 176 (16.1) 90 (27.4) <.001

Alcohol dependence 23 (1.6) 7 (0.6) 16 (4.9) <.001

Diabetes 94 (6.6) 79 (7.2) 15 (4.6) .09

Hypertension 259 (18.2) 211 (19.3) 48 (14.6) .05

Coronary heart disease 32 (2.3) 29 (2.5) 5 (1.5) .31

Admission SBP <90 mm Hg 44 (3.1) 34 (3.1) 10 (3.0) .95

Admission BAC (n ¼ 343) 157 (83–229) 105 (60–176) 193 (135–252) <.001

Urine toxicology positive (yes) 950 (66.8) 699 (64.0) 251 (76.3) <.001

ISS 9 (5–14) 9 (5–14) 9 (5–14) .57

Mechanism of Injury

MVC/MCC 509 (35.8) 401 (36.7) 108 (32.8)

Fall 385 (27.1) 303 (27.7) 82 (24.9)

Assault 69 (4.9) 45 (4.1) 24 (7.3) .07

GSW/stabbing 219 (15.4) 168 (15.4) 51 (15.5)

Otherb 240 (16.8) 176 (16.1) 64 (19.5)

Mechanical ventilation 192 (13.5) 134 (12.3) 58 (17.6) .01

ICU stay, d 2 (0–4) 2 (0–4) 2 (0–4) .27

LOS, d 4.9 (2.3–9.4) 4.9 (2.4–8.9) 4.5 (2.3–10.3) .88

Dispositionc

Home 938 (66.0) 708 (64.8) 230 (69.9)

Acute care 218 (15.3) 169 (15.5) 49 (149) .005

Chronic care 207 (14.6) 177 (16.2) 30 (9.1)

Other 46 (3.2) 32 (2.9) 14 (4.3)

In-hospital death 13 (0.9) 7 (0.6) 6 (1.8)

Note: Values are presented as median (interquartile range) or n (%).

BAC: blood alcohol concentration; GSW: gunshot wound; ICU: intensive care unit; ISS: injury severity score; LOS: length of stay; MCC: motorcycle; MVC:

motor vehicle collision; SBP: systolic blood pressure.
aAlcohol dependence, tobacco use, diabetes, hypertension, and coronary heart disease based off of International Classification of Diseases–Ninth/Tenth Revi-

sion codes.
bOther¼AMA, Jail/Prison, Other; Positive Urine Toxicology¼ amphetamines, barbiturates, benzo, cannabis, cocaine, opiates, phencyclidine.
cAcute Care¼ Inpatient rehab, inpatient psych, short-term hospital; Chronic Care¼ SNF: Skilled Nursing Facility; LTAC: Long Term Acute Care.
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listed in Table 3. The NLP classifier produced an average AUC ROC

of 0.78 (95% CI, 0.68 to 0.89) across 10-fold cross-validation.

Discrimination and calibration in validation cohort
In the validation cohort of 285 patients, the NLP classifier had an

AUC ROC curve of 0.78 (95% CI, 0.72 to 0.85). Discrimination of

the NLP model is shown with the AUC ROC curve in Figure 3a, and

Figure 3b is the corresponding calibration plot across 5 strata of pre-

dicted probabilities for alcohol misuse. The Hosmer-Lemeshow

goodness-of-fit test demonstrated that the NLP classifier fit the data

well across the 5 strata (P¼.17). There is a linear trend for increas-

ing levels of AUDIT score with increasing stratum for predicted

probabilities (P<.001) (Figure 4).

Comparison with keyword approach and other NLP

classifiers
Additional feature engineering was performed to extract BAC values

embedded in the notes and added into the NLP classifier, but this

more complex model neither increased the AUC ROC curve nor im-

proved reclassification, as measured by a NRI of 0.13 (95% CI,

�0.05 to 0.31; P¼.15) and an IDI of 0.02 (95% CI, �0.02 to 0.05;

P¼.33). Furthermore, with a median length of stay of 4.9 days

(interquartile range, 2.3–9.4 days), expanding the data corpus to in-

clude all notes during hospitalization also neither increased the AUC

ROC curve nor improved the reclassification of the classifier, with a

NRI of �0.12 (95% CI, �0.32 to 0.07; P¼.20) and an IDI of 0.01

(95% CI, �0.03 to 0.05; P¼.62). Test characteristics between the

NLP classifier using the first 24 hours of notes and the more complex

models with BAC data and additional notes are shown in Table 4.

The simpler rule-based keyword approach had a decrease in sensitiv-

ity when compared with the NLP classifier from 56.0% to 18.2%.

Number needed to evaluate and error analysis
The workup to detection ratio of the NLP classifier (also known as

number needed to evaluate) is 1.67. In other words, about 2 patients

reaching alert threshold would need to be evaluated to detect 1 case

of alcohol misuse. In the cohort of patients that missed screening

with an AUDIT (n¼1111), the NLP classifier would have detected

another 257 patients with alcohol misuse or 23.1% of the cohort.

In error analysis, chart review was performed in the validation

cohort to identify reasons for discordance of the NLP classifier with

the AUDIT. Forty-four (15.4%) of the cases and noncases for alco-

hol misuse were relabeled from the original AUDIT determination,

with 55% (n¼24) of the relabeled cases due to underreporting on

the AUDIT. In this scenario, the NLP classifier had minimal im-

provement in test characteristics with a sensitivity of 57.0% (95%

CI, 46.4% to 69.2%), specificity of 89.4% (95% CI, 85.2% to

93.5%), PPV of 62.9% (95% CI, 50.9% to 74.9%), and NPV of

86.6% (95% CI, 82.1% to 91.0%).

DISCUSSION

In nearly 4 years of alcohol screening at a Level I trauma center,

full-time dedicated screeners administered the AUDIT to about half

of the patients. Failure to screen was attributable mainly to staffing

or communication barriers. Using clinical documentation within the

first 24 hours of the encounter, our NLP classifier demonstrated ad-

equate discrimination and calibration as a tool to identify patients

with alcohol misuse. Discrimination did not improve with a larger

quantity of notes or inclusion of blood alcohol data. At a workup to

detection ratio of approximately 2, the NLP classifier provides an

automated approach to potentially overcome staffing and patient

barriers for SBIRT programs at trauma centers.

The role of NLP in identifying alcohol misuse is in its infancy;

herein, we show adequate discrimination for classifying cases and

noncases. The NLP classifier performed better than a rule-based

keyword approach that was wholly unsuitable for this purpose with

a sensitivity below 20%. Physician diagnoses using claims data is

not time sensitive and had similarly poor sensitivity, consistent with

prior evidence.26 Over a quarter of the patients have risk levels on

the AUDIT that are indicative of an alcohol use disorder. Few false

positives occurred from the NLP classifier, likely because many of

the cases of alcohol misuse are severe and contain considerable in-

formation about unhealthy alcohol use in the notes.27 Our results

support these findings by showing better calibration in the group

with higher predicted probabilities for alcohol misuse. Adding notes

beyond the first 24 hours or adding blood alcohol data to the model

proved unnecessary, with no improvement in the NRI or IDI. This

suggests that additional provider notes add noise to the classifier

Table 2. Reasons AUDIT not done (n¼ 1111)

Language/deaf/jaw wired shut/trach 153 (13.7)

ICU/vent 32 (2.9)

Pain/sleeping/OOR 32 (2.9)

Police hold 6 (0.5)

TBI/not oriented/agitated/psych 217 (19.6)

Patient declined AUDIT 56 (5.0)

Patient died 138 (12.4)

Staff unavailable (weekend admission,

vacation, patient discharged before screen)

457 (41.1)

Other/AMA 20 (1.8)

Note: Values are presented as n (%).

AMA: against medical advice; AUDIT: Alcohol Use Disorders Identifica-

tion Test; ICU: intensive care unit; OOR: out of room; TBI: traumatic brain

injury.

Table 3. Features (n¼ 16) from natural language processing classi-

fier using notes available in first 24 hours from patient presenting

to the emergency department

Positive CUI features

(b coefficients from

logistic regression

classifier)

c0039840 (THIAMINE), 9.99

c0085762 (drinking problems), 6.17

c0241028 (SEXUALLY ACTIVE), 1.89

c0521874 (neglecting), 6.38

c0684271 (drinking), 5.78

c0728899 (INTOXICATION), 6.59

c0740858 (alcohol or drug abuse), 1.10

c0024808 (marijuana), 1.49

c0034131 (Purified Protein Derivative of

Tuberculin), 0.44

c0034606 (isotope studies), 2.61

c0012383 (2; 3 Dithiopropan 1 o1), 0.26

Negative CUI features

(b coefficients from

logistic regression

classifier)

c0035345 (retired), �4.77

c0015663 (fasted state), �1.15

c0018681 (Cephalodynia), �1.98

negated c0042963 (hanyas), �0.92

negated c0234425 (Level of consciousness),

�1.40

CUI: concept unique identifier.
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Figure 3. (A) Discrimination for alcohol misuse with receiver-operating characteristic (ROC) area under the curve. (B) Calibration plot across 5 strata of predicted

probabilities with n¼57 in each strata.

Figure 4. Comparison between Alcohol Use Disorders Identification Test (AUDIT) score across 5 strata of predicted probabilities. n¼57 for each stratum. Boxplot

type and summary statistics for alcohol misuse by AUDIT score and risk strata. The lower and upper quartiles, representing observations are the shaded boxes,

the median observation is the horizontal line through the box, and mean observation is diamond. Data falling outside the lower to upper quartile range are plot-

ted as outliers of the data.

Journal of the American Medical Informatics Association, 2019, Vol. 26, No. 3 259



and the greatest utility derives from the admission notes that rou-

tinely contain a social history information.

Underreporting alcohol consumption is a known limitation of

self-report tools like the AUDIT, and rates of upwards of 30% have

been reported.28,29 In a survey on patient attitudes, over 90% of

respondents state they would give an honest answer about their al-

cohol misuse to their provider,30 presumably motivated by the desire

to insure that they receive proper care. During error analysis, the

NLP classifier captured a handful of false negative cases, but the

classifier also did not capture a handful of true positive cases leading

to little change in sensitivity. Nevertheless, the high specificity of the

classifier highlights an opportunity for data collected in clinical

notes and processed with NLP to better target patients for interven-

tions to reduce alcohol consumption.

The classifier features not only demonstrate adequate predictive

validity but also represent a structured and interoperable approach

that may be used by other centers. In addition, the classifier features

support good face validity by representing concepts that are associ-

ated with alcohol use such as vitamin deficiencies, co-substance use,

and neglect.31–34 The final 16 CUIs selected by machine learning are

from a list of over 10 000 CUIs and a data corpus of nearly 100 000

notes. Processing large amounts of data illustrates the strengths of

NLP and machine learning to streamline a phenotyping task from

unstructured data.

The open-access availability, scalability, and portability of mod-

ern clinical NLP engines such as cTAKES allows for an efficient and

reproducible pipeline to convert complex and dense clinical free text

from the EHR into a “bag-of-words” representation. Furthermore,

mapping to structured ontologies from the National Library of Medi-

cine provides a standardized approach to machine learning. This

study highlights methods in NLP that have previously been shown to

be effective,10–12 but our application in the context of alcohol use for

identifying patients in a hospitalized setting has not been previously

described. In this regard, many trauma patients have not previously

received care at the trauma center they arrive at, so fewer notes are

available than for patients with established care and prior encoun-

ters. Herein, we show benefit in NLP and machine learning in the

first 24 hours of notes from a single encounter to identify patients

with alcohol misuse. Accordingly, our NLP classifier may augment

human screeners and improve our center’s current SBIRT program.

During routine care for trauma, the clinician at the bedside does

not typically prioritize alcohol misuse into the treatment plan. The

American College of Surgeons (ACS) addresses this gap in treatment

with a recommendation to provide SBIRT.35 However, despite im-

plementation of an SBIRT program at our center, fidelity remains an

issue with nearly half of the trauma encounters missing a screen.

Nonevening or weekend staffing hours and patient’s inability to

communicate are common barriers for screening. The identification

of an additional 250 patients by the NLP classifier from the cohort

without AUDIT screens highlights its potential impact. Our NLP

classifier leverages not only the provider’s documentation but also

proxy reports, embedded medication and laboratory data, and addi-

tional notes from other medical staff that are captured in the first 24

hours. Many of the unhealthy behaviors documented in the EHR

may largely go unnoticed without the aid of additional clinical sup-

port tools such as the NLP classifier described in this study.

Several limitations are present in this study. First, this is a single-

center study and the NLP classifier will need external validation and

possibly require revisions at other institutions before application. Al-

though we used concepts to account for lexical variation between

providers, there may be concepts that are unique to our center. Sec-

ond, patients may be discharged before processing of the first 24

hour of notes for the NLP classifier. These patients may require

SBIRT postdischarge if their length of stay was under 24 hours.

Processing of the notes and machine learning algorithms requires ex-

pertise that many centers may not currently have. Additional cus-

tomizations or inquiries may be required to account for concepts

that are not seemingly relevant. For instance, the CUI for “2; 3

Dithiopropan” was 1 of the features in the NLP classifier, but it rep-

resents an anti-gas warfare agent. This appears illogical but when

examined more closely we noted that 1 of the qualifying synonyms

for the CUI is BAL (British Anti-Lewsite), which is also an acronym

for blood alcohol level and a frequent term in the notes. Last, we did

not perform any misspelling normalization to account for typing

errors that may have occurred.

CONCLUSION

The NLP classifier has adequate predictive validity for identifying

alcohol misuse in the trauma setting. Trauma staffing models could

be modified by using the NLP classifier as a predictive enrichment

strategy so that targeted groups of patients receive SBIRT by fewer

screeners across more shifts. Application of our classifier outside our

health system at other trauma centers in the United States may pro-

vide external validation for a standardized and comprehensive ap-

proach to augment screening for alcohol misuse.
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Table 4. Test characteristics of selected algorithms in the validation cohort

Model AUC ROC Sensitivity (%) Specificity (%) PPV (%) NPV (%)

Rule-based keyword approach NA 18.2 (8.9–27.5) 94.9 (91.2–97.4) 52.2 (31.8–72.6) 79.4 (74.5–84.3)

NLP classifier using notes in

first 24 h of encounter

0.78 (0.72–0.85) 56.0 (44.1–68.0) 88.9 (84.4–92.8) 60.0 (47.5–71.9) 87.0 (82.6–91.4)

NLP classifier with notes and blood

alcohol levels in first 24 h

0.76 (0.69–0.83) 54.6 (42.5–66.6) 85.8 (81.2–90.5) 53.7 (41.8–65.7) 86.2 (81.7–90.8)

NLP classifier using notes from entire

hospital encounter

0.78 (0.72–0.85) 34.9 (23.3–46.3) 95.4 (92.7–98.2) 69.7 (54.0–85.4) 82.3 (78.3–87.6)

Note: The 95% confidence interval data are presented in parentheses. Keyword approach used the following terms to identify alcohol misuse: alcohol depen-

dence, alcohol abuse, alcohol withdrawal, alcoholic. AUC: area under the curve; NA: not applicable; NLP: natural language processing; NPV: negative predictive

value; PPV: positive predictive value; ROC: receiver-operating characteristic. Bold = most parsimonious model.
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