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The auditory cortex of the cat is composed of 13 distinct fields that have been defined on the basis of anatomy, physiology, and behavior.
Although an anatomically based hierarchical processing scheme has been proposed in auditory cortex, few functional studies have
examined how these areas influence one another. The purpose of the present study was to examine the bidirectional processing contri-
butions between primary auditory cortex (A1) and the nonprimary posterior auditory field (PAF). Multiunit acute recording techniques
in eight mature cats were used to measure neuronal responses to tonal stimuli in A1 or PAF while synaptic activity from PAF or A1 was
suppressed with reversible cooling deactivation techniques. Specifically, in four animals, electrophysiological recordings in A1 were
conducted before, during, and after deactivation of PAF. Similarly, in the other four animals, PAF activity was measured before, during,
and after deactivation of A1. The characteristic frequency, bandwidth, and neuronal threshold were calculated at each receptive field
collected and the response strength and response latency measures were calculated from cumulative peristimulus time histograms. Two
major changes in PAF response properties were observed during A1 deactivation: a decrease in response strength and a reduction in
receptive field bandwidths. In comparison, we did not identify any significant changes in A1 neuronal responses during deactivation of
PAF neurons. These findings support proposed models of hierarchal processing in cat auditory cortex.

Introduction
Neuroanatomical, physiological, and behavioral studies have
identified at least 13 fields that form the cat auditory cortex (Reale
and Imig, 1980; Malhotra et al., 2004; Lee and Winer, 2008).
Similar to the arrangement of almost all studied mammals, the
ensemble of these fields is composed of a centrally located pri-
mary auditory region surrounded by associative nonprimary au-
ditory fields (Reale and Imig, 1980; Kaas and Hackett, 2000;
Bizley et al., 2005; Polley et al., 2007). Although the response
characteristics to simple and complex acoustic signals have been
frequently reported for individual cortical areas in the cat, there is
a conspicuous lack of studies that have investigated how these
areas influence one another (Kitzes and Hollrigel, 1996; Carrasco
and Lomber, 2009). Despite the lack of functional reports, mod-
els of hierarchical organization have been proposed solely on the
basis of neuroanatomical studies (Rouiller et al., 1991). The aim
of the present study was to determine whether a functional inves-
tigation of pathways between primary and nonprimary auditory

fields of the cat supports or refutes the current anatomically based
models of hierarchical processing in cat auditory cortex.

The current hierarchical model of cat auditory cortex pro-
poses that the processing of acoustic signals is composed of four
levels (Rouiller et al., 1991). In the lowest level of processing,
neurons in the primary auditory cortex (A1) and the anterior
auditory field (AAF) are activated. The subsequent two stages are
dominated by the neuronal response of the secondary auditory
cortical area (A2) and ventroposterior auditory field (VPAF).
Last, acoustic signals reach the highest level in the model in which
neurons in the posterior auditory field (PAF) are engaged. In
addition to A1 and PAF being located at opposite ends of the
proposed hierarchical model, anatomical studies have shown
that the largest extrinsic ipsilateral cortical input to PAF (26%) is
derived from A1, whereas its reciprocal pathway provides A1 with
only 10% of its extrinsic cortical input (Lee and Winer, 2008).
Furthermore, functional studies have revealed that neuronal re-
sponse latencies are significantly longer in PAF than in A1
(Stecker et al., 2003). These anatomical and functional differ-
ences suggest that ascending acoustic information should pre-
dominately pass from A1 to PAF neurons.

The purpose of the present study was to investigate the bidi-
rectional flow of acoustic information between A1 and PAF.
Based on the well defined anatomical reports of hierarchical pro-
cessing in cat auditory cortex, we hypothesized that acoustic in-
formation would flow from A1 to PAF in a feedforward manner
and that relatively little information would flow “backward”
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from PAF to A1. Our results supported this hypothesis, as deac-
tivation of A1 provoked substantial changes in acoustically
evoked neuronal activity in PAF. In contrast, deactivation of PAF
did not induce considerable changes in the receptive field prop-
erties and response strength of A1 neurons. The results of this
investigation support previously proposed hierarchical process-
ing models in cat auditory cortex and demonstrate the differen-
tial influences that A1 and PAF exert on one another.

Materials and Methods
Overview. Acoustically evoked responses were measured from the right
auditory cortex of eight domestic adult cats (see Fig. 1 A). All procedures
were conducted in accordance with the National Research Council’s
Guidelines for the Care and Use of Mammals in Neuroscience and Behav-
ioral Research (2003) and the Canadian Council on Animal Care’s Guide
to the Care and Use of Experimental Animals (Olfert et al., 1993) and were
approved by the University of Western Ontario Animal Use Subcommit-
tee of the University Council on Animal Care. A detailed description of
the methodology used in this study has been published previously
(Carrasco and Lomber, 2009). A brief description of the methods is
presented below.

Surgical preparation. Anesthesia was induced with sodium pentobar-
bital (25 mg/kg, i.v.) (Cheung et al., 2001). Electrocardiogram and blood
oxygen concentration were monitored to ensure proper levels of anes-
thesia and supplemental doses were injected as needed. A rectal probe
was used to monitor body temperature. Dexamethasone and atropine
(0.03 mg/kg, s.c.) were administered on a 12 h schedule to reduce the
chance of edema, as well as respiratory and alimentary secretions, respec-
tively. Animals were hydrated using an infusion pump supplying 2.5%
dextrose/half-strength lactated Ringer’s solution (4 ml � kg �1 � h �1, i.v.).
Intubation was conducted with a cuffed endotracheal tube and respira-
tion was unassisted. The animal was then positioned in a stereotaxic
frame. A craniotomy was made over areas A1 and PAF of the right hemi-
sphere. The dura was resected and a layer of silicone oil was applied to the
cortex to prevent desiccation. A digital image of the exposed cortical
region was taken to maintain a record of the position of each penetration
in reference to the cerebral vasculature (see Fig. 1 B).

Stimulus generation and presentation. Recordings took place on an
electrically shielded, vibration-free table (Technical Manufacturing Cor-
poration) within a double-walled sound chamber. Acoustic signals were
presented in the free-field 15 cm from the left ear, measured at the center
of the head, and were digitally generated with a 24 bit digital-to-analog
converter at 156 kHz (Tucker-Davis Technologies). Receptive fields were
obtained at each recorded site by presenting 2064 pure tones (5 ms rise
and fall times, cosine squared gated, 25 ms total duration) in a pseudo-
random order chosen from 16 intensities ranging from 0 to 75 dB sound
pressure level (SPL) in 5 dB steps, and 129 frequencies in 1/16 octave
steps ranging from 250 Hz to 64,000 Hz. Each frequency–intensity com-
bination was presented once at a rate of 2.5 Hz.

Recording procedures. Parylene-coated tungsten microelectrodes with
a 2 � 2 configuration and impedances of 1–2 M� at 1000 Hz were used
(FHC). The electrodes were lowered �1200 �m (layer IV/V) into audi-
tory cortex. To increase the likelihood of consistent laminae recording,
all microelectrode penetrations were limited to the gyral surface. Record-
ings were bandpass filtered (500 –5000 Hz), amplified (10,000�), and
digitized at 25,000 Hz. In four of the animals, frequency–intensity recep-
tive fields were derived at different locations of auditory cortex to delin-
eate the borders of primary auditory cortex (A1). During these
recordings, no cortical deactivation was induced. After a clear distinction
of the A1 borders was established based on neuronal response properties
(Merzenich et al., 1975; Knight, 1977; Reale and Imig, 1980; Imaizumi et
al., 2004), a cooling loop was apposed on the midfrequency bands of A1.
This arrangement guaranteed that the cooling loop was located as far as
possible from adjacent fields and that the cooling deactivation did not
exceed the A1 borders.

In the remaining four animals, cooling loops were placed on PAF
(Reale and Imig, 1980; Phillips and Orman, 1984), located caudal and
ventral to A1. PAF cryoloops extended from the anterior one-third of the

dorsal–posterior ectosylvian gyrus to the fundus of the dorsal one-half
of the posterior ectosylvian sulcus (PES). As we have done previously
(Malhotra and Lomber, 2007; Lomber and Malhotra, 2008), a heat-
shielding compound (SO-FH06; Small Parts) was applied to the anterior
side of the PAF loops to keep the cooling deactivation localized to the

Figure 1. Lateral view of the right hemisphere of the cat cerebral cortex showing the loci
examined. A, Schematic drawing of the 13 areas of cat auditory cortex. The highlighted regions
illustrate the two areas examined in this study. B, Photomicrograph of the right hemisphere of
a cat showing the location of individual microelectrode penetrations and their relationship to
cortical vasculature. Each black dot in the figure represents a single recording site. C, Character-
istic frequency organization of three auditory cortical fields. The borders (white lines) were
defined based on tonotopic organization and latency characteristics. Each polygon represents
an estimation of the cortical area with similar response properties as the recorded site. The color
of each polygon identifies the characteristic frequency for each recorded site. The posterior
ectosylvian sulcus is highlighted with a black line. Abbreviations: VAF, Ventral auditory field;
FAES, auditory field of the anterior ectosylvian sulcus; dPE, dorsal posterior ectosylvian area; iPE,
intermediate posterior ectosylvian area; vPE, ventral posterior ectosylvian area; IN, insular re-
gion; T, temporal region; DZ, dorsal zone. Sulci are indicated in italics: ss, suprasylvian sulcus. D,
Dorsal; A, anterior; P, posterior; V, ventral. Scale bar, 2 mm.
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posterior bank of PES. Neuronal deactivation was assessed by lower-
ing an electrode through the center of the cooling loop into layers
IV/V and generating a frequency–intensity receptive field before, dur-
ing, and after cooling deactivation. After confirmation of neuronal
deactivation, receptive fields were derived in A1 during PAF deacti-
vation and in PAF during A1 deactivation for each of the five stages of
a cooling cycle: before, transitioning to, during, transitioning out of,
and after cooling.

To guarantee that any changes observed were induced by cortical de-
activation and not cell death, neuronal activity thresholds were defined
before the commencement of a recording cycle and were maintained for
all five conditions. Thermal maps were produced at the end of the pro-
cedure by lowering a 0.2 mm outer diameter mini-hypodermic probe
type T thermocouple (HYP-O; Omega) during an epoch of cooling de-
activation to the same locations at which the neuronal activity had pre-
viously been measured. The generation of thermal maps was used to
demarcate the extent of deactivation.

Reversible cooling deactivation. Cryoloops of different shapes and sizes
were fabricated before each experimental procedure from 23 gauge hy-
podermic tubing (Lomber et al., 1999). After the electrophysiological
demarcation of A1 was completed, an appropriate cryoloop was chosen
based on the size and shape of the field. Similarly, PAF cooling loops were
prefabricated and chosen based on the size and shape of PES. A copper/
constantin microthermistor was attached at the union of the loop. Cool-
ing was achieved by pumping chilled methanol through the lumen of the
cryoloop. Loop temperature was monitored, via a wireless thermometer
(UWTC-2; Omega). Acoustically evoked activity throughout the full
thickness of cortex beneath the cryoloop was eliminated by maintaining
the cooling probe at 3°C. This temperature reliably places the 20°C ther-
mocline at the base of layer VI (Lomber et al., 1994, 1999; Lomber, 1999;
Chafee and Goldman-Rakic, 2000; Palmer et al., 2007; Nakamoto et al.,
2008). Receptive fields at each recording site were collected for each of the
five stages of the cooling cycle.

Data analysis. Caudal and rostral A1 and
PAF borders were defined on the basis of tono-
topy and latency measures (Reale and Imig,
1980). In contrast, borders orthogonal to A1
were defined on the basis of latency and band-
width measures (Middlebrooks and Zook,
1983; Schreiner and Cynader, 1984; Stecker et
al., 2005). Nonmutual A1 and PAF boundaries
were determined using nonresponsive and
non-A1/PAF sites. The recorded receptive
fields were randomized and analyzed by a blind
observer based on (1) characteristic frequency,
defined as the tone frequency that evokes a re-
liable response at the lowest intensity level;
(2) threshold, minimum intensity level that
evoked a consistent neural response; and (3)
bandwidths, receptive field widths above
threshold in 5 dB SPL steps. A custom-made
program using MatLab (Mathworks) gener-
ated a peristimulus time histogram (PSTH)
from all the responses to tonal stimulation at
each recorded site. The response strength was
defined as the maximum number of spikes per
second in the PSTH, and the noise level was
calculated as the mean spike rate 50 ms before
tone presentation. The onset latency was calcu-
lated as the time in the PSTH in which evoked
neuronal activity reached 2 SDs above noise,
peak latency was defined as the time at which
the maximum number of driven spikes oc-
curred within the PSTH, and end latency was
measured as the time at which evoked activity
returned to within 2 SDs of the noise level. To
reduce the possibility that the changes ob-
served were a consequence of neuronal death
rather than cortical deactivation, recording
sites that did not return to at least 60% of their

original firing rate were not included in the analysis. All statistical com-
parisons in this study were conducted with a two-tailed unpaired Stu-
dent’s t test. Characteristic frequency and thermal cortical maps were
constructed by generating Voronoi tessellations (see Fig. 1C) (Kilgard
and Merzenich, 1998).

Results
The objective of this investigation was to measure the bidirec-
tional processing contributions between A1 and PAF of the cat.
The results are divided into four sections. In the first section, the
general response characteristics of A1 and PAF neurons are de-
scribed and compared. Section 2 is devoted to the explanation of
the effects of cooling on neuronal activity. Section 3 examines the
changes in response properties of PAF neurons induced by A1
cooling deactivation. Last, section 4 describes the changes in re-
sponse properties of A1 neurons during periods of PAF cooling
deactivation.

Comparison of A1 and PAF response properties
All A1 cortices investigated were bounded dorsally by the dorsal
zone of auditory cortex (DZ), ventrally by A2, anteriorly by AAF,
and posteriorly by PAF and the dorsal posterior ectosylvian area.
In contrast, all PAF cortices examined were bounded anterodor-
sally by A1, ventrally by VPAF, posteriorly by the intermediate
posterior ectosylvian area (iPE), and anteriorly by A1 and A2
(Fig. 1A). A clear tonotopic organization was observed in A1 and
PAF with the low-frequency representation border of both fields
located within the banks of PES. From the banks of PES, A1
extended anteriorly and commonly culminated near the dorsal

Figure 2. Response properties of A1 and PAF neurons. A, Population PSTHs of 840 A1 and 268 PAF multiunit sites. B, Mean
receptive field bandwidths calculated at each of 15 intensities (in decibels SPL) presented above neuronal threshold from seven A1
and four PAF cortices. C, Neuronal threshold measures of A1 and PAF neurons. Color region (purple and green) in A and error bars
in B represent �SEM. The lines in the box plots of C illustrate the lower quartile, median, and upper quartile values. The whiskers
from each end of the boxes show the extent of the rest of the data, and outliers are shown with plus (�) signs beyond the ends of
the whiskers. In B, *p � 0.01; **p � 0.05.
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region of the anterior ectosylvian sulcus in
which neurons with high-frequency tun-
ing were encountered. In comparison,
PAF extended posteroventrally with high-
frequency neurons found near the border
with VPAF (Fig. 1C).

Temporal measures
We investigated the multiunit neuronal
response latencies of 840 A1 and 268 PAF
cortical sites. Consistent with previous re-
ports in the cat, ferret, and rat (Stecker et
al., 2003; Bizley et al., 2005; Polley et
al., 2007; Pandya et al., 2008), the peak
response latency of PAF neurons was sig-
nificantly longer ( p � 0.00001; A1 mean
peak response, 18.15 ms; PAF mean
peak response, 36.78 ms) than the peak
response latency of A1 neurons (Fig.
2 A). The difference in evoked neuronal
responses revealed that acoustic infor-
mation generally arrives at A1 before
reaching PAF.

Bandwidth measures
A property central to the processing of au-
ditory signals is the breadth of tones from
the acoustic frequency spectrum that can
trigger a neuronal response. Thus, the
neuronal bandwidth of A1 and PAF neu-
rons was investigated by measuring the
length of each receptive field at 5 dB steps
from 5 to 75 dB SPL above neuronal
threshold. This analysis yielded a statisti-
cally significant ( p � 0.05) difference
between A1 and PAF neurons predomi-
nately at low- and high-intensity levels
with PAF neurons displaying wider bandwidth measures (Fig.
2B). Additionally, this measure revealed a monotonic bandwidth
increase in both fields investigated. These results indicate that
PAF has slightly wider bandwidths at specific regions of the in-
tensity spectrum.

Threshold measures
The neuronal thresholds of A1 and PAF neurons were investi-
gated by identifying the minimum intensity level at which a reli-
able neuronal response was attainable. These values were then
matched and classified based on characteristic frequency and
grouped in one of two frequency bins. The low-frequency bin
ranged from 1000 to 8000 Hz, and the high-frequency bin ranged
from 8000 to 64,000 Hz. No statistically significant differences
were observed for threshold measures between matching fre-
quency bins (Fig. 2C). This analysis provides evidence that A1
and PAF cells display comparable neuronal thresholds regardless
of frequency tuning properties.

Effects of deactivation on neuronal response
Deactivation assessment
Temperature gradients in auditory cortex were assessed to con-
firm that changes in response properties were a consequence of
neuronal activity suppression in the cooled region, and not a
direct effect of cooling deactivation on the recorded field. To
minimize the possibility of cooling contaminating regions of PAF
during epochs of A1 cooling, loops were placed over the midfre-

quency region of A1 (Fig. 3A). This placement permitted us to
deactivate the majority of A1 without changing the cortical tem-
perature of the adjacent PAF region. To examine the reciprocal
pathway, we thermally shielded the anterior side of the PAF loops
to keep the cooling deactivation localized on the posterior bank
of PES and to prevent any cooling of A1 regions near PES (Fig.
3B). We confirmed the location and degree of cooling deactiva-
tion by measuring the extent of cortical cooling and magnitude of
neuronal silencing.

Extent
The extent of deactivation produced by cooling was assessed at
the end of each experiment. During an epoch of A1 or PAF deac-
tivation, changes in cortical temperature were measured at the
same location of previously conducted electrophysiological re-
cordings. Subsequently, thermal maps were generated to reveal
the extent of cortical deactivation (Fig. 3C,D). As illustrated in
Figure 3, C and D, deactivation of A1 or PAF was generally con-
tained within the loci of interest and did not extend into adjacent
cortical fields. Therefore, we were able to define the cortical re-
gion affected by cooling and confirm the coverage of
deactivation.

Magnitude
Neuronal deactivation was measured at a site immediately un-
derneath the cooling loop placement. PSTHs and receptive fields
were generated during the five phases of the deactivation cycle.
This measure provided verification of the complete elimination

Figure 3. Representative examples of changes in cortical temperature during epochs of cooling deactivation. A, Characteristic
frequency representation of primary and nonprimary fields of auditory cortex and location of A1 cooling loop (transparent gray
shaded region). B, Characteristic frequency representation of primary and nonprimary fields of auditory cortex and location of PAF
cooling loop (solid gray shaded region). C, Cortical temperature during periods of A1 cooling. D, Cortical temperature during
periods of PAF cooling. Note that A1 and PAF cooling did not extend into any adjacent cortical regions. Sulci are indicated by thick
nonconnected black lines. X, Unresponsive cortical site. Abbreviations are as in Figure 1. Scale bar, 2 mm.
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of neuronal activity at the site of cooling deactivation. A repre-
sentative example of the effects of cooling on neuronal activity is
presented in Figure 4. Figure 4, left, illustrates the changes in
response strength, whereas Figure 4, right, shows the magnitude
and location of the effects on receptive field structure. It is clear
from this measure that neuronal activity before and after deacti-
vation is almost indistinguishable, whereas the neuronal activity
during cooling deactivation is completely abolished.

Effects of A1 deactivation on PAF response properties
The quantification of PAF response properties during A1 deacti-
vation revealed two significant changes. First, the response
strength of PAF neurons was reduced during epochs of A1 deac-
tivation. Second, a sharpening of receptive field bandwidths was
observed at intensity levels �70 dB SPL. In contrast, no signifi-
cant changes were found in PAF neuronal threshold or latency
measures during A1 deactivation.

Response strength
Two analytical approaches were used to quantify the acoustically
evoked activity of PAF neurons before, during, and after A1 cool-
ing deactivation. First, individual PSTHs were generated as the
cumulative response of neuronal activity to tonal stimuli. A sig-
nificant decrease ( p � 0.018) of 35.11% in peak response
strength was revealed during the A1 deactivation phase. Figure 5,
A and C, shows the group response strength of PAF neurons in
each of the five phases of a recording cycle. Notice the large dif-
ference between the peak response during the A1 warm and cool
conditions. In a subsequent quantification method, we calculated
the cumulative maximum number of spikes per second for each
recorded site. The individual and group values are illustrated in
Figure 6, A and B. This analysis revealed a significant difference
( p � 0.006) in the average of PAF-driven responses before and

during epochs of A1 cooling deactivation. Both analytical ap-
proaches revealed a statistically significant change of response
strength, providing evidence of a substantial modulatory influ-
ence of A1 over PAF responses. Although the group analysis of
this condition revealed a considerable change, a large variability
was observed among individual recordings. Specifically, in 10 of
49 PAF sites examined (20.41%), a large reduction of 66% or
more of the original firing rate was recorded during epochs of A1
deactivation (Fig. 7A); in 12 of 49 sites (24.49%), a midsize re-
duction between 33 and 66% of the original firing rate was mea-
sured (Fig. 7B); and in 13 of 49 recorded sites (26.53%), a small
change of �33% of the original firing rate was revealed. In the
remaining 14 recorded sites, an increase in the peak response was
measured (28.57%) (Fig. 7C).

Bandwidth
We investigated the changes in PAF bandwidth measures before,
during, and after the silencing of A1 activity. The analysis quan-
tified the type and magnitude of influence that A1 activity exerts
on PAF bandwidths. Specifically, we measured the bandwidth of
each PAF receptive field at 5 dB steps from 5 to 75 dB SPL above
neuronal threshold. This analysis revealed a statistically signifi-
cant decrease ( p � 0.05) of bandwidth sizes at multiple ampli-
tude levels (Fig. 8A). The changes observed in PAF bandwidth
measures show that certain properties of PAF receptive fields are
modulated by A1 activity.

Threshold
The neuronal sensitivity of cortical neurons to tonal stimulation
was measured. This level was determined to be the minimum
intensity (in decibels SPL) needed to reliably produce a neuronal
response. On average, the PAF neuronal threshold did not signif-
icantly change during periods of A1 deactivation. Before A1 cool-

Figure 4. PSTHs and corresponding receptive fields of an A1 site recorded directly beneath a cryoloop during the five stages of a cooling cycle. Data were collected (1) before the initiation of
cooling (A, B), (2) during transitional cooling (C, D), (3) while cooled (E, F ), (4) during transitional rewarming (G, H ), and (5) during rewarmed epochs (I, J ). Note that each square in the grid
represents a frequency–intensity combination presented during the recording period. The white squares indicate no spikes during the recording period in response to a tone presentation.
Temperatures were measured at the cooling loop thermocouple and indicate the stage of the cooling cycle.
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ing, the average neuronal threshold of
PAF neurons was 9.18 (�1.41) dB SPL,
and during epochs of A1 deactivation the
average PAF neuronal threshold was
10.41 (�1.91) dB SPL. The lack of change
of PAF neuronal threshold suggests that
A1 may not be involved in the modulation
of PAF neuronal sensitivity to acoustic
signals.

Response latencies
Three types of latency measures were cal-
culated for each recorded cortical site: on-
set, peak, and end latencies. This analysis
was designed to identify the flow of acous-
tic information between A1 and PAF
based on response timing. A detailed ex-
amination of latency measures for each
data point revealed that the latency values
of most PAF cells [onset, 48.98% (Fig.
9A); peak, 65.31% (B); end, 55.1% (C)]
underwent a change of �33% from the
original firing rate. The averaged popula-
tion data of PAF latency measures con-
firmed that no statistically significant
changes were induced during epochs of
A1 deactivation (Fig. 9D). This analysis
indicates that the timing of PAF cell firing
may not be modulated by A1 activity.

Effects of PAF deactivation on A1
response properties
Unlike the significant changes observed in
PAF response properties during epochs of
A1 deactivation, our analysis of A1 re-
sponse activity did not reveal any major
change in the receptive field structure or
response strength of A1 neurons during
the reversible deactivation of PAF. The results of four measures
investigated are provided.

Bandwidth
A monotonic increase in bandwidth measures as a function of
intensity was revealed in A1 cells before and after PAF deactiva-
tion. However, contrasting the large changes observed in PAF
cells during A1 deactivation, no changes in A1 bandwidth mea-
sures were revealed during PAF deactivation. Figure 8B illus-
trates the previous (gray) and during (black) deactivation
bandwidth measures of A1 cells. The lack of change implies that
PAF does not have a large impact on A1 bandwidth measures.

Threshold
Similar to the lack of change observed in PAF cells during A1
deactivation, the silencing of PAF neuronal activity did not result
in significant changes of A1 neuronal thresholds. Before periods
of PAF deactivation, the average neuronal threshold of A1 neu-
rons was 12.32 (�0.83) dB SPL and during epochs of PAF deac-
tivation the average A1 neuronal threshold was 12.01 (�0.85) dB
SPL. The lack of variations in A1 neuronal thresholds during PAF
deactivation suggests that PAF activity does not modulate A1
neuronal sensitivity to acoustic signals.

Response latencies
A comparison of the onset, peak, and end latencies of A1 cells
before and during the deactivation of PAF activity was con-

ducted. This analysis revealed that the response timing of most
A1 neurons [onset, 61.58% (Fig. 10A); peak, 93.6% (B); end,
90.6% (C)] underwent a change of �33% from the original re-
sponse time. Comparable with the result observed in individ-
ual recordings, the group data for the peak and end measures
did not result in a significant change (Fig. 10 D). In contrast,
the group onset latencies between the two conditions resulted
in a statistically significant difference ( p � 0.0024). This anal-
ysis indicates that the firing timing of A1 cells is not modulated
by PAF activity.

Response strength
In contrast to the considerable variations in acoustically evoked
activity of PAF neurons during A1 deactivation, no statistically
significant changes in A1 evoked responses during PAF deactiva-
tion were revealed. Figure 5B illustrates the lack of variation in
response activity by showing the grouped data of A1 sites during
the five phases of a PAF deactivation cycle. In addition, we con-
ducted an analysis of the cumulative maximum number of spikes
per second for each recorded site and found a comparable lack of
modulatory influence of PAF deactivation on A1 response activ-
ity (Fig. 6C,D). It is important to note, however, that although the
group data analysis did not reveal statistically significant changes
of A1 activity, variations in response characteristics of individual
recording sites were observed. Specifically, in 14 of 203 PAF sites
examined (6.9%), a large reduction of 66% or more of the origi-

Figure 5. A, PAF neuronal activity during the five stages of A1 cooling deactivation. B, A1 neuronal activity during the five
stages of PAF cooling deactivation. C, Average temperature changes recorded at the cooling loop during A1 and PAF deactivation.
The graphs in A and B match the times during which the PSTHs were recorded, as illustrated in C. Note the substantial decrease in
PAF activity during A1 deactivation compared with the neuronal activity recorded during the warm and rewarm A1 conditions.
Also, note that the activity of A1 neurons recorded before and during PAF cooling deactivation did not significantly differ. The black
regions in A and B represent �SEM.
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nal firing rate was recorded during epochs of PAF deactivation
(Fig. 11A); in 37 of 203 sites (18.23%), a midsize reduction be-
tween 33 and 66% of the original firing rate was measured (Fig.
11B); and in 85 of 203 recorded sites (41.87%), a small decrease
of �33% from the original firing rate was observed. In the re-
maining 67 sites, an increase in the peak response was measured
(33%) (Fig. 11C).

Discussion
Comparison with previous investigations
Response properties
The response properties of A1 and PAF neurons investigated in this
study are in general agreement with previous reports. First, the
cortical organization of characteristic frequencies identified at
the recorded sites revealed a tonotopic representation in A1 and
PAF with a reversal in frequency gradient at their mutual border
(Reale and Imig, 1980). Second, as demonstrated in rat (Pandya et
al., 2008) and monkey (Rauschecker et al., 1995; Rauschecker and
Tian, 2004; Kusmierek and Rauschecker, 2009), receptive field
bandwidths were wider for neurons in PAF than A1. Last, PAF
response latencies were considerably longer than A1 measures.
This finding is consistent with reports in the rat, ferret, and cat
(Stecker et al., 2003; Bizley et al., 2005; Polley et al., 2007;
Pandya et al., 2008). Overall, our results fit well with previous
reports of response properties of neurons in A1, and regions
posterior to A1.

PAF response changes during A1 deactivation
Results of the present study are comparable with reports in the
rhesus monkey in which A1 deactivation was shown to abolish

the response of posterior auditory cortex [caudomedial (CM)
area] neurons (Rauschecker et al., 1997). However, although
Rauschecker et al. (1997) reported that tonal stimulation did not
drive CM neurons after A1 deactivation, our analysis revealed
that PAF responses to tonal stimulation in the cat were signifi-
cantly impaired, but not completely silenced, by deactivation of
A1 neurons. This is an important difference as our results dem-
onstrate that, although tonal signals seem to generally flow from
A1 to PAF, the transmission of acoustic information to PAF may
not depend solely on A1 activity. Consequently, our results fit
well with the model of information processing proposed in the
rhesus monkey and provide evidence of a second (parallel pro-
cessing) pathway that allows tonal information to reach PAF
without previous A1 processing.

Contrary to the results of the present investigation and
Rauschecker et al. (1997), Kitzes and Hollrigel (1996) failed to
demonstrate that the physical removal of cat A1 results in a re-
duction of response strength in PAF neurons. Interpretation of
these results is difficult because the deactivation technique imple-
mented by the investigators resulted in the inability to record
from the same neurons before, during, and after A1 removal. In
addition, the borders of A1 were not delineated before ablation
resulting in a gross anatomical estimation of the location of A1
rather than a physiologically defined demarcation of the region.
The technical difficulties encountered in the investigation by
Kitzes and Hollrigel (1996) were overcome in the present study
through the use of reversible-cooling techniques and physiolog-
ical cortical mapping before deactivation.

The similarity of the results of the present study with the in-
vestigation of the effects of A1 deactivation on area CM activity of
the rhesus monkey (Rauschecker et al., 1997) suggests that in Old
World monkey and feline species, acoustic signals engage the
response of A1 neurons before radiating posteriorly and modu-
lating nonprimary auditory fields.

Direction of information flow
The variations in bandwidth and response magnitude of PAF
neurons during A1 deactivation suggest that specific characteris-
tics of acoustic information are exchanged between these two
fields. The direction of information flow revealed in our study
can be explained on the basis of two functional and anatomical
differences between A1 and PAF neurons: first, differences in
acoustically evoked neuronal response latencies, and second, un-
equal reciprocal corticocortical connectivity between the two
fields.

Response latencies
One difference between A1 and PAF acoustically evoked activity
is the timing at which neurons from both fields reach their max-
imum firing rate. Although A1 cells display a fast response to
tonal stimulation, acoustically evoked PAF response latencies are
generally longer with an onset of increased activity that overlaps
the latter part of the A1 neuronal response (Fig. 2A). Further-
more, PAF neurons generally reach a peak firing rate subsequent
to the termination of the evoked A1 response (Fig. 2A). The
observed difference in neuronal response timing properties be-
tween A1 and PAF suggests that the direct flow of information
between the two fields is likely to pass through A1 before it
reaches PAF, because A1 neurons have enough time to interfere
with the activity of PAF neurons. Conversely, it is unlikely that
PAF activity can have a direct effect on the response properties of
A1 neurons since the majority of PAF acoustically evoked activity

Figure 6. Mean peak response strength to tonal stimuli before, during, and after cooling
deactivation. A, Response of PAF neurons plotted before (x-axis) and during ( y-axis) A1 deac-
tivation with the corresponding least-square regression line plotted as a dashed line. C, Simi-
larly plotted is the peak response strength of A1 neurons during PAF deactivation with the
corresponding least-square regression line (dashed line). Average peak response strength of
PAF (B) and A1 (D) neurons recorded before, during, and after periods of A1 and PAF cooling
deactivation. Note that there is a statistically significant change ( p � 0.006) in PAF cells during
periods of A1 cooling, but similar changes are not evident in A1 cells during PAF deactivation.
Regression line equations are as follows: y � 0.93x ��3.77 (A); y � 0.18 x � 26.46 (C). Error
bars indicate �SEM. A1, n � 203; PAF, n � 49.

Carrasco and Lomber • Nonreciprocal Influences between A1 and PAF J. Neurosci., November 11, 2009 • 29(45):14323–14333 • 14329



occurs subsequent to the peak neuronal
response latency of A1 neurons (Fig. 2A).

Corticocortical projections
A recent report on corticocortical connec-
tivity in cat auditory cortex revealed un-
equal reciprocal connections between A1
and PAF (Lee and Winer, 2008). It was
shown that AAF is the principal extrinsic
input to A1 and that only 10% of A1 ex-
trinsic inputs originate from PAF (Lee
and Winer, 2008). In comparison, the
principal extrinsic cortical input to PAF
(26%) was shown to originate from A1.
Although an asymmetry of information
exchange between A1 and PAF cannot be
concluded from this anatomical dissimi-
larity, it is reasonable to assume that larger
amounts of information are transferred
from A1 to PAF than through its recipro-
cal pathway.

Although the results of the present
study can be explained based on response
timing and corticocortical connections, it
is important to note that we cannot rule
out the possible involvement of other di-
rect and indirect factors that may have
participated in the observed changes in
PAF neuronal responses. The reciprocal
connections between the medial genicu-
late body (MGB) and auditory cortex
(Imig and Morel, 1984, 1985; Morel et al.,
1987) are a likely source of indirect influ-
ence (Scannell et al., 1999). It is plausible
that A1 deactivation may have induced
changes in the response properties of tha-
lamic neurons and that, as a consequence
of these changes, thalamocortical connec-
tions provoked the observed variations in
PAF neuronal activity. In the future, a
complete model of the influence exerted
between auditory cortical fields should in-
clude a description of the effects of A1 de-
activation on MGB neurons.

Comparison with visual and
somatosensory reports
Processing of sensory stimulation has
been shown to occur in a sequential order
[visual (Girard and Bullier, 1989; Girard
et al., 1991); somatosensory (Pons et al.,
1987)]. Specifically, in the monkey visual
system, deactivation of the primary visual
cortex (V1) considerably reduces the neu-
ronal activity in areas V2, V3, and V4
(Girard and Bullier, 1989; Girard et al.,
1991). These results have been interpreted
as proof that neither direct geniculate in-
puts, nor feedback projections from other cortical areas such as
the middle temporal area, are capable of driving V2 neurons in
the absence of V1 input. Similarly, the physical removal of S1 has
been shown to result in the silencing of SII neurons in macaques
(Pons et al., 1987). Collectively, the results in the visual and so-

matosensory systems reveal that specific regions of sensory cortex
may transfer information in a sequential order. However, neither
the conclusions of these investigations nor the results of the
present study should be interpreted as describing a ubiquitous
form of sensory information processing in cortex.

Evidence for the existence of a complex system of acoustic

Figure 7. Representative changes in acoustically evoked activity of PAF neurons before, during, and after the cooling deacti-
vation of A1. Three main types of changes were observed in PAF receptive fields and PSTHs during the cooling deactivation of A1 as
follows. A, Large effects incurred by PAF neurons during A1 deactivation. B, Midsize decrease in PAF neuronal activity during A1
deactivation. C, Small size reduction in activity of PAF neurons during the deactivation of A1 neurons.
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signal processing in auditory cortex has been reported. First, a
study in the rhesus monkey revealed that the dependence of area
CM on A1 activity is stimulus specific (Rauschecker et al., 1997).
In this study, the investigators showed that neuronal activity to
tonal, but not complex, acoustic stimulation was abolished in
area CM neurons during A1 deactivation. Second, reports in the
cat have shown that A1 and AAF process information in parallel
and that the deactivation of A1 does not result in considerable
variation of neuronal activity in AAF (Carrasco and Lomber,
2009). In addition, functional magnetic resonance imaging stud-
ies have provided evidence of the existence of hierarchical orga-
nization in human auditory cortex (Wessinger et al., 2001).
Consequently, there is now evidence for the existence of a com-
plex system of serial and parallel processing pathways in auditory
cortex of the cat, monkey, and humans. The lack of changes
observed in A1 activity during PAF deactivation may be interpreted
as the inability of feedback projections to affect the response prop-

Figure 8. Changes in PAF (A) and A1 (B) mean receptive field bandwidths at 15 intensities
(in decibels SPL) above neuronal threshold provoked by cooling deactivation. Note that a uni-
form decrease of receptive field bandwidth size was observed in PAF neurons during A1 deac-
tivation. In contrast, this change was not seen in A1 sites during PAF deactivation. Error bars
indicate �SEM. A1, n � 203; PAF, n � 49. Shown is statistical significance at *p � 0.05 and
**p � 0.01.

Figure 9. Neuronal latency changes in PAF sites during periods of A1 deactivation.
A–C, Changes in onset latency (A), peak latency (B), and end latency (C). PAF latency
values are plotted before (x-axis) and during ( y-axis) A1 deactivation for each latency
measure. D, Summary of mean neuronal changes in PAF latency measures during A1 deactivation.
NotethatnostatisticallysignificantchangesinlatencymeasureswereobservedinPAFneuronsduring
epochs of A1 deactivation. Error bars indicate �SEM; n � 49.

Figure 10. Neuronal latency changes in A1 sites during periods of PAF deactivation. A–C,
Changes in onset latency (A), peak latency (B), and end latency (C). A1 latency values are plotted
before (x-axis) and during ( y-axis) PAF deactivation for each latency measure. D, Summary of
mean neuronal changes in A1 latency measures during PAF deactivation. Note that the only
statistically significant difference was observed at the onset latency measures. Error bars indi-
cate �SEM; n � 203. Shown is statistical significance at *p � 0.0024.
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erties of the targeted neurons during the
presentation of simple acoustic stimuli.
Future experiments should investigate the
effects of complex acoustic stimulation on
communicative properties between PAF
and A1.

Cortical processing streams
In humans (Griffiths et al., 1998; Clarke
et al., 2000; Arnott et al., 2004), monkeys
(Rauschecker, 1998a,b; Tian et al., 2001),
and cats (Lomber and Malhotra, 2008),
acoustic functions can be localized in corti-
cal regionsspecializedfor“what”and“where”
processing (anterior and posterior auditory
cortex, respectively). Electrophysiological
studies in monkeys (Rauschecker et al., 1997)
and cats (Carrasco and Lomber, 2009; present
study) have established that processing in
“where” regions of auditory cortex (like
PAF) is far more dependent on input from
A1 than “what” regions of auditory cor-
tex. The findings of Carrasco and Lomber
(2009) also support a model of parallel
and independent signal processing being
conducted by A1 and anterior auditory cor-
tices (like AAF). Together, these findings
support “what” and “where” streams of infor-
mation in auditory cortex, with “what” pro-
cessing being more parallel and “where”
processing being more serial in nature.
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