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The Origin of Adaptation in the Auditory Pathway of Locusts
Is Specific to Cell Type and Function
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We investigated the origin of spike frequency adaptation within a layered sensory network: the auditory pathway of locusts. Spike
frequency adaptation as observed in an individual neuron may arise because of intrinsic or presynaptic adaptation mechanisms. To
separate the contribution of different mechanisms, we recorded from the same cell during acoustic and intracellular current stimulation.
We studied three identified neuron types that are representative for each network layer and participate in processing auditory patterns
and localizing sound sources. By comparing current and acoustic stimulation, three distinct patterns of the distribution of adaptation
mechanisms within the sensory network emerged: (1) balanced influence of both intrinsic and presynaptic adaptation mechanisms in an
interneuron that summates over several receptor afferents (TN1), (2) predominantly inhibiting input as the source for spike frequency
adaptation in a cell that transmits both pattern representation and directional information (BSN1), (3) primarily intrinsic, spike-
triggered adaptation currents within an interneuron coding exclusively for direction (AN2). The time courses of spike frequency adap-
tation differed significantly between the cells types. Using the adaptation time constants, we were able to predict signal transmission
properties for the different cells. We conclude that the adaptation mechanisms differ greatly among interneurons within this sensory
pathway and are a function of their role in information processing.
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Introduction
Spike frequency adaptation (SFA), the decrease in neuronal re-
sponse strength during prolonged stimulation, is a feature of vir-
tually all sensory systems. SFA plays a role in adjusting the neu-
ron’s dynamic range to the stimulus range (Brenner et al., 2000;
Dean et al., 2005; Maravall et al., 2007), optimizing energy con-
sumption (Heitwerth et al., 2005; Niven et al., 2007), and pro-
cessing of time varying signals (French et al., 2001; Benda et al.,
2005). The observed SFA can result from different mechanisms
and sources of adaptation, such as the transduction process in
receptors cells (Hudspeth et al., 2000; Gollisch and Herz, 2004;
Albert et al., 2007), spike-dependent adaptation currents (Brown
and Adams, 1980; Madison and Nicoll, 1984; Fleidervish et al.,
1996), synaptic depression (Abbott et al., 1997; Chance et al.,
1998) and inhibitory inputs (Finlayson and Adam, 1997; Ingham
and McAlpine, 2005).

The net SFA observed in the intact sensory pathway will typ-
ically result from the sum of many processes occurring between
the stimulus and the recording site, each of which transforms the

representation of sensory information, reflecting a general design
principle (Laughlin, 1989; Baccus and Meister, 2004).

Disentangling the respective contributions to SFA within a
pathway is a difficult task, however. So far, SFA has mainly been
studied either by using sensory stimulation in vivo or current
stimuli in vitro. In the latter case, intrinsic properties of isolated
cells or small circuits are isolated, whereas sensory stimulation
invokes adaptation mechanisms within the entire pathway. Here
we present data from an insect system, the auditory pathway of
locusts, in which we investigate SFA in vivo in response to both
acoustic stimuli and injected currents in the same cell. We sur-
veyed specific identified auditory interneurons in the metatho-
racic ganglion of the locust and identified different characteristic
patterns of adaptation mechanisms for different cell types.

The auditory pathway of locusts at the level of the metatho-
racic ganglion is a hierarchical network with three layers: recep-
tors and receptor-like interneurons, local neurons, and ascending
neurons. We selected three exemplary interneurons from each
processing level: TN1 receives monosynaptic input from receptor
cells and exhibits spiking responses that are similar to those of the
receptors, BSN1 is a local interneuron that represents an inter-
mediate processing level, and AN2 is an ascending interneuron
that transmits information directly to the insect’s brain (Stump-
ner and Ronacher, 1991). On present evidence there is no direct
connection between the three cell types presented here. Overall
connectivity in the network appears to be low (Vogel and
Ronacher, 2007), consisting of feedforward connections between
the layers but no connections between neurons of the same layer
(Marquart, 1985; Boyan, 1992, 1999; Vogel and Ronacher 2007).

In the present study, we systematically quantified the magni-
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tude and time course of SFA for the three cell types in response to
the two stimulation modes. We explore the distribution of adap-
tation mechanisms along the auditory pathway, discuss its possi-
ble consequences for sensory processing, and ask whether SFA
predicts differences in coding of temporal aspects of signals for
those cell types.

Materials and Methods
Preparation
Experiments were performed on 18 adult locusts (Locusta migratoria),
obtained from a commercial supplier. Legs, wings, head, the anterior part
of the abdomen and the gut were removed. The animals were fixated by
wax on a platform, dorsal side up. The thorax was opened dorsally to
expose the metathoracic ganglion. The ganglion was put on a small NiCr
“spoon” to minimize movements and the torso was filled with locust
Ringer solution (Pearson and Robertson, 1981). All experiments were
performed at room temperature (22 � 2°C).

Electrophysiology
Intracellular recordings were obtained with sharp electrodes pulled on a
horizontal puller (P-2000, Sutter Instruments) using borosilicate glass
(GCF100F-10, Harvard Apparatus). Electrode tips were filled with a
3–5% solution of Lucifer yellow (Sigma-Aldrich) in 0.5 M LiCl. Elec-
trodes had resistances of 40 – 60 M, allowing for the large currents nec-
essary in our experiments to pass through. After completion of experi-
ments, the thoracic ganglia were removed, fixed in 4%
paraformaldehyde, dehydrated and cleared in methylsalicylate. The
stained cells were identified under a fluorescent microscope according to
their characteristic morphology (Römer and Marquart, 1984; Stumpner
and Ronacher, 1991). Recordings presented here were obtained from 18
cells of three distinct cell types (TN1, n � 9; BSN1, n � 5; AN2, n � 4).

Stimulation
Each recorded cell was stimulated both acoustically and intracellularly by
current injection. For both stimulation modes the range and resolution
of intensity values for all experiments was chosen such that the entire
response curve was appropriately covered. This was achieved by online-
spike detection and calculation of response curves. Recordings were sam-
pled to the hard disk of a personal computer via a 20 kHz A/D-converter
(PCI-6014, National Instruments). For the input–response curves, we
used pulses of 500 ms duration with a 2 ms ramp at beginning and end.
Stimulation at each intensity level was repeated 10 times. To characterize
coding properties of the cells under acoustic stimulation, we used a ran-
domly amplitude modulated (RAM) stimulus of 5 s duration, repeated
10 times. The amplitude modulation was obtained by low-pass filtering
Gaussian noise at 100 Hz and multiplication with a constant carrier of the
same frequency as the pulse stimuli used for characterization of SFA. The
SD of the RAM stimulus was in all cases 6 dB, independent of the mean
level, and the highest peak in the amplitude distribution was 18 dB (three
times the SD) above mean.

Acoustic stimuli. Acoustic stimuli were delivered in a cage lined with
sound absorbing foam via one of two speakers (D-28/2, Dynaudio) lo-
cated at 90° and 35 cm away from the preparation. Signal envelopes were
digitally stored and delivered by custom-made software (LabView, Na-
tional Instruments) via a 10-kHz D/A-converter (PCI-6014, National
Instruments). Subsequently, the envelopes were multiplied (multiplier:
Heinecke) with a sine wave (FG-506, Voltcraft), attenuated under digital
control (PA5, Tucker-Davis Technologies), and amplified (GTA 2100B,
Blaupunkt). Sound intensities were calibrated with a 1.5 inch micro-
phone (type 2209, Brüel & Kjær). The carrier frequency for each cell was
set to either 5 or 12 kHz, chosen on a cell-to-cell basis, depending on
which frequency the cell was most sensitive to.

Current stimuli. Current stimuli were digitally stored and delivered by
custom made software (LabView) via the recording electrode. The am-
plifier (SEC-05LX, npi electronic) was set to either bridge or discontin-
uous current clamp modus. Discontinuous switching rates were adjusted
on a cell-to-cell basis to values of 15–20 kHz. In several cells both record-
ing modes were applied to verify that the outcome of our analysis did not
depend on the recording procedure.

Data analysis
From the digitized recordings, the spike times were extracted by a peak
detection algorithm (Todd and Andrews, 1999).

Spike frequency estimation and input–response curves. Spike frequency
f(t) was estimated by taking the inverse of the interspike interval (ISI)
between the preceding and the following spike at each time t for every
trial separately. At the time of a spike, we took the value of the preceding
ISI. For all times before the first and after the last spike we set f(t) to zero.
The mean spike frequency f�(t) and SD were obtained by averaging across
trials. The onset response f�on( I) was obtained by taking the maximum of
f�(t) during the first 30 ms after stimulus onset. The steady state response
f�ss( I) was calculated as the mean of the 30 ms interval starting at 420 ms
after stimulus onset.

Characterization of spike frequency adaptation. The comparison of SFA
under the two stimulation modes is complicated by the fact that SFA
depends on signal intensity. For this reason, we linearly interpolated the
onset and steady state input response curves to obtain values for f�ss at a
given reference onset response fon

ref of 70 and 140 Hz, respectively. For this
purpose, we took the first value of f�on( I) that exceeded fon

ref and the value
at the next lower intensity. By linear interpolation we obtain Iref, for
which fss(Iref) can be calculated by linear interpolation. The adaptation
ratio ra is then given by ra(Iref) � fss(Iref)/fon

ref. Propagated errors were
calculated by partial differentiation for all four spike frequencies contrib-
uting to the interpolation equation.

If adaptation mechanisms intrinsic to receptors and interneurons
added up linearly, the ratio for acoustic stimuli ra

ac in an interneuron that
is monosynaptically connected to receptors should be the product of the
adaptation ratio of the interneuron ra

cu and that of the receptor cells.
Spike frequency in receptors adapts to �50% of their onset response
(Benda, 2002). Thus, in the simplest case: ra

ac � 0.5 � ra
cu. Our data were

compared with this relation.
The time constant of SFA was obtained by fitting an exponentially

decaying function with three free parameters (onset spike frequency f�on,
adaptation time constant �adapt( I), and steady-state spike frequency f�ss)
to f�(t) by least squares. We verified that double exponential fits did not
significantly improve the fit quality. The time course of SFA proved to be
strongly dependent on input intensity. For this reason �adapt( I) was
pooled and displayed as histograms. For the comparison of the time
course of SFA under current and acoustic stimulation (see Fig. 3), only
values of �adapt( I) were taken at which the regression coefficient between
fitted and real data was �0.8.

Quantification of adaptation effects after stimulus offset. The decrease in
spontaneous activity because of SFA was quantified by a rate coefficient:

ci
r�I� � �ni

after � ni
before

ni
after � ni

before�, (1)

where ni
before and ni

after indicate the number of action potentials in a 200
ms segment before and after the stimulus in the ith trial at a given inten-
sity I. Only those trials for which ni

after � ni
before � 0 were taken for further

analysis. Angle brackets indicate averaging over all such trials. For TN1,
the window had to be extended to 300 ms to collect a significant number
of spikes for evaluation.

Hyperpolarization was quantified as the minimum of the membrane
potential within 200 ms after stimulus offset averaged over trials. The
minimum was evaluated for single trials separately and the mean of the
respective trials 200 ms before the stimulus was subtracted before
averaging.

Afterhyperpolarizations. Spike shapes were obtained by taking the me-
dian of each data point within time windows 50 ms before and 250 ms
after each occurrences of a spontaneous spike. Time constants of the
decay of afterhyperpolarizations were acquired by fitting a single expo-
nential function to the time course of the median spike shape from the
minimum on. The minimum of the hyperpolarization was measured
relative to the peak amplitude of the spikes to compensate for variations
in recording site and quality.

Characterization of coding properties. To describe coding properties, we
presented RAM stimuli that elicited an onset response of �250 � 5 Hz.
RAM stimuli were filled with the same carrier frequency as the test pulses
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presented for the characterization of SFA. To
obtain an estimate of the frequency transmis-
sion properties of the cell types, the gain func-
tions were calculated. Spike frequency re-
sponses to RAM stimuli 500 ms after stimulus
onset were sampled in 1 ms bins. Subsequently,
hamming windows of 1024 ms duration and
overlapping 50% were transformed to the fre-
quency domain and compared with the respec-
tive window in the stimulus:

g� f � � �	Rrs( f )


	Rss( f )
�, (2)

where Rrs( f ) is the cross-spectral density be-
tween response and stimulus, Rss( f ) is the au-
tospectral density of the stimulus, �*� indicates
averaging across the 1024 ms windows and �*� is
the magnitude of the complex argument.

Results
Characterization and comparison of
spike frequency adaptation
In the present study, we investigated
whether different interneurons exhibit
characteristic SFA patterns. In a first step,
we characterized SFA in three auditory in-
terneurons at different processing levels by
determining the input–response relations.
To do this, we obtained the onset and
steady state responses to both current and
acoustic pulse stimuli at different intensity
levels.

Response curves
Stimulated acoustically, TN1 showed a
steep sigmoid, receptor-like response
curve, saturating at higher intensity levels.
This was observed for both the onset and
the steady state response. Spike frequency
adaptation was moderate, reducing the
steady state response to �30 – 40% of the onset response (Fig. 1A,
left). Under current stimulation, TN1 showed a linear input–
response relation throughout the entire range of currents from 0
to 5 nA (Fig. 1B, left). The steady state response was also linear
and about half that of the onset response. For the respective stim-
ulation modes, the general shape of onset and steady state re-
sponse function was the same.

BSN1 showed pronounced SFA under acoustic stimulation,
had a much lower threshold than TN1, and the onset response
saturated quickly. At higher intensities, the steady state response
was reduced to zero, whereas the onset response remained un-
changed (Fig. 1A, middle). The spike raster plot at the bottom of
the middle panel of Figure 1A displays how spiking is suppressed
entirely after a short onset response at intermediate intensity lev-
els. Under current stimulation, BSN1 generally resembled the
response patterns of TN1, and exhibited a linear input–response
relationship for onset and steady state response up to relatively
large currents (Fig. 1B, middle). BSN1 saturated at higher inten-
sities. We were able to elicit much larger responses in BSN1 than
in TN1, a fact that might be attributed to the actual site of record-
ing and may account for these differences between the two cells.

In AN2, the slope of the onset response curve during acoustic
stimulation was shallower than in either BSN1 or TN1 (Fig. 1A,
right). It fired phasically in both stimulation modes; spikes at the

end of the 500 ms stimulus occurred only at intermediate inten-
sities. At high intensities firing ceased entirely after the onset
response (Fig. 1A, right panel, bottom). This pattern of AN2 was
similar to BSN1 under acoustic stimulation. AN2, however,
showed the same response pattern under current stimulation: for
larger injected currents, spikes occurred only at the beginning of
the stimulus (Fig. 1B, right).

Magnitude of spike frequency adaptation
To quantify and compare the magnitude of SFA, we computed
the ratio between steady state and onset response at both stimu-
lation modes. In most cases, this ratio was not constant over
different intensity levels that elicited different onset responses
(Fig. 2A). Starting with two onset ratios for two different fre-
quencies, we linearly interpolated the input–response relation to
estimate the ratios at 70 and 140 Hz onset spike frequency. This
enabled us to compare the magnitude of SFA under acoustic and
current stimulation directly and to relate the ratios to SFA in
receptor neurons, as studied by Benda (2002).

In TN1, the adaptation ratio for current stimulation was be-
tween 0.5 and 0.8 at almost all intensity levels (Fig. 2A, lower left).
During acoustic stimulation, SFA was much stronger and ratios
were usually �0.5 (Fig. 2A, upper left). Direct comparison of the
adaptation ratios at 70 and 140 Hz (Fig. 2B,C) showed that the
magnitude of SFA to acoustic stimuli is qualitatively in agreement

Figure 1. Input response curves for acoustic and current stimulation. Responses to constant stimuli at different intensities for
three different cell types. The thick line in the upper part of each graph describes the onset response curve, measured as the
maximum firing rate during the first 30 ms of a 500 ms rectangular stimulus. The dashed line represents the mean response to a
30 ms interval starting 420 ms after stimulus onset. Mean values and SDs for 10 repetitions are shown. The lower parts of the
graphs show exemplary spike raster plots for the same stimuli at the intensity indicated by the respective axis, time running from
top to bottom. Gray lines indicate the onset and end of the stimulus. A, Acoustic stimulation. B, Current stimulation (cells identical
to those in A).
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with a linear combination of SFA in receptors and adaptation
mechanisms within TN1, leading to a multiplication of adapta-
tion ratios. Cells exhibiting stronger SFA under current stimula-
tion should also adapt more strongly to acoustic stimuli, yet no
positive correlation between the ratios for acoustic and current
stimuli was found for TN1 (r � 0.09, p � 0.81) (Fig. 2B,C). The
putative correlation may have been masked by the large errors in
the input–response curves that propagated to the adaptation
ratios.

In BSN1, SFA to current stimulation showed a constant ratio
�0.5 (Figs. 1B, 2A). Under acoustic stimulation, the magnitude of
SFA depended on stimulus intensity, but was always lower than 0.5
(Figs. 1A, 2A). At 70 Hz onset response, the ratio under acoustic
stimulation was about half of that under current stimulation, similar
to what was observed in TN1 (Fig. 2B). At 140 Hz onset response,
SFA during acoustic stimulation was much stronger than expected
from adaptation mechanisms within receptors and BSN1 alone, sug-
gesting additional processes underlying the SFA at higher acoustic
stimulus levels.

In AN2, the magnitude of SFA was nonlinear with respect to

intensity, both under current and acoustic
stimulation (Figs. 1A,B, 2A). The adapta-
tion ratio was in both cases �0.2 for the 70
Hz response. At these levels the large errors
rule out an interpretation of the relation
between these two. We did not analyze the
AN2 at the higher onset response, because
only one of the cells under study re-
sponded with �140 Hz at both stimula-
tion modes.

Time course of spike
frequency adaptation
The second important characteristic of
spike frequency adaptation is its time
course. During acoustic stimulation, the
time course of SFA elicited by current
stimulation is convolved with the kinetics
of all adaptation processes peripheral to
the cell, whereas in the current injection it
is not. Thus, only if SFA under acoustic
stimulation is dominated by intrinsic
mechanisms of the cell, the time course
and its intensity dependence should be
similar under acoustic and current
stimulation.

In TN1, the decrease of spike frequency
was approximately exponential over all in-
tensity levels (Fig. 3A,B), whereas in BSN1
this was only the case for current stimula-
tion (Fig. 3B). In BSN1 the time course of
responses to current stimuli was essen-
tially intensity invariant (Fig. 3B), whereas
higher intensity levels under acoustic stim-
ulation led to a discontinuous, phasic fir-
ing behavior (Fig. 3A). This phasic firing
pattern at certain intensity levels was ob-
served in the AN2 for both acoustic and
current stimulation (Fig. 3A,B). We quan-
tified the time course by single exponential
fits where possible. For the following anal-
ysis only data were included for which a
single exponential fit yielded a regression

coefficient �0.8. In TN1, the time courses for acoustic and cur-
rent stimuli were rather similar (Fig. 3A,B) and did not differ
significantly ( p � 0.37, Wilcoxon ranks sum test; acoustic stim-
ulation: 60.0 � 14.9 ms; current stimuli: 49.3 � 21.6 ms) (Fig.
3C). In BSN1 time constants differed between current and acous-
tic stimulation ( p � 0.01): current stimuli reduced spike fre-
quency with a time constant of 49.8 � 14.8 ms, similar to TN1,
whereas acoustic stimuli led to shorter time constants of 18.7 �
10.9 ms (Fig. 3C). In AN2, SFA acted on longer time scales than in
TN1 and BSN1. Both current and acoustic stimulation revealed
time constants longer than 100 ms and were not significantly
different from each other (acoustic: 143.6 � 38.2 ms, current:
123.8 � 35.0 ms, p � 0.68) (Fig. 3C).

In summary, TN1 and BSN1 showed very similar adaptation
characteristics when stimulated with current and revealed a mod-
erate and linear SFA with time constants �50 ms. When stimu-
lated acoustically, this pattern changed dramatically in BSN1 and
became much more similar to the pattern observed for the AN2
that exhibited strong SFA with a high dependence on the stimulus
level. In AN2, current and acoustic stimuli led to very similar

Figure 2. Magnitude of spike frequency adaptation. A, Comparison between onset and steady state spike frequency at differ-
ent stimulus intensities. Different cells are represented by different symbols. In the upper (acoustic stimulation) and lower (current
stimulation) graphs data from the same cells are shown. The dotted line marks a ratio fss/fmax of 1, corresponding to no SFA,
whereas the solid line depicts a decrease of the spike frequency by 50%. The black arrows indicate those onset spike frequencies
for which adaptation ratios are plotted in B and C (70 and 140 Hz). B, C, Comparison of adaptation ratios ( fss/fon) for current and
acoustic stimulation at a single onset spike frequency. Onset and steady state spike frequencies were derived from linear inter-
polations; error bars depict SD as calculated by propagation of error (see Materials and Methods). The solid line marks equal SFA
under current and acoustic stimulation, the dashed line depicts the expectation from a simple linear multiplication of adaptation
mechanisms in the receptors and spiking-triggered adaptation currents in the interneuron. Onset frequency 70 Hz (B) or 140 Hz
(C); only those cells are shown for which in both stimulation modes a spike frequency of at least 140 Hz were reached. Filled circles,
AN2; open triangles, BSN1; filled squares, TN1.
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results with respect to time course and magnitude of SFA. These
findings provide evidence for strong network effects on SFA un-
der acoustic stimulation in BSN1, whereas in AN2 SFA can be
understood mainly by intrinsic properties. In TN1, SFA observed
under acoustic stimulation is in good agreement with a linear
combination of adaptation mechanisms within receptors and in
the interneuron itself.

Hyperpolarization after stimulus offset
Having analyzed the magnitude and time course of SFA, we
aimed to reveal the mechanisms behind SFA in the cell under
study, specifically hyperpolarizing currents and inhibition. If SFA
affects a cell directly, the reduction in spike frequency should be
observed as a decrease in excitability of a cell and should be main-
tained after stimulus offset. Therefore spontaneous activity and
hyperpolarizations directly after the stimulus were evaluated as
measures of excitability. A poststimulus hyperpolarization due to
SFA can have two sources: if it is the result of intrinsic adaptation
currents, then it should occur after both current and acoustic
stimulation; however, only acoustic stimulation will cause an-

other neuron to inhibit the observed cell, but not current
injection.

The relationship between activity during stimulation and re-
duced excitability after stimulation as revealed by spontaneous ac-
tivity was quantified by analyzing the voltage traces after stimulus
offset. In TN1, the membrane potential returned to its initial value
already 10 ms after stimulus offset for both current and acoustic
stimulation (Fig. 4A). The membrane potential after acoustic stim-
ulation displayed a very brief hyperpolarization directly after stimu-
lus offset, which was not observed after current injection (Fig. 4A).
Further inspection of the voltage traces revealed the consistent ap-
pearance of a hyperpolarization for spikes at the end of the stimula-
tion period. These hyperpolarizations were always of the same am-
plitude and resembled the hyperpolarization after single spikes (see
Fig. 6). These fast hyperpolarizations were not observed after current
stimulation, probably because spikes seldom occurred just at the end
of a stimulus due to lower firing rates in TN1 under these conditions.
As a result, only a very weak or no correlation between response
strength during stimulation and after stimulus hyperpolarization
was observed in TN1 (Fig. 4B,E).

Figure 3. Time course of spike frequency adaptation during 500 ms constant stimulation at different intensity levels for current and acoustic stimulation. A, B, the black bar at the bottom of each
graph indicates the presentation of the stimulus. The solid black line represent the lowest, the gray line an intermediate and the dashed line the highest intensity level. C, Comparison of time
constants of SFA. Time constants for all available stimulus presentations (data were rejected if a single exponential fit did not yield a regression coefficient �0.8). Above the histograms, means �
SDs are indicated, asterisks mark significance at the 1% level. All data from the cells shown in A and B are colored in gray. Open bars represent acoustic stimulation, filled bars depict current
stimulation.
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Higher levels of acoustic stimulation led to larger hyperpolar-
izations in BSN1 (Fig. 4A), whereas current stimulation in BSN1
had almost no effect on the membrane potential after stimulation
(Fig. 4B). This is reflected in the correlations between the re-
sponse strength during and the level of the membrane potential
after stimulation (Fig. 4A,C) (current: r � 0.04, p � 0.92, acous-
tic: r � �0.93, p � 0.0001). All five BSN1 cells showed this
pattern (Fig. 4E). In AN2, hyperpolarization under current and
acoustic stimulation increased clearly with stimulus amplitude
(Fig. 4A) and correlated with response strength during stimula-
tion (Fig. 4D) (current: r � �0.92, p � 0.00001, acoustic: r �
�0.93, p � 0.0003). We observed highly significant relations for
all tested AN2-type cells (Fig. 4E).

Although the pronounced afterhyperpolarizations observed

in AN2 provide strong evidence for spike
activated adaptation currents within AN2
for both stimulation modes, the absence of
long-lasting hyperpolarizations in TN1
and BSN1 after current stimulation could
also be due to a site of recording distant
from the spike initiating zone. TN1, for
example was possibly recorded much
more axonally than BSN1 and AN2 (for
examples of voltage traces see supplemen-
tal Fig. 1A, available at www.jneurosci.org)
and thus lasting hyperpolarizations in the
dendritic part of the neuron may not have
propagated into the axon. As a control, we
analyzed the spontaneous activity in the
three cells before and after current or
acoustic stimulation. In this case, only
spike numbers are evaluated, on which the
actual recording site should not have an
effect.

To quantify spontaneous activity, we
counted spikes in windows of 300 ms be-
fore and after each stimulus and compared
these by a rate coefficient. Negative values
of this coefficient indicate a reduction of
spontaneous activity due to stimulation.
For the TN1 shown in Figure 5A we ob-
served no correlation between the re-
sponse strength and the spontaneous ac-
tivity after stimulus end during acoustic or
current stimulation (acoustic: r � �0.45,
p � 0.11; current: r � �0.20, p � 0.38).
Although there was a small overall de-
crease in spontaneous activity after cur-
rent stimulation, this decrease did not de-
pend on spiking activity. All but one of
nine cells of the type TN1 failed to exhibit a
significant correlation between stimulated
spiking activity and the number of spikes
directly after acoustic stimulation. In
seven recordings no correlation between
current stimulation and subsequent spon-
taneous activity was observed (Fig. 5D).
The time window for the TN1 was ex-
tended to 300 ms to collect a sufficient
number of spontaneous spikes.

BSN1, however, remained less excitable
and showed less spontaneous activity after
the end of acoustic stimulation (Fig. 5B)

(r � �0.95, p � 0.0003). Under current stimulation, there was no
observable effect (r � �0.39, p � 0.34) in any of the 5 cells tested
(Fig. 5D). This implied that BSN1, even though it adapted slightly
under current stimulation, did not change its excitability on
longer time scales; the strong effects under acoustic stimulation
must have their origin earlier in the sensory pathway. AN2 re-
mained less excitable after the end of both current and acoustic
stimulation (Fig. 5D). This effect correlated strongly with the
response strength during stimulation for current and acoustic
stimuli (Fig. 5C) (current: r � �0.79, p � 0.002, acoustic: r �
�0.95, p � 0.0001) and was observed in all four cells of this type
(Fig. 5D). Thus, the analysis of spontaneous activity after stimu-
lation confirmed the results obtained by quantifying afterhyper-
polarizations (Fig. 4).

Figure 4. Hyperpolarization after stimulus offset. A, Time course of the membrane potential for the first 100 ms after stimulus
offset for different stimulus intensities. The dotted line depicts the mean potential before stimulus presentation. Darker shading
represents a higher intensity of the stimulus. TN1: current, 0.5, 1.0, 1.5, and 2.5 nA; acoustic, 60, 66, 72, and 78 dB. BSN1: current,
0.55, 0.95, 1.5, and 2.25 nA; acoustic, 40, 47.5, 55, and 65 dB. AN2: current, 0.5, 0.6, 0.7, and 0.8 nA; acoustic 45, 55, 65, and 75 dB.
B–D, Hyperpolarization after stimulus offset as a function of the maximal spike frequency response during stimulation. Each data
point depicts the mean and SD of the minimum of the membrane potential for 10 repetitions in a window 200 ms after stimulation
relative to the mean potential before stimulus onset. Open symbols, Acoustic stimulation; filled symbols, current stimulation.
Lines show linear fits to the data. B–D, Data from the same cells as in Fig. 5A–C). E, Regression coefficients for linear fits to rate
hyperpolarization versus maximal spike frequency for all recorded cells for current and acoustic stimulation.
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We conclude that in both BSN1 and
AN2, strong SFA is accompanied by a dis-
tinct hyperpolarization and reduction of
excitability. For BSN1 hyperpolarization
was not observed during current stimula-
tion and is likely mediated by presynaptic
sites. For AN2 hyperpolarizing currents
were spike dependent and played an im-
portant role for SFA as well as the overall
spiking pattern. In TN1, however, no
long-lasting effect of SFA was observed.

Hyperpolarization after
individual spikes
The analysis of hyperpolarization after
current stimuli revealed that only the AN2
exhibits long-lasting hyperpolarizations as
a result of its own spiking activity, whereas
the TN1 displayed only very brief effects
and the BSN1 showed almost no effect at
all (Figs. 4, 5). Because afterhyperpolariza-
tion currents at the end of single spikes are
thought to be one major source of intrinsic
spike frequency adaptation, a close look at
the spike forms can partly reveal the con-
tribution of intrinsic adaptation currents
in the cells we tested. We investigated
spontaneous spikes only to minimize any
extrinsic impact. The spike forms turned
out to be very specific for each cell type
(Fig. 6A). The TN1 exhibited a strong, but
very fast decaying hyperpolarization,
whereas in BSN1 only very weak hyperpo-
larizations were observed. In AN2, we found a strong hyperpo-
larization that also lasted much longer than in both TN1 and
BSN1. The high specificity of the spike forms became apparent
when population data were quantified. A fit by a single exponen-
tial function to the decay of afterhyperpolarizations showed that
all three cell types differed from each other significantly at the
0.0001% significance level: 5.6 � 0.7 ms in TN1, 24.6 � 10.7 ms
in BSN1 and 118.3 � 34.7 ms in AN2 (Fig. 6B). Notably for the
AN2, the time constant of the decay of afterhyperpolarizations
resembled that of SFA in this cell type (123.8 � 35.0 ms) (Fig.
3C). The relative magnitude of afterhyperpolarizations was sig-
nificantly smaller in BSN1 (2.9 � 4.3%) than in both TN1
(14.8 � 4.3%) and AN2 (12.8 � 1.5%), whereas no significant
difference between AN2 and TN1 was observed (Fig. 6). The
spike forms help to understand the result of the analysis of hyper-
polarization at stimulus offset: in TN1 afterhyperpolarization de-
cays so rapidly that no effect lasting for �10 ms can be observed.
BSN1 displayed almost no afterhyperpolarization and thus only an
extrinsic, inhibitory influence can be responsible for hyperpolariza-
tions observed after acoustic stimulation. In AN2, slowly decaying
afterhyperpolarizations during stimulation accumulate over time
and lead to an activity-dependent decrease in excitability.

Response characteristics under acoustic stimulation
For this study, we chose three different cell types with different
response properties, namely TN1, BSN1 and AN2. After the anal-
ysis of SFA in these neurons, we finally compared their coding
properties, to determine the effect of spike frequency adaptation
on signal processing. We compared the response properties by

the gain function as an estimation of the frequency transmission
properties of the cells (Fig. 7).

For this set of experiments, we chose the intensity of a ran-
domly amplitude modulated stimulus (SD 6 dB, carrier: best fre-
quency for the respective neuron) such that the initial spike fre-
quency was 250 Hz. All three cells in Figure 7A responded with
the same onset spike frequency of �200 Hz. The pattern of the
spike response of the TN1 approximately followed the time
course of the amplitude modulations of the stimulus even after
several seconds of continuous stimulation (Fig. 7A). Over such a
long time spike responses of 200 Hz were regularly reached in
response to larger stimulus deviations (7A, left). In BSN1 and
AN2 spike frequency decreased strongly over time and after con-
tinuous stimulation for several seconds the spiking patterns failed
to follow smaller amplitude deviations (Fig. 7A, right). Thus,
BSN1 and AN2 showed a similar reduction in spike frequency
over time and, in comparison to the mainly tonically responding
TN1, they eventually exhibited a similar locking to temporal fea-
tures of the stimulus. Note that the similarity between BSN1 and
AN2 developed over time only and was not observed during the
first 100 ms (Fig. 7A, left).

As a measure of the frequency transmission properties, we
determined the gain function of the neurons. All three neurons
displayed bandpass characteristics (Fig. 7B). The mean spike fre-
quency response of the neurons predicted the low-pass cutoff, as
indicated by the circles in Figure 7B. This dependence was appar-
ent for the two different functions depicted for a TN1 (Fig. 7B,
gray circles) which differed in the mean amplitude of the stimulus
and consequently in the mean response. Although the high-pass
filter characteristic and the general course of the function �15 Hz

Figure 5. Spontaneous activity after stimulus offset as a function of the maximal spike frequency response during stimulation.
Activity is expressed as the difference in the number of spikes in a window of 200 ms (300 ms for TN1, see Materials and Methods)
before and after stimulation relative to the sum of spike numbers in both windows (� rate coefficient). Each data point depicts the
mean and SE mean of 10 repetitions. Open squares, Acoustic stimulation; filled circles, current stimulation. Lines show linear fits
to the data. A–C, Exemplary data from single cells. A, TN1; B, BSN1; C, AN2. D, Regression coefficients for linear fits to the rate
coefficient versus the maximal spike frequency for all recorded cells for current and acoustic stimulation.
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were very similar for both intensity levels, the cutoff frequency of
the low-pass differed between the two recordings and depended
on the mean spiking response of the cell. The high-pass charac-
teristic, however, can be predicted by time constants of SFA. If
onset and steady-state response curves were approximated by
linear functions, the cutoff frequency f hi for transmission of AM
stimuli depended only on the time constant of SFA � and can be
predicted by f hi(�) � (2��)�1 (Benda and Herz, 2003). In TN1,
the gain decreased for frequencies �3 Hz, whereas the prediction
by a mean adaptation time constant of 60.0 ms lied at 2.6 Hz (Fig.
7B). For the BSN1, which adapted much more rapidly under
acoustic stimulation (mean � � 18.7 ms), we observed a higher
high-pass cutoff at 10 Hz (predicted: 8.5 Hz). The gain function
of the AN2, which adapted slowly with a mean time constant of
143.6 ms, revealed a high-pass characteristic with a cutoff be-
tween 1 and 2 Hz (prediction: 1.1 Hz).

In summary, BSN1 and AN2 showed similar response charac-
teristics under acoustic stimulation, shaped by a strong decrease
of response strength over time. The TN1, however, responded
tonically and showed stronger, but less selective locking to the
time course of the stimulus.

Discussion
We examined the origin of spike frequency adaptation in differ-
ent identified neurons along the auditory pathway of locusts.
Between the three cell types, SFA differed significantly in strength
and time course when stimulated acoustically. We were able to
discern the locations of adaptation mechanisms in the sensory
pathway underlying SFA by an analysis of SFA under current
injection and an evaluation of changes of the membrane potential
after stimulation. Thereby, we found three distinct patterns: a
balanced influence of adaptation mechanisms in the afferents
and intrinsic to the cells (TN1), predominately network effects
via inhibition (BSN1), and primarily intrinsic, spike-triggered
adaptation currents (AN2).

Different origins SFA in the three cell types
We found three different patterns on how SFA is based on mech-
anisms resulting from intrinsic properties or the respective pe-

ripheral pathway in auditory interneurons of the locust (Fig. 8).
First, both network and intrinsic cell properties can have a bal-
anced impact on SFA as observed in TN1. In this cell, adaptation
strength under acoustic stimulation was only moderately larger
than under current stimulation (Fig. 2B,C). Adaptation time
constants for both stimulation modes (Fig. 3C) were similar to
those found in receptor cells (10 – 80 ms) (Benda, 2002) in which
SFA arises mainly from encoder adaptation (Fig. 8, 2) (Benda and
Herz, 2003; Gollisch and Herz, 2004). Thus, there is no evidence
for an additional adaptation process other than in the afferent
receptor cells and the intrinsic mechanisms of TN1 (Fig. 8, 2,4)
(cf. Ocker and Hedwig, 1993).

Second, SFA can arise from network effects acting either pe-
ripherally or on the cell itself. This pattern was apparent in BSN1,
which adapted quickly with time constants �20 ms (Fig. 3C). The
strong SFA was accompanied by long-lasting hyperpolarizations
(Fig. 4A). Because these were not the result of spiking activity of
the BSN1 (Fig. 4C), they probably are imposed by inhibitory
inputs leading to slow hyperpolarizing currents (Fig. 8, 3) (see
also Weschke and Ronacher, 2008).

Third, SFA can be dominated by intrinsic properties, as ob-
served in AN2. This cell revealed long-lasting spike-triggered af-
terhyperpolarizations that accumulate over time and lead to a
long-lasting reduction in excitability (Figs. 4, 6). This finding
makes a spike-triggered, hyperpolarizing AHP- or M-type cur-
rent the most likely mechanism behind SFA in AN2 (Fig. 8, 4)
(Baldissera et al., 1973; Baldissera and Gustafsson, 1974). Nota-
bly, in AN2 SFA was stronger but slower than SFA seen in recep-
tor neurons (Fig. 3C) (Benda, 2002). Thus, intrinsic adaptation
mechanisms may overwrite the time course of SFA in the up-
stream pathway, provided sufficient adaptation strength.

Impact of the stimulation site on the comparability between
acoustic and current stimulation
All three cells are large and show an extended dendritic tree (Rö-
mer and Marquart, 1984; Stumpner and Ronacher, 1991), and
the site of current injection may have an impact on the results and
their interpretation. Therefore, we compared onset responses as
an indicator for the effective amount of current delivered in the
two stimulation modes. In BSN1 and AN2, the maximal onset
response to current and acoustic stimuli were similar (supple-
mental Fig. 1B, available at www.jneurosci.org as supplemental
material), and pronounced EPSPs suggest a more dendritic posi-
tion of our electrode (Fig. 4A; supplemental Fig. 1A, available at
www.jneurosci.org as supplemental material).

In TN1, large sound intensities elicit very strong responses not
reached by current stimulation, probably due to a more axonal
position of the electrode in TN1 recordings (supplemental Fig.
1A, available at www.jneurosci.org as supplemental material).
Thus, our conclusions for TN1 are strictly valid only for onset
responses up to 150 Hz. However, in TN1 both adaptation
strength and dynamics were largely independent of intensity
(Figs. 2, 3; supplemental Fig. 1B, available at www.jneurosci.org
as supplemental material) and there is no evidence for a more
complicated scheme at higher intensities [see Gabbiani and
Krapp (2006) for similar results in a large visual interneuron].

SFA and signal transmission properties
Identified auditory interneurons in locusts have different tempo-
ral transmission properties (Stumpner and Ronacher, 1991;
Prinz and Ronacher, 2002; Vogel and Ronacher, 2007; Wohlge-
muth and Ronacher, 2007). Can SFA, which is known to be of
relevance for signal recognition in grasshoppers (Ronacher and

Figure 6. Spike shapes of the different cell types. A, Median spike form from three exemplary
cells; spikes are truncated to display afterhyperpolarization. B, Mean and SD of the time con-
stants of decay of afterhyperpolarization for all tested cells. C, Mean and SD of the minimum of
afterhyperpolarization, relative to peak spike amplitude. Asterisks mark significance at the
0.1% level.
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Hennig, 2004), be linked to known trans-
fer characteristics of neurons?

SFA acts mainly as a high-pass filter at
low frequencies (Benda et al., 2005) and
the time constants of SFA predicted the
observed differences in the cutoff fre-
quency (Fig. 7C). Weschke and Ronacher
(2008) also found a high-pass characteris-
tic in BSN1 with a cutoff between 10 and
20 Hz, which matches our findings (Fig.
7C). Notably, in AN2, the high-pass is
shifted to lower frequencies than at earlier
processing stages by strong but slower ad-
aptation dynamics. This is possible, be-
cause the overall gain is lower than in more
peripheral neurons (e.g., TN1).

Whereas the high-pass characteristics
as reported here are difficult to compare
with previous studies due to the different
methods of quantification, the low-pass
characteristics predicted by mean fre-
quency confirm known cutoff frequencies
(Prinz and Ronacher, 2002; Wohlgemuth
and Ronacher, 2007; Weschke and
Ronacher, 2008). However, to further link
cell type-specific SFA to temporal process-
ing in the respective neurons, experiments
with long-duration natural stimuli are
required.

Functional role of the distribution of
adaptation mechanisms
Our major finding is that spike frequency
adaptation acts at all levels of a sensory
pathway. Similar results were reported for
the locust’s visual pathway (Gabbiani and
Krapp, 2006) as well as for vertebrate vi-
sual (Sanchez-Vives et al., 2000a,b; So-
lomon et al., 2004), somatosensory (Der-
dikman et al., 2006, Katz et al., 2006) and
auditory systems (McAlpine et al., 2000;
Ingham and McAlpine, 2004, 2005; Avis-
sar et al., 2007).

Different computational tasks may call
for different distributions of adaptation
mechanisms: e.g., (1) summation over
many inputs to achieve high fidelity might
require distributed mechanisms at several levels (Baccus and
Meister, 2004; Baccus, 2006), whereas (2) converging inputs
from different processing channels might require channel-
specific adaptation mechanisms mostly at presynaptic stations
(Abbott et al., 1997; Chance et al., 1998; Luksch et al., 2004).

In grasshoppers, the auditory pathway extracts the “what” and
“where” information by processing of temporal and directional
cues in parallel pathways (Hennig et al., 2004; Helversen and
Helversen, 1995), and most auditory interneurons can be classi-
fied accordingly (Stumpner and Ronacher, 1994). Can the differ-
ent distributions of adaptation mechanisms we present here be
related to these functional aspects of auditory processing?

TN1 summates over many excitatory inputs from both sides
(Stumpner and Ronacher, 1994), a process by which directional
information is lost and the representation of temporal aspects
enhanced. We find that mechanisms behind SFA for TN1 are

distributed over several levels of processing (Fig. 8), thus match-
ing the expectations for summation over many inputs (1) as also
observed in the visual pathway of vertebrates (Solomon et al.,
2004; Dunn et al., 2007).

BSN1 appears to serve both localization and pattern process-
ing. SFA as observed in BSN1 is distinctly input dependent, as
expected for the integration of several information streams in a
single neuron (2). However, accumulated hyperpolarizations,
probably due to inhibitory inputs, have a lasting effect. Then, SFA
to a stimulus via one input affects the response to subsequent
stimulation via another input and will lead to a cross-interaction
of temporal and directional information.

In AN2, the intrinsic adaptation state depends mainly on the
excitation of the AN2 itself and is thus largely invariant to which
input triggered excitation. AN2 exhibits a strict directionality that
is achieved by a balance between ipsilateral excitation and con-

Figure 7. Coding properties of TN1, BSN1, and AN2 under acoustic stimulation. A, Spike responses of TN1, BSN1, and AN2 under
acoustic stimulation by randomly amplitude modulated stimuli. The first 50 ms, first 500 ms, and last 500 ms of a 5 s RAM stimulus
are shown. The stimuli had a SD of 6 dB and were filled with a constant carrier at the best frequency of the respective cell. The
intensity was chosen to elicit an onset spike frequency response of �250 Hz in each of the three cells. At the bottom the envelope
of the stimulus is shown. B, Gain functions for a TN1 neuron at two different intensity levels, for a BSN1 and an AN2. In the legend,
the mean spike frequency responses in a 4500 ms time window starting 500 ms after stimulus onset are noted. Squares mark the
high-pass cutoff for the cells as predicted by their adaptation time constant. Circles mark the mean spike frequency, which predicts
the low-pass cutoff.
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tralateral inhibition. When an adapting stimulus is presented lat-
erally, mainly the contralateral AN2 but not the afferents to AN2
will reduce excitability, and possibly preserve the functionally
important balance between inhibition and excitation. Thus, the
AN2 may represent a third functional principle for the distribu-
tion of adaptation mechanisms: if the computation performed by
a sensory neuron relies on the ratio of incoming inhibition and
excitation, the neuron itself should adapt and not the presynaptic
input.

Our analysis on the effect of SFA on coding properties re-
vealed similar results for AN2 and BSN1 (Fig. 7); however, if
directional coding is taken into account, BSN1 and AN2 display
different responses (Stumpner and Ronacher, 1994) and SFA
would be expected to act differently on these two neurons. Be-
cause we tested stimuli from the side that elicited a larger re-
sponse for each neuron, our present investigation of SFA was
restricted to temporal processing. Nevertheless, for BSN1 a later-
alized adaptor could mainly decrease excitability of either con-
tralateral inhibition or ipsilateral excitation, thereby changing the
balance of these two. In AN2, excitability is mainly controlled in
the postsynaptic neuron but not in its inputs and therefore direc-
tional information should be unbiased by localization of a previ-
ous stimulus.

Our results add further evidence that distributed mechanisms
are a widespread feature of sensory pathways and provide an
important design principle for such pathways found across taxa
and modalities. Furthermore, we were able to show that the dis-

tribution of adaptation mechanisms is highly specific for cell
types, which in turn posses distinct coding and processing func-
tions. Thus, the origin of SFA depends on the computational role
of the part of the sensory pathway under study.
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