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A B S T R A C T

Aim: To evaluate time, reliability and accuracy of craniofacial measurements with a 3D light scanner, con-
sidering prior demarcation of surface points on the face.
Materials and methods: Eleven facial measurements of 15 volunteers were obtained by a scanner (Artec Eva TM)
and by a caliper directly on the face, with or without demarcation of facial reference points. Inter and intra-
method comparison were examined by intraclass correlation coefficient and analysis of random error by the
Dahlberg formula. Agreement between the methods was analyzed by the Bland-Altman. A Wilcoxon test was
used to compare the time for each method, at p < 0.05.
Results: Marking points on the face improved accuracy for both methods. In the inter-methods analysis with
landmarks, the scanner showed excellent reliability in all measures (ICC=0.92–0.97, p < 0.0001).
Measurements accuracy with scanner was around 2mm when the points were not previously marked and about
1 mm when the points were marked. Measures taken with the scanner, however, took twice as long, compared
with the direct method.
Conclusions: Craniofacial measurements obtained with scanner showed excellent reliability and accuracy, which
qualifies this method for clinical and scientific use. Accuracy is improved when the points were previously
marked on face. However, the time needed to obtain measurements is greater than about 4min for the direct
method.

1. Introduction

Craniofacial anthropometry is a widely used method in dentistry,
with applicability in the study of face growth,1 diagnosis of skeletal
discrepancies,2 and planning and evaluation of the results of ortho-
dontic and ortho-surgical treatment.3,4

The conventional technique consists of measurements performed
with a caliper directly on the face.5 This is a simple, noninvasive
method that does not require expensive equipment,6 although it is
difficult to apply in clinical practice since the marking points for
measurements consume a considerable time. Thus, traditionally, two-
dimensional photogrammetry and cephalometry are used as the main
sources of craniofacial measurement data. However, the limitations of
these techniques to capture the three-dimensional complexity of the
human face7 have been recognized.

In this context, techniques of computerized facial measurements
have been suggested to reduce the time spent on examinations and
improve the reliability of measurements as well as allow the storage

and retrieval of data and information.2,3 Several studies6,8–14 aimed to
evaluate the reliability of anthropometric measurement with three-di-
mensional (3D) and two-dimensional (2D) apparatus. One of the
methods, digital scanning of the face with light, is performed by means
of devices that collect reflected light and images to analyze the depth
information and texturing of 3D objects. It is considered a non-invasive
method that avoids the compression of skin tissues15 and does not cause
discomfort to the patient.

Despite the reports of the reliability of face measurement methods,
it is necessary to examine the time needed, data processing and relia-
bility of the methods regarding the marking of points.

This study aims to assess the accuracy and replicability of a light
scanner, plus the scan time. It also examined the accuracy for prior
demarcation of surface points on the face.

2. Material and methods

The study was approved by the Ethics in Research Committee
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number XXX. Participants signed an informed consent form. Authors do
not have ant conflict of interest. We have used a handheld 3D light
scanner (Artec Eva TM, Artec Group, Luxembourg) that can make a
quick, textures and accurate 3D model of medium sized objects.
Capturing and simultaneously processing up to two million points per
second with na high accuracy— up to 0.1mm.

The accuracy and reliability of face measurements obtained with the
scanner were compared to measurements obtained directly from the
face using a digital caliper (Agro, Industry and Commerce, São Paulo,
Brazil) with a 0.1 mm resolution. One previously trained operator
performed the landmarks, measurements and the scanning. Meanwhile,
as the operator scans the volunteer's face, the 3D image was auto-
matically generated in the software Artec Studio (Artec Group,
Luxembourg), where it was possible to manipulate the model, as well
created a database.

The sample size calculation was based on a previous study16 and
includes 15 adults—6 females and 9 males—with a mean age of 25
years (SD=1.1 years). No subjects had undergone facial surgery or had
a history of craniofacial trauma and/or congenital abnormalities. Each
volunteer was subjected to both methods: direct anthropometry and
face scanning. For both techniques, the volunteer was seated in a
comfortable position with their eyes closed and remained immobile
during the process to avoid jeopardizing the achievement of the mea-
sures (Fig. 1).

It was necessary to perform two facial scans, one without the prior
appointment of the reference points and another after marking for
measurement of linear distances.

The next step was to obtain measurements with the caliper. Then
the reference points were made on the face, and a new scan and direct
measurement were performed. Eleven linear measurements (Fig. 2)
were obtained with and without the prior appointment of reference
points on the soft tissues of the face (Fig. 3). The points were marked
with black liquid eyeliner as described in a previous study.16

The following linear measurements were obtained from the points
(Fig. 2):

• N–Sn: linear distance from point N (nasion) to point Sn (subnasal).

• N–Me: linear distance from point N (nasion) to point Me (mento-
nian).

• Sn–Me: linear distance from point Sn (subnasal) to point Me (men-
tonian).

• −Ex Ex :r l linear distance from point Exr (exocanthion right) to
point Exe (exocanthion left).

• −Ch Chlr : linear distance from point Chr (cheilion right) to point
Chl (cheilon left).

• Pg− Tr: linear distance from point Pg (pogonion) to point Tr (tragus

right).

• Pg− Tl: linear distance from point Pg (pogonion) to point Tl (tragus
left).

• Pg− Gor : linear distance from point Pg (pogonion) to point Gor

(gonion right).

• Pg− Gol : linear distance from point Pg (pogonion) to point Gol

(gonion left).

• Sn-Ls: linear distance from point Sn (subnasal) to point Ls (upper
lip).

• Me–Li: linear distance from point Me (menton) to point Li (lower
lip).

Fig. 1. Voluntary positioning for obtaining a scan of the face.

Fig. 2. Obtaining of linear measurements of the face measured in a digital
model further processed to scan the face.

Fig. 3. Marking the reference points on the face with liquid eyeliner.
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2.1. Methods of time analysis

A stopwatch recorded the total time needed to execute the method
and process the data. The time needed to mark points on the face was
considered the same for both techniques and was added to the sub-
sequent time according to the specific method of measurement. For the
scanner, two times were obtained: first the duration of the face scan and
then the time needed to obtain digital models and linear measurements
on the computer. In the direct method, the amount of time needed to
obtain measurements with a digital caliper was recorded.

2.2. Statistical analysis

D'Agostino statistical test was used to analyze the normality of the
data. To conduct intra- and inter-method analysis of the reproducibility
of measurements, we used intraclass correlation coefficient (ICC).
Wilcoxon test was used for time analysis, as the data had a non-normal
distribution. Analyses were made by BioEstat 5.3 program (Mamirauá
Institute, Belém, Pará, Brazil) at p < 0.05. The Dahlberg formula was
used for analysis of random error. For inter-methods agreement, we
plotted a Bland-Altman scatter plot using MedCalc software, version 9.3
(MedCalc Software, Mariakerke, Belgium).

3. Results

Comparing each method with or without previous points demarked
on the face, the accuracy was more reliable for measures Sn-Ls, Me–Li,
N-SN and Chd-Che in both methods, since they showed the least dif-
ference between the means values and the smallest random errors,
around 1mm. The measures that included soft pogonion landmark (Pg-
GoL, Pg-GoR, Pg-TR and Pg-TL) denoted less precision, with random
error around 3–4mm for both methods (Table 1). Also, these variables
encompassing Go point showed a moderate reliability (ICC), while all
others variables showed a good to excellent reliability. Overall relia-
bility was similar for both methods regardless the presence of marked
points (Table 1).

Overall inter-methods accuracy was around doubled improved
when the landmarks were previously marked, mainly for those vari-
ables involving Go point (Pg-GoR and Pg-GoL). Considering the mea-
surement of the variables with previously marked points, inter-method
analysis (direct anthropometry vs scanner) showed the worst accuracy

when Pg point is included in the measure being evaluated, around
1–2mm (Table 2). However, this accuracy seems enough reliable to
scientific and clinical purpose.

Also ICC is improved significantly when comparing inter-method
analysis with the marking points. While five variables (Me–Li, Sn-Ls,
Pg-GoR, Pg-GoL, N–Sn) showed a moderate to good realibility when
inter-method is evaluated, intraclass correlation between measure-
ments obtained by the methods with marking points, showed excellent
replicability (Table 2).

For scanning validation as a reliable method of facial measurement
with points, we conducted a Bland-Altman analysis through a scatter
plot (Table 2). All linear measurements showed moderate individual
variability of agreement between the two instruments (scanner and
caliper). The differences between averages of the methods in N–Sn,
N–Me, Chd-Che and Sn-Ls were lower than for the other measures,
demonstrating less variability, making facial scanner with points the
most reliable method for these measurements (Table 2). However, the
majority of research subjects remained within two standard deviations
of difference.

In general, estimates of absolute magnitude of intra- and inter-
methods error tended to be higher in the variables of greatest dimen-
sions (Pg-TL, Pg-TR, Pg-GoR and Pg-GoL). Thus, smaller absolute
magnitude errors were associated with variables of lower value (Sn-Ls,
Me–Li and ChL-ChR). The intra-method error relative to the caliper had
a breadth of 0.99–4.42mm compared to 0.82–3.27mm for the scanner
(Table 1). In the inter-method analysis, the error amplitude without
points was 0.65 a 2.16mm, and that of tagging points on the face was
0.85–6.22mm (Table 2).

It was also noticed that the differences between means of measures
taken directly on the face and those obtained by scanning were nega-
tive, showing that the measurements obtained by scanner were slightly
larger than those obtained by direct technique (Table 2).

A statistically significant difference (p < 0,005) was found for
intra- and inter-methods time analysis. The results showed that the
method that consumed the least time was the direct technique without
marking the reference facial points, which took a median of 3′05″,
while scanning without marking points consumed more time (8′19″)
(Table 3).

Table 1
Mean, difference of means, random error (Dahlberg) and Intraclass correlation (ICC) for intra-method analysis of the face measurements in the direct technique
(caliper) and 3D scanner.

Direct measurement (caliper) 3D Scanner

Mean Mean

Variables W/out With Difference X1-X2 Random error ICC p-value W/out With Difference X3-X4 Random error ICC p-value

point point point point

(mm) X1 X2 mm (%) mm (%) X3 X4 mm (%) mm (%)

N–Sn 53,64 53,15 0,49 0,92 1,23 2.30 0,88*** 51,62 53,73 −2,11 −4,01 1,89 3.59 0,73**
N–Me 117,74 115,34 2,4 2,06 2,47 2.12 0,86*** 114,88 116,53 −1,65 −1,43 2,01 1.74 0,91***
Sn–Me 64,74 63,71 1,03 1,60 1,71 2.66 0,87*** 64,99 64,28 0,71 1,10 1,76 2.72 0,87***
ExR-ExL 98,96 98,17 0,79 0,60 1,77 1.35 0,94*** 97,14 99,18 −2,04 −2,08 1,87 1.91 0,93***
ChR-ChL 50,97 51,15 −0,18 −0,35 0,99 1.94 0,89*** 50,87 52,03 −1,16 −2,.25 1,41 2.74 0,86***
Pg-TR 141,96 143,86 −1,9 −1,33 2,01 1.41 0,92*** 144,13 146,54 −2,41 −1.66 2,06 1.42 0,93***
Pg-TL 141,52 143,08 −1,56 −1,10 1,88 1.32 0,93*** 142,88 144,73 −1,85 −1.29 2,08 1.45 0,93***
Pg-GoR 101,27 97,60 3,67 3,69 4,42 4.45 0,45* 99,69 99,02 0,67 0.67 3,27 3.29 0,74**
Pg-GoL 101,40 96,47 4,93 4,98 4,28 4.33 0,47* 98,98 97,65 1,33 1.35 3,27 3.33 0,75**
Sn-Ls 13,56 13,66 −0,1 −0,73 1,20 8.82 0,83*** 14,95 14,31 0,64 4.37 0,82 5.60 0,89***
Me–Li 34,11 33,36 0,75 2,22 1,25 3.71 0,84*** 34,05 33,74 0,31 0.91 1,73 5.10 0,71*

*p < 0,05 **p < 0,001 ***p < 0,0001.
Realibility: ICC<0,4 (Poor) 0,4≤ ICC<0,75 (medium to good) ICC ≥ 0,75 (excellent).
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4. Discussion

Traditionally, anthropometry is performed directly by pachymetry
and tapes for the measurement of the body.18,19 However, this has
several limitations, such as data storage,20 time spent with the patient
and lack of practicality. Thus, various studies are being conducted with
the objective of validating the latest modern techniques of anthro-
pometry,19,20 which include use of scanners and software.

The advancement of technology has made it possible to perform
anthropometric measurements indirectly to obtain colored and textured
digital 3D models. However, to validate this method, we aimed to en-
sure that it provides reliability in quantifying the soft tissue of the
face.19,21–24 This study suggests that face scanning is a reliable method
of measurement, since the results showed excellent replicability intra
and inter-method for unmarked points and points in most of the 11
measures examined, corroborating previous studies.25,26

From the Bland-Altman analysis, we observed that both techniques
have a good agreement, which allows us to validate the scanner as a
reliable method. For all measurements we observed a moderate in-
dividual variability, as should approach the average as much as pos-
sible, yet most individuals remained between the confidence intervals
and the difference was of no clinical importance.

Although Pg-Td, Pg -Te, Pg-God and Pg-Goe presented a high cor-
relation coefficient (0.92, 0.95, 0.96, 0.97, respectively) in the inter-
method analysis with the prior appointment dots (Table 2), demon-
strating only moderate concordance on the scatter plot because it pre-
sented greater amplitude between the confidence intervals, which
makes it the least reliable method for these measures.

The points on the face contributed to an increase of accuracy5,19 in
the anthropometry by scanning, and this should be performed prior to
the scan.18 Because they become more difficult to identify in digital
models, the operator should be well trained and calibrated to locate

them. However, it would be unfeasible to consider making these points
in certain populations, such as indigenous communities, which have a
cultural practice of painting their bodies.

However, the analysis of the results showed that the measures that
included the Gonion point (Pg-God and Pg-Goe) had the biggest rates of
error when the point was not previously marked. The error was asso-
ciated with the fact that this point is difficult to find because it is lo-
cated where the mandible branch bisects its base.27

It was observed that the random error ranged from 1.30mm to
3.60mm for measurements without the demarcation of the points and
from 0.65mm to 2.16mm when the points were previously defined
(Table 2). However, the marking of points was performed only once on
the face for execution of both techniques, and only inter-methods re-
plicability can be evaluated.

Through intra-method random error analysis of the direct technique
(2.11 mm) and scanner (2.01 mm), we observed similarity of both
techniques. In the inter-method analysis with the marker points, we
found that the scan showed measures slightly larger than the direct
method (average scanner: 83.7 mm; average caliper: 82.6 mm), which
in turn may be related to compression of the soft tissue of the face at the
time of identifying the point by caliper. The literature presents a con-
troversy on this issue, since some authors have found higher measures
with scanners28 while others29 have found the opposite. The contra-
diction of the results can be associated with the intrinsic properties of
each type of scanner and the operator's training in placing the measures
directly on the face.

In this study it was verified that when we perform the marking of
points on the face before the scan there is a reduction in the time
needed to accomplish the measures (4′18″ without the marking points
to 2′49″ with marker points). Obtaining linear measures becomes much
faster with the reference points because the operators do not need to
identify them in the software, especially the structures considered more

Table 2
Mean, standard deviation (SD), difference of means, random error (Dahlberg) and Intraclass correlation (ICC) and Bland-Altman statistics for inter-methods analysis
of the face measurements in the direct technique (caliper) and 3D scanner.

Without points With points Bland-Altman

Variables Difference X1-X3 Random error ICC p-value Difference X2-X4 Random error ICC p-value Direct x 3D

with points

(mm) (%) (%) (%) (%) X 2SDs

N–Sn 2,02 3.84 2,09 3.97 0,62* −0,58 −1.09 0,90 1.68 0,94*** −0,6 1,7 — -2,9
N–Me 2,86 2.46 2,89 2.48 0,82*** −1,19 −1.03 1,00 0.86 0,97*** −1,20 0,37 — -2,77
Sn–Me −0,25 −0.39 1,90 2.93 0,85*** −0,57 −0.89 1,04 1.63 0,94*** −0,6 2,2 — -3,4
ExR-ExL 1,82 1.86 1,75 1.78 0,94*** −1,01 −1.02 0,84 0.85 0,98*** −1,00 0,32 — -2,33
ChR-ChL 0,1 0.20 1,30 2.55 0,86*** −0,88 −1.71 1,03 2.00 0,94*** −0,9 1,5 — -3,2
Pg-TR −2,17 −1.52 2,22 1.55 0,90*** −2,68 −1.85 2,16 1.49 0,92*** −2,7 0,3 — -5,7
Pg-TL −1,36 −0.96 1,52 1.07 0,94*** −1,65 −1.15 1,65 1.15 0,95*** −1,7 1,7 — -5,0
Pg-GoR 1,58 1,57 3,41 3.39 0,66* −1,32 −1.34 1,19 1.21 0,96*** −1,42 0,46 — -3,30
Pg-GoL 2,42 2,42 3,60 3.59 0,60* −1,18 −1.22 1,09 1.12 0,97*** −1,19 0,84 — -3,21
Sn-Ls −1,39 −9,75 1,35 9.47 0,72** −0,65 −4,65 0,87 6.22 0,91*** −0,6 1,5 — -2,8
Me–Li 0,06 0,18 1,81 5.31 0,67* −0,38 −1,13 0,65 1.94 0,96*** −0,38 1,32 — -2,08

*p < 0,05 **p < 0,001 ***p < 0,0001.
Realibility: ICC< 0,4 (Poor) 0,4≤ ICC < 0,75 (medium to good) ICC≥ 0,75 (excellent).
“Difference X1-X3”: diference between measures obtained with caliper without points (X1) and scanner without points (X3).
“Difference X2-X4”: difference between measures obtained with caliper with point (X2) and scanner with point(X4).

Table 3
Median time analysis (minutes) for the execution of direct techniques (caliper) and scanning and intra- and inter-method p-values (Wilcoxon).

Caliper Scanner 3D Caliper x Scanner 3D

With point Without Point p value With point Without Point p value p value

Median time (minutes) 5′03″ 3′05″ 0,0003** 7′18″ 8′19″ 0,017* 0,0003**

*p < 0,05 **p < 0,001 ***p < 0,0001.
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difficult to identify, such as the gonion27 and pogonion.
Previous studies5,13,19 analyzed the time needed to scan and obtain

three-dimensional images, but did not conduct a comparative analysis
of this with the duration of the direct technique. Some authors consider
scanning a faster method because they do not consider the time needed
to process the image and obtain measurements by the program. In this
research, we observed a statistically significant difference between the
methods, since the scanner consumed more time (about 4min) com-
pared to the direct technique. In view of this, it is necessary to greatly
advance scanner technology to provide faster image obtainment and
processing. However, this system has the great advantage of the storage
and export of data, the possibility of analyzing the 3D models for case
planning15,30 and the creation of a database for conducting longitudinal
surveys.

A profound knowledge of facial asymmetry is essential to critically
analyse all the features involved, and accurately quantify the magni-
tude of disproportion. This would help formulate more satisfying
treatment plan in terms of optimizing esthetics and function while
taking into consideration the perceptions and expectations of the pa-
tient.31

5. Conclusions

Craniofacial measurements obtained with scanner showed excellent
reliability and accuracy, which qualifies this method for clinical and
scientific use. Accuracy is improved when the points were previously
marked on face. However, the time needed to obtain measurements is
greater than about 4min for the direct method.

Appendix A. Supplementary data

Supplementary data to this article can be found online at https://
doi.org/10.1016/j.jobcr.2019.07.001.
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