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Increasing Spectrotemporal Sound Density Reveals an
Octave-Based Organization in Cat Primary Auditory Cortex
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Auditory neurons are likely adapted to process complex stimuli, such as vocalizations, which contain spectrotemporal modulations.
However, basic properties of auditory neurons are often derived from tone pips presented in isolation, which lack spectrotemporal
modulations. In this context, it is unclear how to deduce the functional role of auditory neurons from their tone pip-derived tuning
properties. In this study, spectrotemporal receptive fields (STRFs) were obtained from responses to multi-tone stimulus ensembles
differing in their average spectrotemporal density (i.e., number of tone pips per second). STRFs for different stimulus densities were
derived from multiple single-unit activity (MUA) and local field potentials (LFPs), simultaneously recorded in primary auditory cortex of
cats. Consistent with earlier studies, we found that the spectral bandwidth was narrower for MUA compared with LFPs. Both neural firing
rate and LFP amplitude were reduced when the density of the stimulus ensemble increased. Surprisingly, we found that increasing the
spectrotemporal sound density revealed with increasing clarity an over-representation of response peaks at frequencies of �3, 5, 10, and
20 kHz, in both MUA- and LFP-derived STRFs. Although the decrease in spectral bandwidth and neural activity with increasing stimulus
density can likely be accounted for by forward suppression, the mechanisms underlying the over-representation of the octave-spaced
response peaks are unclear. Plausibly, the over-representation may be a functional correlate of the periodic pattern of corticocortical
connections observed along the tonotopic axis of cat auditory cortex.
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Introduction
In auditory neuroscience, simple stimuli such as pure tones pre-
sented in isolation are commonly used to derive basic response
properties of neurons such as characteristic frequency (CF), fre-
quency selectivity, minimum latency, etc. Pure tones are usually
presented with a fixed and relatively large interstimulus interval
to avoid forward suppression (Wehr and Zador, 2005). However,
pure tones presented with a large and constant interstimulus in-
terval are not representative of natural sounds, such as vocaliza-
tions (Grace et al., 2003; Singh and Theunissen, 2003; Hsu et al.,
2004), because they do not contain spectrotemporal modula-
tions. Assuming that the auditory system is adapted to process
natural sounds, it is questionable whether the functional role of
auditory neurons can be deduced from their tone pip-derived
properties. In this context, it seems necessary to use stimulus
ensembles that allow assessment of the functional role of central
neurons in complex sound environments.

Reverse correlation methods have provided a first step toward

such an assessment (Aertsen and Johannesma, 1981; Eggermont
et al., 1983; Klein et al., 2000; Escabı́ and Read, 2003). The char-
acterization of neurons derived from reverse correlation is based
on the spectrotemporal receptive field (STRF), which is the best
linear estimate of the preferred stimulus of the neuron. The stim-
ulus ensemble used to derive STRFs is typically composed of
random broadband sounds that do not contain any autocorrela-
tion structure in the time or frequency domains (Eggermont et
al., 1983; Schreiner and Calhoun, 1994; Blake and Merzenich,
2002; Rutkowski et al., 2002). Stimulus ensembles composed of
random overlapping tone pips (deCharms et al., 1998; Blake and
Merzenich, 2002; Valentine and Eggermont, 2004) and dynamic
ripple sounds have been used extensively because they simulate
elementary features of complex sounds (Depireux et al., 2001;
Miller et al., 2001, 2002; Qiu et al., 2003; Escabı́ and Read, 2005).
Both multi-tone pip and ripple stimuli, although still artificial
(i.e., not present in the natural environment), are presumably
more natural than single nonoverlapping tone pips because they
contain spectrotemporal modulations. Finally, STRFs have been
derived from a set of conspecific vocalizations, which requires the
use of a decorrelation procedure to remove the effects of spectro-
temporal structure in the stimulus (Theunissen et al., 2000).

Recent studies, using single-tone pip stimuli, have suggested
an octave-based organization in primary cortex (Brosch et al.,
1999; Brosch and Schreiner, 2000; Kadia and Wang, 2003). The
aim of the present study, in cortical field AI of cat, was to address
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whether the neural tuning properties obtained from complex
stimuli could show an octave-based organization. STRFs were
obtained from single- and multi-tone pip ensembles and derived
from both multiple single-unit activity (MUA) and local field
potentials (LFPs). MUA and LFPs, recorded simultaneously from
the same electrodes, allowed us to investigate synaptic integration
in AI neurons responding to complex acoustic environments. We
found that multi-tone pip ensembles revealed an over-
representation of response peaks at frequencies of �3, 5, 10, and
20 kHz, in both MUA- and LFP-derived STRFs. This over-
representation was less evident for the single, nonoverlapping
tone pip stimuli.

Materials and Methods
Animal preparation
At the time of the recordings, the average age of the cats (n � 30) was
232 d (range 150 –319 d) and their average weight was 3309 g (range
1390 – 6000 g). We and others (Eggermont, 1996; Bonham et al., 2004)
have shown that at 4 months of age, all aspects of cortical response
properties including tonotopic maps are adult-like. All cats were deeply
anesthetized by the intramuscular injection of 25 mg/kg (body weight)
ketamine hydrochloride and 20 mg/kg (body weight) sodium pentobar-
bital. A mixture of 0.2 ml of acepromazine (0.25 mg ml �1) and 0.8 ml of
atropine methyl nitrate (25 mg ml �1) was administered subcutaneously
(�0.25 ml/kg of body weight). The cat was secured with one screw ce-
mented on the head without any other restraint, and there were no pres-
sure points (such as ear bars). The wound margins were regularly infused
with lidocaine, and additional acepromazine/atropine mixture was ad-
ministered every 2–3 h. Throughout the experiment, typically every half
hour, we tested that the anesthesia level was sufficient to ensure that
pinna reflexes induced by touching the tragus were absent. We also care-
fully monitored the rate of breathing. The mean ketamine dose to main-
tain areflexive anesthesia in this set of cats was 8.6 � 3.1 mg kg �1 h �1. At
the end of the acute recording session, the cats were administered a lethal
dose of sodium pentobarbital. The care and use of animals in this study
were approved (#BI 2004-008) and reviewed on a yearly basis by the Life
and Environmental Sciences Animal Care Committee of the University
of Calgary. All cats were maintained and handled according to the guide-
lines set by the Canadian Council of Animal Care.

Acoustic stimulus presentation
Stimuli were generated in MATLAB and transferred to an RP2.1-based
sound delivery system (Tucker-Davis Technologies). Acoustic stimuli
for recording cortical activity were presented in an anechoic room from
a speaker system (Fostex RM765 in combination with a Realistic Super-
Tweeter) that produced a flat spectrum (�7 dB) between 2 and 40 kHz
measured at the cat’s head, but with a one-octave-wide dip of �15 dB
around 1 kHz. The speaker system was placed �45° from the midline
into the contralateral field, and �55 cm from the cat’s left ear.

Tone pips used in auditory brainstem response (ABR) recordings and
STRF estimation had gamma-envelopes given by: �(t) � (t/4) 2 exp(�t/
4), where t is time in milliseconds. The duration of these pips over half-
peak amplitude was �15 ms, whereas the total duration of the pip was 50
ms. Calibration and monitoring of tone pip stimuli was accomplished
with a condenser microphone and amplifier (Brüel & Kjaer 4134 and
2636, respectively), placed just above the animal’s head and facing the
speaker. The harmonic distortion of the system was evaluated and found
to be negligible: between 2 and 3 kHz; the amplitude of the first harmonic
was on average 55 dB lower than the 65 dB SPL (sound pressure level)
fundamental. The ear contralateral to the speaker (ipsilateral to the cor-
tex recorded from) was filled with an ear mold substance (Dur-A-Sil;
Insta-Mold Products).

The characteristic frequency and tuning properties of AI neurons were
first determined using “single-tone stimuli” (STS), consisting of 27 or 38
gamma-tone frequencies, covering five (0.31–10, 0.62–20, 1.25– 40 kHz)
or seven (0.31– 40 kHz) octaves, and presented at eight intensities (�5 to
�65 dB SPL, in 10 dB steps). Each frequency–intensity combination was
repeated 10 times at a rate of 4/s in pseudorandom order.

Two “multi-tone stimuli” (MTS) were next used to derive neuronal
STRFs, as detailed by Eggermont (2006). Either 81 or 113 gamma-tone
frequencies were used, again covering the same five or seven octaves as
the STS, with a density of 16 frequencies per octave. The onsets of tone
pips at each frequency was Poisson-distributed with a different realiza-
tion for each frequency, ensuring no correlation between stimulus-onset
times at different frequencies. Two different mean rates were used in the
Poisson generator to compose moderate-density MTS (MTS_20, 4 pips/
s/octave) and high-density MTS (MTS_120, 24 pips/s/octave). The over-
all presentation rate of each of the MTS then depends on the number of
octaves used: 20/s (MTS_20) and 120/s (MTS_120) for MTS covering
five octaves, and 28/s (MTS_20) and 166/s (MTS_120) for MTS covering
seven octaves. The Poisson generator had a dead time of 50 ms (equal to
the duration of the tone pips), to avoid the overlap of tone pips of iden-
tical frequency; however, tone pips of different frequencies could over-
lap. These stimulus ensembles lasted 900 s and were presented at an
intensity level of 65 dB SPL. Their envelope spectra were low-pass in
shape, with a cutoff frequency of �20 Hz and 30 Hz for MTS_20 and
MTS_120, respectively (see supplemental Figs. S1 and S2, available at
www.jneurosci.org as supplemental material).

To measure the acoustic characteristics of the free-range cat room
(1.7 � 3.45 m in floor size and 3 m high, floor and walls tiled), two
speakers (Realistic Minimus 3.5; RadioShack) were attached on each side
and just above the door level at the narrow end of the room and received
the same input signal. The MTS_120 sound stimulus was played and the
A-weighted sound level in the cat room measured using a Quest Elec-
tronics model 1800 sound level meter at 12 equidistant points 10 cm
above floor level, averaged 68 dB SPL with a range of �4 dB. The sound
spectrum measured in the center of the room varied by less than �3 dB
up to 20 kHz (the cutoff frequency of the test speaker). The background
noise level was 42 dB SPL at 1 kHz sloping down at �18 dB/octave to
reach a plateau of �18 dB SPL at 6 kHz. There were no visible peaks in the
background spectrum.

Auditory threshold estimation
Hearing sensitivity was determined from ABR thresholds in an anechoic
room. We used the component in the ABRs that was detectable at the
lowest sound levels; this was nearly always wave 4, putatively represent-
ing synchronized input to the inferior colliculus. ABRs were recorded
with needle electrodes in ipsilateral and contralateral muscles covering
both mastoids. ABRs were evoked with tone pips at frequencies of 3, 4, 6,
8, 12, 16, 24, and 32 kHz, and presented at a rate of 10 Hz. The signals
were amplified and bandpass-filtered between 300 and 3000 Hz using a
DAM 500 (World Precision Instruments) differential amplifier and av-
eraged with a Brüel & Kjaer (type 2034) dual signal analyzer in the signal
enhancement mode. We used artifact rejection and local lidocaine infu-
sion to avoid contamination of the ABR by muscle action potentials. At
high stimulus levels, an average of 20 –50 recordings sufficed to obtain
clear responses, but at near-threshold levels, an average of 200 –300 re-
cordings was obtained twice. We decreased the SPL in step sizes of 10 dB
until the responses were nonreproducible. Threshold was defined as the
highest SPL that yielded a nonreproducible response, plus 5 dB. Hearing
threshold was assessed by comparing the ABR thresholds obtained in cats
in the present study with a set of reference ABR thresholds from 13
normal-hearing cats that were not part of this study.

Recording and spike separation procedure
In 14 cats, we used two arrays of eight tungsten microelectrodes (FHC),
each with impedances between 1 and 2 M�. These electrodes were ar-
ranged in a 4 � 2 configuration; interelectrode distance within rows and
columns was 0.5 mm. In 16 cats, we used two arrays of 16 tungsten
microelectrodes (MicroProbe), each also with impedance between 1 and
2 M�. These electrodes were arranged in an 8 � 2 configuration; inter-
electrode distance within rows was 0.25 mm and 0.5 mm between rows.

Each electrode array was oriented such that all electrodes were touch-
ing the cortical surface, and then the arrays were manually and indepen-
dently advanced using a Narishige M101 hydraulic microdrive. The sig-
nals were amplified 10,000 times with filter cutoff frequencies set at 2 Hz
and 7.5 kHz. The amplified signals were processed by an RX5 multichan-
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nel data acquisition system (Tucker-Davis Technologies). Spikes were
extracted from a 0.3–3 kHz bandpass-filtered signal and LFPs from a
2– 40 Hz bandpass filtered signal. In this way, we were able to extract
spike and LFP data simultaneously. Spike sorting was done off-line using
an automated procedure based on principal component analysis filter-
ing, and K-means clustering was implemented in MATLAB (Math-
Works). The spike times and waveforms were stored. For statistical pur-
poses, the separated single-unit spike trains were added again to form a
multi-unit spike train, thereby eliminating potential contributions from
thalamocortical afferents or fast spikes from interneurons.

The distinction between cortical fields AI and anterior auditory field
(AAF) was based on the reversal of the tonotopic frequency gradient and
the frequency-tuning curve bandwidth at 20 dB above threshold, units in
AAF being more broadly tuned. The demarcation of AI and the posterior
fields was based on response latency, clearness of frequency tuning, and
nonmonotonicity. Thus, long-latency, narrow-frequency tuning, and
strongly nonmonotonic rate intensity functions were used to assign neu-
rons to posterior auditory field.

Data analysis
The methodology for computing STRFs was developed by Valentine and
Eggermont (2004). Briefly, STRFs for MUA were determined by con-
structing poststimulus time histograms (PSTHs), with time bins of 1 ms
for each frequency. In other words, spikes falling in the averaging time
window (starting at the stimulus onset and lasting 100 ms) are counted.
Because the average interstimulus interval in the stimulus ensemble is
smaller than the averaging time window (100 ms), a spike can be counted
in the PSTH of several pip frequencies. The mean firing rate, obtained by
dividing the number of spikes per second by the number of stimuli per
second, is the dependent variable displayed in the STRFs. STRFs for LFPs
were obtained by a similar procedure, except that the LFP waveforms
(0 –100 ms after stimulus onset) were averaged for each appropriate tone
pip frequency. All STRFs were smoothed with a uniform 5 � 5 bin
window.

For both STS and MTS stimulation, units were classified as being
tuned to a single frequency or to multiple frequencies by a fully auto-
mated “peak detection” algorithm. In essence, the algorithm consisted of
two steps: determining the subset of frequencies to which the MUA or
LFP response was statistically significant, and identifying the distinct
peaks, or response local maxima, in this significant subset. In more detail,
the algorithm operated as follows.

Step 1. The time window in which the baseline-corrected time mar-
ginal (i.e., a STRF collapsed to just the time domain by averaging across
frequency) was at least 25% of the peak response was determined. The
baseline firing rate was derived from the mean activity 0 –10 ms after
stimulus onset, averaged across frequency.

Step 2. The frequency marginal (i.e., a STRF collapsed to the frequency
domain by averaging across time) was obtained, by averaging over the
time window obtained in step 1.

Step 3. Each bin of the frequency marginal obtained in step 2 was
checked for significance above the baseline rate. The criterion chosen for
a significant response was 4 SD above the baseline mean (SD is derived
from the baseline firing rate, i.e., neural activity 0 –10 ms after stimulus
onset).

Step 4. Each distinct group of frequencies identified in step 3 consti-
tutes at least one distinct response peak. To determine whether a group of
significant frequencies contained more than one distinct peak, all local
maxima and minima on the baseline-corrected frequency marginal were
identified. If, in addition to the “global” maximum of a significant, dis-
tinct group of frequencies, a local maximum was surrounded by two local
minima, both �80% of the local maximum, the local maximum was
classified as a separate, additional peak.

Step 5. All peaks identified in step 4 were required to be separated by at
least one-fifth octave. If a given pair of peaks was not, the smaller peak of
the pair was not counted.

The results of the algorithm were visually checked on a substantial
subset of our database, and the algorithm and the eye overwhelmingly
agree on what constitutes a distinct frequency peak on an STRF (see Figs.
2–5).

To assess whether the percentage of peaks found at any given fre-
quency was statistically higher than a hypothesized value, we used the
proportion test. A Z score (z) was calculated, in which z � ( pobs �
Pho)/�, where pobs is the observed probability for having a peak at any
given frequency, Pho is the hypothesized probability for having a peak at
this frequency, and � is the SD of the sampling distribution (� � [Pho

(1 � Pho)/n] 0.5, where n is the sample size). We chose Pho to be equal to
the expected probability of having a peak at any given frequency in case of
a uniform distribution. Because the frequency range was divided into 29
frequency bins (with center frequency ranging between 0.3 and 37 kHz
on a log scale), Pho � 1/29 � 0.0345. The P value for any value of z
(obtained from pobs) was then obtained from the normal cumulative
distribution function. A peak frequency was considered as being statisti-
cally “over-represented” when p � 0.0017 (we used a Bonferroni correc-
tion; P value of 0.05 was divided by the total number of comparisons, i.e.,
29).

In addition to constructing histograms of the distributions of peak
frequencies for both single- and multi-tuned populations across our
sample of MUA- and LFP-derived STRFs, we also computed averaged
normalized (on maximum firing rate), baseline-corrected STRFs and
frequency marginals. For comparing whether “valleys” (local minima)
were statistically different from “peaks” (local maxima) on the averaged
frequency marginals, the bootstrap method was used for calculating a
confidence interval for the means. For each group (single-peaked and
multi-peaked neurons), each stimulus condition (STS, MTS_20, and
MTS_120) and each recorded signal (MUA and LFPs), the data were
independently resampled for each frequency. That is, if the size of a given
sample (a given frequency for a given group, stimulus condition, and
recorded signal) was 250, we resampled 2000 times the sample by choos-
ing randomly 250 data in the initial sample. The desired (1 � �) * 100%
bootstrap confidence interval was then calculated, in which the two
boundaries were q1 � N�/2 and q2 � N � q1 � 1. For � � 0.05 and N �
2000, q1 � 50 and q2 � 1951. A local minimum was then considered as
statistically different from a local maximum when the confidence inter-
vals did not overlap.

Results
The data collection and most of the analyses were done in the
laboratory of the senior author (J.J.E.). We examined the fre-
quency tuning of neurons in cat AI. MUA was obtained from 978
penetrations in 30 adult cats. LFPs were recorded simultaneously
with MUA on the same electrodes (see Materials and Methods),
from 1150 penetrations in 24 adult cats. The number of record-
ings is larger for LFPs compared with MUA because, for some
penetrations, clear STRFs were obtained from LFPs but not from
spikes. The spatial distribution of all recording penetrations (Fig.
1) indicates that AI was fully and homogeneously sampled.

Individual examples
MUA and LFPs were obtained from STS and from two ensembles
of MTS, which differed in spectrotemporal density (see Materials
and Methods). Neural responses obtained from STS are shown in
“STRF form” (time–frequency representation) to facilitate com-
parisons with STRFs obtained from MTS (Figs. 2–5). However, it
is important to keep in mind that STRFs derived from STS are a
static representation of neural tuning and do not reflect dynamic
spectrotemporal processing of neurons.

In Figure 2, two sets (A and B) of MUA tuning curves derived
from STS (first column of each top row) are shown as stacked
responses over a 50 ms window between �5 and 65 dB SPL.
“STRFs” derived from STS at 65 dB SPL (second column) are
relatively broad in frequency (nearly the full 5 octaves), whereas
STRFs derived from MTS_20 (third column) and MTS_120
(fourth column) are much narrower (�1 octave). This decrease
in response spectral bandwidth with increase in spectrotemporal
stimulus density is in broad agreement with earlier studies that
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used similar stimulus ensembles (Blake
and Merzenich, 2002; Valentine and Egg-
ermont, 2004). One notes that the example
shown in B is multi-peaked in the STS con-
dition and single-peaked in the MTS con-
dition. STRFs obtained from LFPs (bot-
tom rows of A and B) have a large spectral
bandwidth at all stimulus densities, and
several distinct peaks or best frequencies
(BFs) in the MTS condition (at �1.5, 3, 5,
and 20 kHz; columns 3 and 4); these peaks
are not present in the STRFs derived from
MUA or in STRFs derived from LFPs in
the STS condition. Note that the peak re-
sponse values (indicated in each panel) de-
crease strongly with increasing stimulus
density (from 411 spikes/stimulus/s for
STS to 31 spikes/stimulus/s for the MTS
with 120 stimuli/s). The same happens for
the negative peak amplitude of the LFP.

Figure 3 shows examples of MUA-derived STRFs with two BFs
in the STS and MTS_20 conditions at 65 dB SPL. Responses in A
and B were obtained from simultaneous recordings but from
electrodes in different arrays. The STRFs derived from MUA for
STS and MTS (columns 2– 4) show BFs that are separated by �2
and 3 octaves (A and B, respectively). In A, the STRFs derived
from LFPs and MUA for the two MTS conditions (columns 3 and
4) are roughly similar (at least for the “main” peaks at 3 and 10
kHz). In panel B, the STRFs derived from LFPs present additional
peaks at �1.25, 2, and 5 kHz compared with STRFs derived from
MUA. One notes that the peak of negative amplitude on an LFP-
derived STRF does not necessarily correspond to the peak firing
rate on a MUA-derived STRF: in B, for the MTS_20 condition
(column 3), the BF for MUA is �3 kHz, whereas the BF for LFPs
is �20 kHz. Also in this example, the peak response values de-
crease with increasing stimulus density.

In Figure 4, A and B, responses were obtained from simulta-
neous recordings from two electrodes in the same array. In A, the
BFs found in the two MTS conditions are also present in the STS
condition. However, in B, the peaks are much clearer (i.e., well
separated by frequencies that evoke little activity) for MTS_20
(column 3) compared with STS (column 2). In A and B, the main
BFs are separated by two octaves and one octave, respectively. It
can be observed that whereas the electrodes for the recordings
shown in A and B were distant from each other by 1250 �m, the
STRFs derived from LFPs (bottom rows) are very similar. Inter-
estingly, they present multiple peaks at �1.5, 3, 10, and 40 kHz;
that is, separated from each other by about one or two octaves. In
these examples, the peak that is still clearly “visible” at 20 kHz
(Fig. 4A,B, MTS_20 condition) is not detected as a peak by the
algorithm (black arrows). This is accounted for by the fact that
this peak is not considered different from the peak at �40 kHz,
because no local minimum �80% was found between the two
peaks (see Materials and Methods). Note, again, the decrease in
peak response with increasing stimulus density.

Figure 5, A and B (top rows), shows examples of STRFs de-
rived from MUA that suggest strong nonlinearities with stimulus
density. Responses in A and B were obtained from simultaneous
recordings but from electrodes in different arrays. In A, the
MUA-STRF derived from STS at 65 dB SPL (column 2) is rela-
tively broad and does not present well separated peaks. The STRF
obtained in the MTS_20 condition (column 3) shows three clear
BFs, with a maximum at �10 kHz (where responses were rela-

tively weak in the STS condition). In B, the MUA-STRF derived
from STS at 65 dB SPL (column 2) is broad but shows a clear BF
at �40 kHz and three additional peaks (less clearly) at �1.5, 3,
and 10 kHz. The STRFs derived from MTS conditions (columns
3 and 4) show a main peak at �40 kHz and 3 “minor” peaks at 3,
5, and 10 kHz. STRFs derived from MUA were somewhat differ-
ent from those derived from LFPs. In A, for the MTS_120 condi-
tion (column 4), the STRF derived from LFPs presents peaks at
1.5, 3, and 10 kHz, whereas the STRF derived from MUA presents
peaks at 3 and 10 kHz. In B, for the two MTS conditions (columns
3 and 4), the peaks in STRFs derived from MUA are also found in
STRFs derived from LFPs. One notes that STRFs derived from
LFPs in the MTS conditions shown in B are very similar to
those shown in Figure 4, obtained from a different animal. On
the other hand, STRFs derived from LFPs in A and B (Fig. 5)
are very different from each other, even though the recordings
were simultaneous. This result is important because it tends to
rule out the hypothesis that the multi-peaked STRFs, with
peaks mainly at 3, 5, 10, 20, and 40 kHz, are caused by the
characteristics of the stimulus spectrum (see Materials and
Methods and Discussion).

The examples shown in Figures 2–5 corroborate previous
studies (Blake and Merzenich, 2002; Valentine and Eggermont,
2004) reporting that STRFs can be reliably obtained from a stim-
ulus ensemble composed of random tone pips. In addition, the
present study suggests that STRFs can also be reliably derived
from LFPs. Because LFPs reflect compound postsynaptic poten-
tials from well synchronized inputs, they can be used to investi-
gate the effect of cortical synaptic integration as a function of
stimulus density. The examples given in Figures 2–5 illustrate
that increasing the density of the stimulus ensemble dramatically
changes MUA and LFP responses. STRFs become more selective
in frequency and show more complex responses (especially for
LFPs, with the presence of many peaks separated by one or two
octaves) with increased stimulus density. This is not the result of
a second-order correlation structure of the multi-tone stimuli
that would favor octave-separated response peaks. The autocor-
relation structure of the multi-tone stimuli, conditional on a
response–peak frequency, was flat (see Figs. S3–S6, available at
www.jneurosci.org as supplemental material). In addition,
STRFs derived from MUA can be considerably different from
those derived from LFPs.

Figure 1. Spatial distribution of cortical recording sites in the 30 normal-hearing cats superimposed on a typical view of
auditory cortex. For each cat, the distance between the tips of the anterior ectosylvian sulcus (AES) and the posterior ectosylvian
sulcus (PES) was normalized to 100%. The y-axis represents the distance (in millimeters) in the ventro-dorsal direction from the tip
of the PES. The colors of dots indicate the characteristic frequency of neurons.
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Figure 2. Examples of STRF obtained from LFPs (second and fourth rows) and MUA (first and third rows) from two electrodes (recordings were not simultaneous). The tuning curves are shown
in the first column; responses over a 50 ms window (from stimulus onset) obtained with intensity levels between �5 (right) and 65 dB SPL (left) are stacked. The second column shows the STRF
derived from the STS condition at the same level used for deriving STRF from MTS, namely at 65 dB SPL. The third and fourth columns show the STRFs derived from MTS_20 and MTS_120,
respectively. Numbers within each panel (columns 2– 4) indicate the maximum firing rate (for MUA, first and third rows) and the negative peak amplitude (for LFPs, second and fourth rows). For MUA
(first and third rows), the color scale indicates the firing rate, from dark blue (minimal responses, corresponding to spontaneous firing rate) to dark red (maximal responses). For LFPs (second and
fourth rows), the color indicates the amplitude of the potentials, from dark blue (negative potentials, which correspond to excitatory synaptic potentials; see Results, Individual examples) to dark red
(positive potentials). Black arrows indicate peak frequencies detected by the algorithm (see Materials and Methods).

Figure 3. Examples of STRF obtained simultaneously from LFPs (second and fourth rows) and MUA (first and third rows) from two electrodes. Same labeling convention as in Figure 2.
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Group data
Single- and multi-peaked neurons
CFs of cortical neurons were obtained from all recordings. Con-
sistent with our earlier study (Noreña and Eggermont, 2002), CFs
for MUA and LFPs are fairly well correlated (r 2 � 0.52) (Fig. 6A).

For LFPs, the distribution of CFs shows two small peaks near 3
and 5 kHz (however, nonsignificantly over-represented; see Ma-
terials and Methods), and a broad peak (significantly over-
represented) �15 kHz. For MUA, the distribution of CFs pre-
sents the largest peak near 15 kHz and additional peaks at 3, 5,

Figure 4. Examples of STRF obtained simultaneously from LFPs (second and fourth rows) and MUA (first and third rows) from two electrodes. Same labeling convention as in Figure 2.

Figure 5. Examples of STRF obtained simultaneously from LFPs (second and fourth rows) and MUA (first and third rows) from two electrodes. Same labeling convention as in Figure 2.
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and 10 kHz (however, only peaks at 5, 10, and 15 kHz are signif-
icantly over-represented). The distribution of CFs for both LFPs
and MUA is consistent with the cat’s hearing (lowest behavioral
thresholds at �2–3 and 10 –15 kHz; Elliott et al., 1960), and also
corroborates our earlier study (Noreña et al., 2006). The distri-
bution of threshold at CF as a function of CF for LFPs and MUA
(Fig. 6B) is also consistent with the cat’s hearing. Maximum fir-
ing rates, peak LFP amplitude, and bandwidth of the excitatory
part of the STRFs are all strongly dependent on the stimulus
density (Table 1).

Using an automated algorithm for detecting spectral response

peaks (see Materials and Methods), both
MUA- and LFP-derived STRFs were clas-
sified as either single- or multi-peaked.
Individual-case STRFs obtained under
STS and MTS conditions were baseline-
corrected, normalized on maximum exci-
tation, and averaged across single- and
multi-peaked populations (Fig. 7). The
upper two rows show results for multi-
peaked neurons (top row, multi-unit; sec-
ond row, LFPs), whereas the bottom two
rows reflect the average for all single-tuned
neurons (third row, multi-unit; bottom
row, LFPs). The first two columns show
results for STS at levels of 65 dB SPL and an
average of 15–35 dB SPL, respectively. The
third column shows results for the
MTS_20 and the fourth column, results
for the MTS_120. For both single- and
multi-peaked neurons in the STS condi-
tion, a dominant peak in average activity is
visible at �3 kHz on both MUA- and LFP-
derived STRFs at 65 dB SPL (column 1).
However, this is not so at lower SPLs (col-
umn 2), where the peak lies between 10
and 20 kHz. Most striking is that multi-
peaked and, to a lesser extent, single-
peaked neurons in both MTS conditions at
65 dB SPL (columns 3– 4) show pro-
nounced octave-spaced peaks in both
MUA and LFPs at �3, 5, 10, and 20 kHz.
Moreover, for both multi- and single-
peaked LFPs, and for multi-peaked (but
not single-peaked) MUA, the dominant
peak is again at 3 kHz, just as under STS
conditions.

The averaged STRFs for single-peaked
LFPs under MTS conditions show an in-
version of LFP polarity for frequencies
above �10 kHz. The explanation for this
inversion may be as follows. LFPs are
thought to reflect the sum of synaptic po-
tentials in a local group of neurons
(Mitzdorf, 1985; Kaur et al., 2004). The
polarity of LFPs is dependent on the posi-
tion of the recording electrode relative to
the synaptic potentials (LFPs are negative
if the electrode is close to the current
sinks). R. Lazar and R. Metherate [unpub-
lished observations, reported by Kaur et al.
(2004)] observed that the current sinks
evoked by a stimulus at CF lie at a different

location than those evoked by a stimulus at frequencies remote
from CF. The polarity changes in LFPs that we observed at higher
frequencies might then be accounted for by frequency-
dependent positions of current sinks relative to the recording
electrode.

Consistent with our findings based on averaged neural activity
(Fig. 7), the distribution of best frequency peaks, obtained using
our automated algorithm (see Materials and Methods), shows
the over-representation of frequencies mainly at �3, 5, 10, and 20
kHz (and also at some lower frequencies) (Fig. 8). The top two
rows show results for multi-peaked neurons (top row, multi-

Figure 6. A, CF derived from MUA in STS condition as a function of CF derived from LFPs in the STS condition. Histograms
showing the distribution of CF for MUA and LFPs are shown at the right and top of the panel, respectively. The diagonal represents
exact correspondence between the CFs. An asterisk above histogram bars indicates a significant over-representation of the
corresponding characteristic frequency (vs a uniform distribution, p � 0.0017; see Materials and Methods). B, Threshold at CF as
a function of CF derived from MUA (circles) and LFPs (triangles). The continuous (MUA) and dashed (LFPs) lines represent the
locally weighted regression lines.
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unit; second row, LFPs), whereas the bottom two rows reflect the
average for all single-tuned neurons (third row, multi-unit; bot-
tom row, LFPs). The first columns show results for STS at 65 dB
SPL. The second column shows results for the MTS_20, and the
third column, those for the MTS_120. The number and percent-
age of recordings are indicated above each panel. Again, this over-

representation is most obvious for multi-peaked neurons under
MTS conditions (both MUA and LFPs), and is less obvious but
visible (and significant) for multi-peaked neurons under the STS
condition. The effect of sound density is particularly striking for
LFPs: although only 28% of recordings present multi-tuned
properties in the single-tone condition, they are 80% in multi-

Table 1. Properties of STRFs for different stimulus densities

n

Maximum instantaneous firing rate
(spikes/s/stim) or maximum instan-
taneous LFP amplitude (�V/stim)

Bandwidth
(octave)

MUA
Single-tuned STS 374 (42%) 206 � 121 3.0 � 1.8

MTS_20 383 (39%) 35 � 52 0.9 � 0.8
MTS_120 434 (59%) 20 � 26 0.5 � 0.4

Multi-tuned STS 521 (58%) 240 � 149 3.5 � 1.4
MTS_20 608 (61%) 71 � 69 2.1 � 0.9
MTS_120 301 (41%) 33 � 30 1.4 � 0.7

LFP
Single-tuned STS 767 (72%) 356 � 213 3.9 � 1.5

MTS_20 252 (19%) 145 � 109 2.9 � 2.0
MTS_120 248 (20%) 77 � 85 1.0 � 0.6

Multi-tuned STS 292 (28%) 451 � 238 4.3 � 1.8
MTS_20 1072 (81%) 169 � 102 4.1 � 1.1
MTS_120 977 (80%) 54 � 36 2.4 � 1.0

The first data column gives the number and fraction of single- versus multi-tuned units and LFPs for each stimulus condition. The second column gives the maximum instantaneous spike firing rate (in spikes per second per stimulus) or
maximum instantaneous LFP amplitude (in microvolts per stimulus). The third column gives the bandwidth (in octaves), defined as the count of frequencies evoking significant responses (at least 4 SD above baseline activity) multiplied by
the octave-spacing between neighboring frequencies. Note that both activity and bandwidth decrease with increasing stimulus density for both single- and multi-tuned MUA and LFPs. These differences are all statistically significant at least
at p � 0.05 (post-hoc, pairwise Tukey-test comparisons under ANOVA), except for the pair STS and MTS_20 for multi-tuned LFPs. Note also that both activity and bandwidth increase from single- to multi-peaked MUA or LFPs under all
stimulus conditions (always significantly), the single exception being multi-tuned LFP amplitudes under MTS_120, which are smaller in the multi-tuned population.

Figure 7. Averaged normalized STRFs (each STRF is normalized on its own maximum) in multi-peaked neurons (first and second rows) and single-peaked neurons (third and fourth rows) derived
from MUA (first and third rows) and LFPs (second and fourth rows), obtained from single-tone stimulation (first column, 65 dB SPL; second column, 35–15 dB SPL), moderate-density multi-tone
stimulation (20 stimuli/s; third column, 65 dB SPL), and high-density multi-tone stimulation (120 stimuli/s; fourth row, 65 dB SPL).
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tone conditions. In contrast, clear octave-spaced peaks are not
seen for single-tuned neurons under any stimulus condition.

Average normalized, baseline-corrected frequency marginals
of single and multi-peaked neurons (MUA and LFPs) for all stim-
ulus conditions (STS and MTS) are shown in Figure 9. Peaks in

the frequency marginals were statistically
compared with adjacent valleys with the
bootstrap method (see Materials and
Methods). Frequencies for peaks and val-
leys were chosen to be the same in all
groups and conditions; they were chosen
to correspond to frequencies of the local
maxima and minima in multi-peaked,
LFP-derived marginals under the
MTS_120 condition. Specifically, the local
minima were located at 3856, 6484, and
12,968 Hz, and the local maxima at 2973,
5221, 10,000 and 20,000 Hz. In both
single- and multi-peaked neurons (MUA
and LFPs), the peak at �3 kHz is signifi-
cantly enhanced compared with the adja-
cent valley at 3856 Hz under all stimulus
conditions except STS with single-peaked
neurons. On the other hand, the other
peak frequencies (5, 20, and 20 kHz) are
statistically different from adjacent valleys
only in multi-peaked neurons and the
MTS conditions. This octave-spacing of
response peaks is more pronounced for
LFPs than for MUA.

Finally, Sutter and Schreiner (1991) re-
ported that multi-peaked neurons were

mostly localized in the dorsal part of AI. To address whether the
multi-peaked neurons obtained in the present study are found in
a specific part of AI, the locations of single- and multi-peaked
neurons are shown in Figure 10. This figure suggests that there is

Figure 8. Histograms showing the distribution of BFs in multi-peaked (first and second rows) and single-peaked (third and fourth rows) neurons, for MUA (first and third rows) and LFPs (second
and fourth row) for single-tone stimulation (first column), moderate-density multi-tone stimulation (second column), and high-density multi-tone stimulation (third column). An asterisk above
histogram bars indicates a significant over-representation of the corresponding peak frequency (vs a uniform distribution, p � 0.0017; see Materials and Methods). The number and percentage of
neurons are indicated above each panel.

Figure 9. Average of the normalized frequency marginals for multi-peaked (first row) and single-peaked (second row) neu-
rons obtained from MUA (first column) and LFPs (second column), for STS (black line), moderate-density multi-tone stimulation
(red line), and high-density multi-tone stimulation. Broken bars (with thick, continuous, and dotted lines, for STS, MTS_20, and
MTS_120, respectively) indicate statistically significant differences between peaks and adjacent valleys (see Materials and
Methods).
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no spatial segregation between single- and
multi-peaked neurons, as defined in our
study (see Materials and Methods).

Discussion
The present study addressed the effects of
sound density on STRFs derived from
LFPs and MUA in AI of cats. Our results
corroborate earlier reports showing that
the increase in the stimulus density
strongly reduces neural responses at all
frequencies and the spectral bandwidth
(Figs. 2–5) (Blake and Merzenich, 2002;
Valentine and Eggermont, 2004). In addi-
tion, this study shows that the decrease in
neural responses related to the density of
the stimulus is systematically larger at
some frequencies relative to others. As a
result, in a spectrotemporally dense acous-
tic environment, neurons are often multi-
peaked at over-represented BFs (most
prominently at �3, 5, 10, and 20 kHz),
separated from each other by �1 octave.
This result has never been reported in the
literature.

The phenomenon of forward suppression can account for the
overall decrease in neural responses related to the increase in the
density of the stimulus (Blake and Merzenich, 2002; Valentine
and Eggermont, 2004). Increasing stimulus density shortens the
interstimulus interval, with the consequence that neural re-
sponses induced by a given stimulus may influence the responses
induced by the next stimulus. In this context, studies of spectro-
temporal integration with a two-tone interaction paradigm have
shown that a modulating tone with a frequency from inside the
tuning curve usually attenuated the response related to the probe
tone (Calford and Semple, 1995; Brosch et al., 1999; Brosch and
Schreiner, 2000). This suppressive effect, which can be accounted
for by postsynaptic inhibition and synaptic depression (Galarreta
and Hestrin, 1998; Varela et al., 1999; Wehr and Zador, 2005),
could last hundreds of milliseconds, well beyond the average in-
terstimulus interval for the multi-tone stimuli (50 ms and 8 ms
for MTS_20 and MTS_120, respectively). The preferential reduc-
tion of responses at certain frequencies (i.e., our “valleys”) when
the sound density is increased could be explained by a smaller
excitation-to-inhibition ratio at these frequencies.

Potentially, the relatively smaller decrease of neural activity at
some frequencies (i.e., our octave-spaced peaks) could poten-
tially be accounted for by the characteristics of the sound spec-
trum, i.e., larger sound levels or harmonics at these frequencies.
However, the transfer function of the sound delivery system (see
Materials and Methods) was roughly flat and no specific peak
level could be found at the over-represented frequencies. It is also
clear that harmonic distortion cannot account for our results. In
addition, the STRF-peak frequency-conditional autocorrelation
functions of the MTS were completely flat. Furthermore, LFPs,
which are likely sensitive enough to reveal peaks and dips in the
transfer function of the stimulus delivery system, do not show
any significant peaks or dips in activity (except the one at �3
kHz) in the single-tone stimulus condition (Figs. 7–9).

Interestingly, previous studies using a two-tone interaction
paradigm have reported an octave-based functional organization
in auditory cortex of macaque (Brosch et al., 1999), cats (Brosch
and Schreiner, 2000) and marmosets (Kadia and Wang, 2003).

Indeed, the modulation (suppression or enhancement) induced
by the modulating tone is maximal when its frequency is one
octave below or above the probe tone frequency. Moreover, it has
been shown that CFs in multi-peaked neurons were separated by
one octave on average (Kadia and Wang, 2003). Finally, an in-
crease in the average spontaneous firing synchrony has been re-
ported in the primary auditory cortex of cats when the CFs of
these neurons were separated by �1 octave (Eggermont, 1993).
Although these studies suggested that primary auditory cortex
exhibits an octave-based functional organization, the over-
representation of octave-spaced response peaks has never been
reported in the literature. These differences between the findings
in this study and others could be accounted for by the fact that
they did not focus on the distribution of BFs and, as such, did not
reveal any over-representation of some frequencies as our present
study does. This may also be related to the use of different animals
(marmoset and macaque), and to stimulating in free field (allow-
ing ear canal resonance; see below) versus closed field (Brosch
and Schreiner, 1997, 2000; Brosch et al., 1999). More impor-
tantly, a critical difference between this study and others may be
stimulus-based. Indeed, whereas the distribution of the MUA-
derived peaks shows a somewhat increased representation of fre-
quencies at �3, 5, 10, and near 20 kHz in the STS condition
(multi-tuned neurons), only the peaks at 3 and 10 kHz are statis-
tically significant. On the other hand, in the MTS condition (and
multi-tuned neurons), the increased representation at 3, 5, 10,
and 20 kHz is largely statistically significant. In summary,
whereas multi-tuned neurons in single-tone condition may
present octave-spaced over-represented frequencies, the over-
representation at these frequencies is much more pronounced in
multi-tone conditions.

Mechanisms of over-representation
The potential mechanisms that could account for the increasing
over-representation in AI of specific frequencies at octave-spaced
intervals, with increasing stimulus density, are unclear. It is clear,
however, that the “neural” audiogram (Fig. 6B) does not contrib-
ute to such an over-representation. Theoretically, the prevailing
acoustic environment of the cats could have had an effect on

Figure 10. Spatial locations of single- and multi-peaked neurons with corresponding distributions per 20% of PES-AES dis-
tance (horizontal) and per 0.5 mm distance (vertical). Crosses and circles indicate the location of single- and multi-peaked
neurons, respectively. SSS, Superior sylvian sulcus; PES, posterior ectosylvian sulcus; AES, anterior ectosylvian sulcus.
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cortical map organization during the maturation period or even
perhaps at the adult stage (Zhang et al., 2001; Noreña et al., 2006).
However, no resonance was recorded in the cat’s room (see Ma-
terials and Methods). The kittens were obtained from different
breeders and their tuning was found at the same preferred fre-
quencies regardless of the litter. This suggests that even the early
acoustic environment (�6 weeks postnatally) cannot account for
the findings. In addition, it is not clear how the cats’ own vocal-
izations (meows, harmonic complex with a fundamental of 500 –
550 Hz, and up to 10 harmonics, the strongest harmonic being
the fourth one; Eggermont, 2001) would induce an over-
representation of the frequencies observed, even if they are har-
monics of the fundamental, as is approximately the case.

On the other hand, spectral filtering induced by ear canal and
pinnae, which, for instance, is used as an acoustical cue for the
localization of sound elevation, could potentially account for the
over-representation of some frequencies. In this context, it has
been shown that the cat’s ear canal induces a maximal amplifica-
tion (	20 dB) of the frequency band centered �3 kHz for a large
range of azimuth and elevation values (Musicant et al., 1990; Rice
et al., 1992). This local amplification could account, at least in
part, for the over-representation we observe at 3 kHz, especially
in the LFP data. Interestingly, it has been shown that typical,
normal-hearing cats and cats raised in a low-noise chamber pre-
sented a “normal pathology,” i.e., an increase in the threshold of
auditory nerve fibers with CF near 3 kHz (Liberman, 1978). This
“normal pathology” could be related, at least in part, to the ear
canal resonance at this frequency, i.e., making this frequency
range more susceptible to damages caused by noise exposure. In
our study, however, the averaged thresholds of neurons with CF
near 3 kHz are not increased (Fig. 6B).

Although ear canal resonance is a plausible explanation for the
over-representation observed at 3 kHz, the over-representation
of frequencies at �5, 10, and 20 kHz remains puzzling. Although
speculative, a plausible explanation for the over-representation at
these higher frequencies may be an octave-spaced pattern in cor-
ticocortical connectivity. Indeed, it has been shown in cat audi-
tory cortex that corticocortical connections showed a periodic
pattern along the tonotopic axis [Wallace et al. (1991), their Fig.
5B]. Thus, frequencies at octave distances from the amplified 3
kHz peak could receive stronger synaptic excitatory inputs
through corticocortical connections. This local increase in exci-
tatory synaptic input could also account for less suppression of
neural activity at these frequencies when the density of the stim-
ulus ensemble is increased (see above). This hypothesis is consis-
tent with the very clear pattern of periodic peaks present in LFPs,
because they partially reflect synaptic inputs coming from corti-
cocortical connections (Kaur et al., 2004).

So far, the relationship between the cortical representation of
a given frequency and the perception/performance at that fre-
quency is unclear. Recanzone et al. (1993) found in owl monkeys
a correlation between the cortical area representing the standard
frequency and the improvement in a frequency discrimination
task; however, the study by Brown et al. (2004) in cats did not
corroborate this result. More recently, Han et al. (2007) showed
that rats reared in a single-frequency tonal environment showed
an enlarged cortical representation of that frequency and im-
paired performance in a perceptual discrimination task at that
frequency (and improved performance at adjacent frequencies).

Finally, the hypothesis outlined above predicts that any acous-
tic environment with a dominant spectral peak will induce a rel-
ative increase in neural activity at octave-spaced frequencies from
this peak. This octave-based organization could enhance neural

activity when the fundamental and the first harmonic of a com-
plex stimulus are simultaneously presented (Kadia and Wang,
2003). This could serve the purpose of grouping harmonic com-
ponents into a single auditory object and/or enhancing the cor-
tical saliency (increase of firing rate, for instance) of harmonic
sounds relative to the background noise that usually does not
present a harmonic structure.
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