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Gamma () oscillation, a hallmark of cortical activity during sensory processing and cognition, occurs during persistent, self-sustained
activity or “UP” states, which are thought to be maintained by recurrent synaptic inputs to pyramidal cells. During neocortical “UP”
states, excitatory regular spiking (RS) (pyramidal) cells and inhibitory fast spiking (FS) (basket) cells fire with distinct phase distributions
relative to the <y oscillation in the local field potential. Evidence suggests that y-modulated RS — FS input serves to synchronize the
interneurons and hence to generate y-modulated FS — RS drive. How RS — RS recurrent input shapes both self-sustained activity and
v-modulated phasic firing, although, is unclear. Here, we investigate this by reconstructing y-modulated synaptic input to RS cells using
the conductance injection (dynamic clamp) technique in cortical slices. We find that, to show lifelike y-modulated firing, RS cells require
strongly y-modulated, low-latency inhibitory inputs from FS cells butlittle or no y-modulation from recurrent RS — RS connections. We
suggest that this demodulation of recurrent excitation, compared with inhibition, reflects several possible effects, including distributed
propagation delays and integration of excitation over wider areas of cortex, and maximizes the capacity for representing information by

the timing of recurrent excitation.
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Introduction

Gamma (7y) oscillations, in the frequency range 30—80 Hz, are a
prominent form of synchronization in the awake cortex and are
widely believed to play a role in various neurocognitive functions,
including feature binding, selective attention, and consciousness.
The phasic activity of principal neurons associated with vy is
thought to indicate the possibility of spike-time coding by indi-
vidual cells relative to the y“clock” signal of the average activity in
the surrounding network. Many studies have established that y
oscillations can be maintained by local, recurrent neuronal inter-
actions (Csicsvari et al., 2003; Traub et al., 2004), in which chem-
ical and electrical interactions between interneurons (Buzsaki
and Chrobak, 1995; Wang and Buzsaki, 1996; Penttonen et al.,
1998; Deans et al., 2001; Hormuzdi et al., 2001; Galarreta and
Hestrin, 2002; Gibson et al., 2005), the intrinsic y-frequency
threshold firing frequency of interneurons (Tateno et al., 2004),
and cooperative drive of interneurons by principal cells (Whit-
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tington et al., 1995; Wang and Buzsaki, 1996; Buhl et al., 1998;
Fisahn et al., 1998; Penttonen et al., 1998; Mann et al., 2005) are
thought to be important. Self-sustained activity in the cortex, or
the “UP” state (Steriade et al., 1993; Cowan and Wilson, 1994;
Goldman-Rakic, 1995; Quintana and Fuster, 1999; Wang, 2001;
Amit and Mongillo, 2003; Shu et al., 2003; Hasenstaub et al,,
2005), is thought to be maintained by recurrent excitation be-
tween excitatory cells, balanced with recurrent inhibition via in-
terneurons (Sanchez-Vives and McCormick, 2000; Shu et al.,
2003; Haider et al., 2006), and has been shown recently to be
accompanied by vy oscillations in vivo (Hasenstaub et al., 2005).
However, so far, relatively little is known about the function of
excitatory reverberation among pyramidal cells in the formation
of the y rhythm. From the perspective of coding or information
representation, it is important to determine whether recurrent
excitatory interactions between the principal cells directly influ-
ence the timing of the y rhythm through recurrent excitation or
whether the vy clock signal can be relatively independent of dif-
ferent patterns of recurrent excitation. Attempts have been made
to measure inhibitory and excitatory fractions of synaptic input
during vy oscillations, by voltage clamping the soma to depolar-
ized or hyperpolarized membrane potentials. However, this ap-
proach suffers from the impossibility of spatial control of the
membrane potential by the voltage clamp and precludes simul-
taneous observation of the response of the cell to particular pat-
terns of synaptic input. Here, using recent in vivo measurements
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Table 1. Channel densities for active dendrite simulations

major cell groups that are responsible for

h l k £ K 1 . Conductance (pS MM_Z) gPas gNa gKv g(a gK(a gKm
¥ theregular-spiking (RS) (principal exci- ¢ 40 8.4 86 0.075 42 1
tatory), and fast-spiking (FS) (inhibitory) Dendites 0 84 0 015 4 1
.cells, we have studied hf?W pflnapal .cel.ls Axon hillock and initial segment 40 18,000 860 0 0 0
integrate conductance stimuli that mimic  ygdes of Ranvier 0 18,000 0 0 0 0
v-modulated population synaptic input.
We find that, to reproduce lifelike
y-modulated firing, RS cells TCQUITE " 1able 2. Channel densities for passive dendrite simulations
strongly y-modulated low-latency inhibi- ond o — — — — — —
tory inputs from FS cells but little or no =" uctance (pS ") Ipas Ina I I Irca Jian
y-modulation from recurrent RS — RS  Soma 45.66 126 48 0.15 42 0.1
connections. This demodulation of the re-  Dendrites 45.66 0 0 0 0 0
current excitatory Signal probably reﬂects Axon hillock and initial Segment 45.66 16,200 480 0 0 0
Nodes of Ranvier 45.66 16,200 0 0 0 0

several characteristics of recurrent excita-

tion, including distributed propagation

delays and widespread divergence of local

excitatory projections. We suggest that this leads to a high capac-
ity for representing information through the timing of recurrent
excitatory inputs but minimizes their impact on 7y rhythm
timing.

Materials and Methods

Electrophysiology. Three hundred micrometer slices of somatosensory
cortex were prepared from postnatal days 14 to 26 Wistar rats (killed
according to United Kingdom Home Office guidelines) in chilled solu-
tion composed of the following (in mm): 125 NaCl, 25 NaHCOj, 2.5 KCl,
1.25 NaH,PO,, 2 CaCl,, 1 MgCl,, and 25 glucose (oxygenated with 95%
0,, 5% CO,). Slices were held at room temperature for at least 30 min
before recording and perfused with oxygenated slicing solution at 30—
33°C during recording. Whole-cell recordings were made from the so-
mata of neurons in cortical layers 2/3. Cells were identified as RS cells
based on their pyramidal shape, capability for low-frequency firing (<10
Hz), and frequency adaptation. RS cells had input conductance of 4.98 =
1.99 nS and spike width (measured at —30 mV) of 4.30 * 1.37 ms (n =
37). Patch pipettes of 5-10 M) resistance were filled with a solution
containing the following (in mm): 105 K-gluconate, 30 KCI, 10 HEPES,
10 phosphocreatine, 4 ATP, and 0.3 GTP, adjusted to pH 7.35. Current-
clamp recordings were performed using a Multiclamp 700B (Molecular
Devices, Union City, CA). Membrane potentials, including stated rever-
sal potentials for injected conductances, were corrected afterward for the
pre-nulling of the liquid junction potential (10 mV). Series resistances
were in the range 1020 M) and were measured and compensated for by
the Auto Bridge Balance function of the Multiclamp 700B. Signals were
filtered at 610 kHz (Bessel), sampled at 20 kHz with 16-bit resolution,
and recorded with custom software written in Matlab (MathWorks,
Natick, MA).

Conductance injection. Recorded neurons were stimulated using con-
ductance injection (Robinson and Kawai, 1993). A conductance injec-
tion amplifier (SM-1) or software running on a DSP analog board (SM-2;
Cambridge Conductance, Cambridge, UK) implemented multiplication
of the conductance command signal and the real-time value of the driv-
ing force, with a response time of <200 ns (SM-1) or <25 us (SM-2), to
produce the current command signal. Voltage dependence of NMDA
current was simulated by multiplying the command signal by an addi-
tional factor (1 4 0.33[Mg?" Jexp(—0.06V)) ~! (Harsch and Robinson,
2000), where V is the membrane potential and [Mg?>*] is the extracellu-
lar magnesium concentration set to either 1 or 0.5 mm. The reversal
potentials Exypa> Exypar @and Egapa Were set to 0, 0, and —70 mV,
respectively.

Stimulus protocol. A total of 25 (for time-varying 7y) or 20 (periodic vy)
seconds of y-modulated conductance waveforms were calculated for
each type of stimulus. Each y-modulated stimulus was divided into five
segments. Individual sweeps consisted of 5-7 s of stimulus, with data
from the initial 1-2 s discarded to eliminate transient onset responses.
Twenty to 30 s interval between sweeps was allowed for recovery. For
experiments in which a parameter was varied systematically (e.g., degree

of y modulation), we used both increasing and decreasing orders and
confirmed that there was no difference. During intervals between sweeps,
we applied an adaptive background holding current (time constant, 100
ms) to keep the resting membrane potential at a constant level, usually
—75 mV. This current was fixed for the duration of each stimulus.

Data analysis. The occurrence of spikes was defined by a positive cross-
ing of a threshold potential, usually —40 mV. Data from several cells were
pooled to calculate histograms: 4 cells in Figure 2 B, 14 cells in Figure 2 D,
10 cells in Figure 2 E, 5 cells in Figure 3C, 8 cells in Figure 4, 8 cells in
Figure 5, and 2 cells in Figure 8. Figure 7 uses data from one cell. Spiking
probability during the gamma period was expressed as an instantaneous
firing frequency, by dividing the total number of spikes generated during
each bin of the histogram by the total corresponding time period (bin
width X number of neurons X number of trials X number of periods).
“Mean phase” and “sharpness” of the distributions (see Figs. 4, 8) were
defined as follows. For each bin whose normalized phaseisx (0 =x = 1)
and instantaneous firing frequency is f, (Hz), we constructed a two-
dimensional vector ( f,. cos2mx, f, sin2mx). These vectors were then
summed and normalized to the average of the instantaneous firing fre-
quency. From this, we obtained the average vector

2. (ficos2mx,f.sin2mx)
2 ’

where y (0 = y < 1) and z were defined as the mean phase and the
sharpness of the distribution (histogram), respectively.

Numerical simulations. Simulations were performed in the simulation
program NEURON version 5.8 (Hines and Carnevale, 1997). A layer 2/3
neocortical pyramidal cell model (Mainen et al., 1995) was obtained
from the NEURON computational neuroscience model archive (see Fig.
6A). This compartmental model of a spatially extended neuron, with
active currents and uniform passive electrical structure, included chan-
nels described by four voltage-dependent currents: fast (Hodgkin—Hux-
ley style kinetics) Na* (Iy,), fast K (I, ), slow, non-inactivating mus-
carinic K" (Iy,,), and high-threshold Ca*™" (I.,), as well as one Ca*" -
dependent potassium current (Ix.,). There was a low density of Na™
channels in the soma and dendrites but a high density in the axon hillock
and initial segment. I, was present in the soma but absent in the den-
drites, and I, I, , and I, were in both soma and dendrites. A first-
order calcium pump was used for calculating the internal calcium con-
centration. Dendritic spines were taken into account by an increased
dendritic membrane area of 0.83 um? per linear micrometer of dendrite.
An “axon” consisting of a tapering conical hillock (10 uwm long) con-
nected by a cylindrical initial segment (15 wm) to five myelinated inter-
nodes separated by nodal segments (100 wm) was attached to the soma.
Specific membrane capacitance was 0.75 wF cm ~ 2, except in myelinated
axon segments, where it was 0.02 uF cm 2, and specific membrane
resistance was 30 kQ-cm?2, except for axon node segments, where it was
50 Q-cm 2. Specific axial resistance was 150 {3-cm. The resting membrane
potential and passive channel reversal potential were —70 mV, and re-
versal potentials Ey,, Ey, and E., were 60, —90, and 140 mV, respec-

(|z|cos2y,|z|sin2my) =
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tively. We adjusted channel densities (the parameters of the Mainen and
Sejnowski model) to produce similar shapes and frequencies of firing as
in the experimental cells. Values of channel densities are given in Tables
1 and 2 for active and passive dendrite models, respectively. Unitary
synaptic inputs were exactly as used in the experiments, and 1000 AMPA/
NMDA synapses and 100 GABA synapses were either concentrated at the
soma or distributed evenly over the soma and dendrites.

Results

Figure 1A illustrates diagrammatically the strategy that we fol-
lowed. We assume that there are homogeneous populations of RS
cells and FS cells in alocal region of the neocortex, which generate
spikes according to observed spike timing (phase) distributions
of RS and FS cells, relative to the local field potential (LFP) vy
oscillation during in vivo UP states (taken from Hasenstaub etal.,
2005) (see below). From this, we calculate the expected recurrent
synaptic conductances that should converge on to a single RS
neuron, for different values of parameters such as the delay, de-
grees of stochasticity and y modulation, and firing rate. We then
stimulate actual RS cells in rat neocortical slices with these con-
ductance inputs, using the conductance injection or dynamic-
clamp technique (Robinson and Kawai, 1993; Sharp et al., 1993),
and measure the “postsynaptic” RS cellular spike phase distribu-
tion. With this strategy, we could examine how the parameters of
the reconstructed synaptic inputs determine the shape of the
postsynaptic spike phase distribution. In particular, we were able
to ask what assumptions are necessary to produce an RS spike
phase distribution that is a consistent match with the original
“presynaptic” distribution used to generate the spikes in silico.

Stimulation of RS cells with reconstructed recurrent

synaptic conductances

We started with a simple method of generating recurrent synaptic
conductances by numerically convolving unitary AMPA and
NMDA receptor conductance waveforms (red and orange lines
in Fig. 1 B, respectively) with the observed in vivo phase distribu-
tion of RS cellular spikes (red line in Fig. 1C: fitting of the data by
Hasenstaub et al., 2005, their Fig. 5G, by a Gaussian mixture) and
a unitary GABA receptor conductance waveform (blue line in
Fig. 1 B) with the FS spike phase distribution (blue line in Fig. 1C).
These conductance stimuli (Fig. 1D) follow smooth trajectories
that could be considered equivalent to the average synaptic con-
ductance time course during the y oscillation period. Figure 2 Ac
shows an example membrane potential trajectory of a neocortical
RS cell in response to the injection of the conductances shown in
Figure 2 Ab: we adjusted the balance of excitation and inhibition
so that RS cells fired at an average rate of 5-15 Hz (Hasenstaub et
al., 2005). Figure 2Ba shows the resulting postsynaptic spike
phase distribution. As shown in the figure, the postsynaptic dis-
tribution differs markedly from the presynaptic distribution (red
dashed line in Fig. 2 Ba), being much sharper and showing a delay
of 4-5 ms in its peak. Thus, consistency of presynaptic and
postsynaptic RS cell spike phase distributions does not hold un-
der this simplest input scenario.

When only excitation or inhibition is y modulated

To make the postsynaptic spike phase distribution closer to the
presynaptic one, the structure of the reconstructed inputs needs
to be altered. In the experiment described above, both excitatory
and inhibitory conductance were fully y modulated, as shown in
Figure 2Ab. One possibility is that there is a difference in the
extent of y modulation in excitation and inhibition. We first
tested the extreme cases of restricting y modulation solely to
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Figure1.  y-Modulated conductance inputs to RS cells. 4, Schematic illustration of overall strat-
egy. RS pyramidal cells were stimulated in vitro with reconstructed synaptic conductances, which were
calculated in silico based on the spike timing distributions of RS and FS cells observed during in vivo UP
states. The recurrent synapticinput toan RS cell comes from presynaptic RS cells and FS cells, which are
assumed to generate spikes according to distinct phase distributions with respect to the LFP oscilla-
tion, as measured in vivo (top row). Using spike times generated in silico from these distributions, we
calculated expected postsynaptic somatic excitatory and inhibitory conductance waveforms (middle
row), varying parameters of the recurrent inputs such as the amount of delay. We then injected these
reconstructed synaptic conductances in RS cells in neocortical slices and recorded the resulting
postsynaptic spike phase distribution (bottom). We examined what assumptions are required to pro-
duce the spike phase distribution that consistently matches the original presynaptic distribution (top
left) used to generate the spikes in silico. B, Synthesizing artificial synaptic conductance inputs from
the distributions of firing probability during the LFP -y-oscillation period. AMPA, GABA, and unblocked
NMDA unitary conductance transients (red, blue, and orange, respectively). C, Curvesindicate smooth
fits to measured RS (red) and FS (blue) spike phase distributions (crosses) (from Hasenstaub et al.,
2005). D, AMPA, GABA, and unblocked NMDA conductances over a single y period, calculated as the
convolutions of the unitary conductances in Cand the spike phase distributions in B. E, Instances of
stochastically stimulated conductances over one period, generated by summing unitary transients
generated from nonstationary point processes, whose rates follow the distributions in B, scaled to
have mean frequencies of 4000 — 6000 Hz for AMPA/NMDA and 600 —1600 Hz for GABA. Conductance
waveforms in D are thus the ensemble averages of the stochastically simulated waveforms in £.In D
and E, the spike phase distributions in Care superimposed as dashed curves for comparison.



1874 - J. Neurosci., February 20, 2008 - 28(8):1871-1881

A

C

(a) Pre-synaptic spike densities (a) Pre-synaptic spike densities
|
(dddaddd, I e rree ldddadddaad,
0 100 200 300 400 500 0 100 200 300 400 500
Time (ms) Time (ms)
(b) (b)
Simulated conductance inputs Simulated conductance inputs
w18 & 20
£ 1 | £
ANV o\ AN
o DARNAARRARANAARARARR o |
0 100 200 300 400 500 0 100 200 300 400 500
Time (ms) Time (ms)
(c) (c)
Membrane potential Membrane potential
So So
5-20 5-20
-40 -40
-60 -60
0 100 200 300 400 500 0 100 200 300 400 500
Time (ms) Time (ms)
(a)HGO y Glu (a} y Glu
(Hz) vy GABA y GABA
40 30
20| Ll
20 o . i F ln-.
=0 - ~.§§~- -'_‘o & N ‘.'
0 Heshms L e an L
0 5 10 15 20 25 0 5 10 15 20 25
Time (ms) Time (ms)
(b) 60 Y Gl (b) o v Gl
tonic GABA sson GABA

0 5 10 15 20 25

0 5 10 15 20 25

Time (ms) Time (ms)
(©) = oncelu (€ i Poisson Glu
y GABA y GABA
40
20
- "'-7?"-.. .
0 s Y ks
0 5 10 15 20 25 0 5 10 15 20 25

Time (ms)

Time (ms)

Figure2.

Morita et al. ® Recurrent Inputs in Gamma-Modulated Firing

m

Weakening y-modulation of GABAergic inputs —

100 % 50 %

0%

0 0
0 5 10 15 20 250 5 10 15 20 250 5

Time (ms)

10 15 20 25

50

Fa
> -

-~
'

0 z 0
10 15 20 260 5 10 15 20 250 5 10 15 20 25

50 50, 50

-
-, -~

e~

0 nisae Q) 0
0 5 1015 20 250 &5 10 15 20 250 5

«— Weakening y-modulation of Glutamatergic inputs

10 15 20 25

Stimulation of RS cells by y-modulated (40 Hz) simulated synaptic conductances. Aa, Densities of simulated presynaptic RS (red) and FS (blue) spikes, tandem repeats of those shown

in Figure 1C. b, AMPA (red), GABA (blue), and voltage-dependently blocked NMDA (orange) conductances. ¢, Recorded membrane potential response of an RS cell to the conductances shownin b.
B, Histograms showing spike rate (instantaneous firing frequency, see Materials and Methods) phase distributions (over a single -y period of 25 ms) of RS cell spikes, resulting from the stimulus
shown in Ab. -y-Modulated excitation and inhibition (a), -y excitation and constant inhibition (b), and -y inhibition and constant excitation (c). Dashed lines indicate presynaptic y-modulated RS
(red) and FS (blue) spike densities. €, D, As for A and B but with stochastic unitary inputs (i.e., constant inputs become stationary Poisson inputs). E, Spike rate phase distributions of RS cells in
response to injection of mixtures of stationary and -y-modulated stochastic excitatory and inhibitory conductances. Solid lines indicate AMPA and GABA receptor conductances ensemble averaged

over periods.

excitation or to inhibition. Specifically, we stimulated RS cells
with either (1) the reconstructed recurrent excitatory (AMPA
and NMDA) conductance, which is the same as in the previous
experiment and thus prominently y modulated, together with
tonic inhibitory (GABA) conductance, or (2) tonic excitatory
conductance and the reconstructed y-modulated inhibitory con-
ductance. Figure 2, Bb and Bc, shows the resulting postsynaptic
RS spike phase distributions. When only excitation is y modu-
lated (Fig. 2 Bb), the peak of the postsynaptic distribution (histo-
gram) is even further delayed from the presynaptic distribution
(red dashed line) by ~8 ms. Conversely, when only inhibition is
v modulated (Fig. 2 Bc), the peak of the postsynaptic distribution

shifts to the left, corresponding closely to that of the presynaptic
distribution. These results suggest that, when recurrent excita-
tion is y modulated according directly to the presynaptic spike
phase distribution of RS cells, it has too strong an impact on
postsynaptic spike timing, leading to a peak in firing that is de-
layed by some milliseconds from that of the presynaptic distribu-
tion, thus making it impossible for presynaptic and postsynaptic
spike distributions to agree. However, although the peak firing
phase shifts to the correct position when only recurrent inhibi-
tion is y modulated (Fig. 2 Bc), the postsynaptic distribution is
still much narrower than the presynaptic one, suggesting that
additional modification to the input scenario is necessary.
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taking such stochasticity into account. To test
this, we devised another method to synthesize
conductances: explicit instances of presynaptic
spike times were generated as nonstationary
Poisson processes, whose rates followed the RS
and FS spike distributions (Fig. 2Ca, the same as
Aa), scaled to frequencies that were compatible
with known firing rate and numbers of synaptic
connections, i.e., 4000—6000 Hz for AMPA/
NMDA and 600-1600 Hz for GABA. Then uni-
tary conductance transients (Fig. 1 B) were gen-
erated for each spike time and summed. The
resulting conductances were no longer smooth
and periodic (Figs. 1 E, 2Cb), and the membrane
potential of the neuron stimulated in this way
showed irregular fluctuations (Fig. 2Cc). Figure
2 Da shows a postsynaptic spike phase distribu-
tion obtained for this stochastic input scenario.
As shown in this figure, the postsynaptic distri-
bution becomes broader than with determinis-
tic stimuli (Fig. 2 Ba), as desired, whereas the
peak time of the distribution does not signifi-
cantly change.

We then examined the scenario of stochas-
tic excitation and inhibition but with y mod-
ulation of only one or the other. In other
words, we generated presynaptic FS spike
times according to a stationary Poisson pro-
cess, whereas RS spike times were generated
according to the same nonstationary Poisson
process as used in the previous experiment or
vice versa. Figure 2, Db and Dc, shows the
resulting postsynaptic RS spike phase distri-
butions. The effect of the stochasticity is again
to broaden the distribution relative to the cor-
responding distribution for nonstochastic in-
put (Fig. 2 Bb,Bc), whereas the peak positions
hardly changed. Notably, in the case of sto-
chastic ry-modulated inhibition and non-
modulated excitation (Fig. 2 Dc), the postsyn-
aptic RS spike phase distribution (histogram)
closely resembles the presynaptic one (red
dashed line) in both the peak time and the
narrowness and also in the degree of skew.
This suggests that the phase preference of RS
spikes during UP states is shaped by
y-modulated recurrent GABAergic input and
that y-modulated recurrent excitation is incon-
sistent with the observed RS and FS firing distri-
butions. We further examined, in a different set
of cells, cases in which excitation or inhibition
were partially y modulated, using mixtures of
stationary and nonstationary Poisson processes.
This confirmed (Fig. 2E) that consistency be-
tween presynaptic and postsynaptic RS spike
phase distributions is achieved when RS cells re-
ceive strongly vy-modulated inhibition and
weakly or nonmodulated excitation (bottom
left panels in Fig. 2E).

So far, the stimuli used have not included the stochastic natureof ~ Simulating time-varying frequency of y oscillations
activity in the presynaptic neuron population. It is possible that ~ So far, we have assumed that the frequency of the LFP vy oscilla-
the spike phase distribution could be broadened sufficiently by  tion is fixed at 40 Hz. However, in real vy oscillations, the fre-
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Figure 4.  Quantitative comparison of spike phase distribution shape under different regi-
mens of stimulation. Each panel compares nonstochastic 40 Hz -y stimulation (compare Fig.
24, B), stochastic -y stimulation (compare Fig. 2,0), and time-varying y stochastic stimulation
(Fig. 3). Mean (A) and sharpness (B) (see Materials and Methods) of the spike phase distribu-
tions of RS cells receiving both y-modulated excitation and inhibition (a), y-modulated exci-
tation and stationary inhibition (b), and stationary excitation and -y-modulated inhibition (c).
Error bars indicate average == SD over nine cells. Dashed horizontal lines indicate the mean (A)
and the sharpness (B) of the in vivo RS spike phase distribution used as the presynaptic spike
density to synthesizing conductances (Fig. 10).

quency can vary from period to period, over the frequency range
of 30—80 Hz (Hasenstaub et al., 2005). Can this variation cause
additional change in the shape of the spike phase distributions?
We simulated this scenario using an Ornstein—Uhlenbeck (OU)
process (Gillespie, 1996). The periodic RS and FS spike densities
used thus far (Fig. 2Ca) were transformed by stretching or
shrinking the time axis by a time-variable factor, given by an OU
process with mean of 1, SD of V4, and time constant of 250 ms.
Figure 3Aa shows an example OU process, and Figure 3Ab shows
how the original periodic spike density (bottom horizontal wave-
form) is transformed into a time-varying y-modulated one (left
vertical waveform) via the integral of the OU process (diagonal
line). From these time-varying y-modulated spike densities (Fig.
3Ba), we synthesized AMPA, GABA, and NMDA receptor con-
ductances (Fig. 3Bb) and injected them into RS cells (Fig. 3Bc).
Again, we examined situations in which excitation and inhibition
are y modulated to different extents. The results (Fig. 3C) were
generally similar to the previous ones obtained with a fixed (40
Hz) vy frequency (Fig. 2 E): good agreement between presynaptic
and postsynaptic RS spike phase distributions was again achieved
when RS cells receive strongly y-modulated inhibition and
weakly or non-y-modulated excitation (bottom left panels in Fig.
3C). Variation in the y frequency appeared to have little effect on
the peak phase of the distributions but reduced their sharpness
slightly.

To compare these results quantitatively, we calculated the
mean phase and the sharpness of the distributions (see Materials
and Methods). As shown in Figure 4, the best match between the
mean position of the presynaptic and postsynaptic distributions
is realized when only GABAergic inputs are 'y modulated (Fig.
4 Ac). There was little effect of the degree of stochasticity on the
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mean position of the distribution (horizontal axes of Fig. 4Ac),
but the sharpness of phase distributions was less for stochastic
stimulation than for nonstochastic stimulation and reduced still
further by using time-varying stochastic stimulation to almost
the same extent as the original presynaptic distribution (Fig.
4 Bc). The closest match to the presynaptic distribution, in both
sharpness and mean phase, was for the case of time-varying
y-modulated stochastic GABAergic input, with stationary sto-
chastic glutamatergic input (the rightmost points in Fig. 4 Ac,Bc).

Simulating distributed delays on recurrent inputs

As seen above, to realize the match between presynaptic and
postsynaptic distributions, it is necessary that excitatory synaptic
inputs to RS cells should not be strongly y modulated. One pos-
sibility is that y modulation of recurrent excitation, which must
be strong at its origin, namely in the firing of presynaptic RS cells,
is then weakened by distributed delays in axonal conduction
and/or dendritic integration (discussed later). We examined this
possibility by synthesizing artificial recurrent conductances with
delays. Specifically, spike times were first generated according to
the presynaptic spike phase distributions in the same way as pre-
viously but then shifted by amounts taken independently from a
certain delay distribution, for which we used a half-Gaussian
function for simplicity (Fig. 5, green filled curves in the top row
and the leftmost column). Figure 5 shows the resulting postsyn-
aptic spike phase distributions. Increasing the delay in recurrent
inhibition (from left to right in Fig. 5) systematically shifted the
distribution to the right, whereas the effect of increasing delay in
recurrent excitation (from top to bottom) depended on the delay
in inhibition. In the case of zero delay in inhibition with a large
mean delay of 9.6 ms in excitation, there was very good consis-
tency between the presynaptic and postsynaptic distributions,
as shown in the figure. Under this scenario, although the ex-
citatory AMPA conductance (red solid line in Fig. 5) is still
slightly y modulated, the modulation is greatly weakened and
shifted to the right by the distributed delay, so as almost to
coincide in timing with the modulation of the inhibitory con-
ductance (blue solid line). In this circumstance, it seems that -y
modulation of the recurrent excitation could be uniformly
masked by y modulation of the inhibition so that it does not
shift the postsynaptic spike phase distribution but simply
broadens it by weakening the impact of y-modulated inhibi-
tion on spike timing.

Comparison of point versus distributed synaptic inputin a
numerical model

Postsynaptic integration could also contribute to the demodula-
tion of excitation, because glutamatergic synapses are distributed
extensively over the dendrites of pyramidal cells. The effect of
such a distributed input may not be adequately reproduced by a
point conductance input at the soma. To examine whether this is
the case, we performed morphologically detailed simulations of a
layer 2/3 pyramidal cell using the NEURON simulation environ-
ment (Hines and Carnevale, 1997), with voltage-dependent con-
ductances based on the model of Mainen et al. (1995) (see Mate-
rials and Methods). We found that distributing either the
excitatory or the inhibitory inputs had only small effects on the
position of the peak in spike density and mainly affected the
scaling or amplitude of the spike density distribution. Figure 6
shows spike density histograms with y-modulated excitation and
inhibition and without presynaptic delays, which produced a
similar spike distribution to that observed experimentally for
point somatic input (Fig. 2 Da). Distributing both excitation and
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Figure 5.

Effects of distributed delay in recurrent inputs on the postsynaptic RS spike phase distribution. Panels in the leftmost column show how a distribution of delays (indicated in green) of

recurrent excitation affects the shape of the y-modulated AMPA conductance (red solid lines), injected into RS cells. Panels in the top row show how delays in recurrent inhibition affect the shape
of the total inhibitory conductance (blue solid lines). Numbers in milliseconds indicate the means of the delay distributions, which are the positive parts of Gaussians with SDs of 4, 8,12, and 16 (ms).
Histograms show the spike phase distributions of RS cells with the corresponding distribution of delays in excitation and inhibition. Dashed lines indicate the presynaptic RS (red) and FS (blue) spike

phase distributions.

inhibition over the dendrites produced a small reduction in peak
firing rate during the gamma cycle, with a slight shift of the spike
density toward the right (Fig. 6Ca,Cd). Distributing the excita-
tion while keeping somatic inhibition, the condition that proba-
bly most closely resembles the natural distribution of inputs, de-
presses the firing rate but has little impact on the position of the
peak density (Fig. 6Cb,Ce). This would indicate that excitatory
inputs applied proximally have a stronger weight than distal in-
puts, even in the case of active dendrites. Conversely, with dis-
tributed inhibition but point somatic excitation, firing rates are
boosted but again without a marked effect on the position of the
peak (Fig. 6Cc,Cf). The effects on firing rate were more pro-
nounced when dendrites were passive (Fig. 6Cd—Cf) than when
they were active (Fig. 6Ca—Cc), presumably reflecting compensa-
tion of dendritic attenuation by active amplification. Thus, these
simulations suggest that, although dendritic integration and
propagation delays could contribute to the overall demodulation,
they are unlikely to be a major component.

Gamma phase encoding of synaptic inputs

A recent study (Fries et al., 2007) proposed that the strength of
excitatory input to pyramidal cells could be encoded by the phase
of firing, with more strongly excited cells firing earlier in the
gamma cycle. In Figure 7, A and B, we demonstrate that different
“frozen noise” instances of stochastic gamma input can give quite
reliable spike-time encoding at different phases of the gamma
cycle. However, when the synaptic input preceding spikes is av-
eraged over many stochastic instances, or “reverse correlated”
(Fig. 7C,D), we found that spikes early in the gamma cycle are
associated with strong preceding reductions in inhibition and
only very weak transients of excitation. Thus, our results support
the idea that the phase of firing can be a reliable function of the
input, but we suggest that, at least for the input scenario that we
have used, the level of inhibition is a stronger determinant of
spike timing than the level of excitation. It is possible, however,
that, if excitatory conductance also underwent modulations at a
slower timescale, encoding of the level of excitatory input as sug-
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gested by Fries et al. could occur, and this is
an interesting avenue for future research.

Discussion

Possible input scenario shaping y
oscillations during sustained activity

We have shown that the phase preferences
of RSand FS cellular spikes observed in vivo
during UP states (Hasenstaub et al., 2005)
are consistent with an input scenario in
which RS cells receive strong, low-latency
inhibitory input from FS cells, which is
prominently modulated by the LFP vy
rhythm to the same extent as the presynap-
tic FS spike generation probability, in com-
bination with excitatory conductance from
other RS cells that have little or no y mod-
ulation. The low latency for the inputs
from FS cells corresponds to two known
facts; first, that axons of FS cells (proxi-
mally targeting interneurons) are mostly
thick and well myelinated (for review, see
Thomson and Bannister, 2003) and so con-
duction velocity should be high, and sec-
ond, that most GABAergic synapses made
by FS cells are seen on the somata or peri-
somatic dendrites so that delay attributable
to dendritic integration should be short
(Kawaguchi and Kubota, 1997). Itis also in
line with a proposed mechanism for many
kinds of -y oscillations in which y-modulated
firing of principal pyramidal cells is driven
by synchronized oscillatory GABAergic in-
puts (Whittington et al., 1995; Buhl et al,,
1998; Fisahn et al., 1998; Penttonen et al.,
1998; Mann et al., 2005), suggesting that
the same principle is also applicable to the
background vy oscillations that accompany
self-sustained UP states.

Conversely, apart from several model-
ing studies (Whittington et al., 1997; Ko-
pell et al., 2000; Brunel and Wang, 2003;
Geisler et al., 2005; Kanamaru, 2006), rela-
tively little is known about how recurrent
excitation between pyramidal cells is in-
volved in the vy rhythm, although such ex-
citatory reverberation is thought to under-
lie sustained activity. We found that, if there is phasic modulation
in the excitatory conductance in an RS cell, it has a significant
impact on the spike timing of the cell, which is very difficult to
cancel out by phasic modulation in the inhibition. In particular, if
recurrent excitatory inputs are y modulated at the stage of
the postsynaptic somatic conductance as prominently as at the
original stage of presynaptic firing probability, it seems to be
impossible to match postsynaptic and presynaptic spike phase
distributions. Therefore, if the UP state activity is sustained pre-
dominantly by local recurrent inputs as believed (Sanchez-Vives
and McCormick, 2000; Shu et al., 2003; Haider et al., 2006),
phasic RS firing is likely to be somehow transformed in the net-
work into postsynaptic conductance that is quite evenly dispersed
in time. We have shown that a distributed (half-Gaussian) delay
of on average ~10 ms on the recurrent excitation could weaken
its y modulation to the expected extent (see Fig. 5). Such a distri-
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Comparison of pointand distributed synapticinputin a numerical model of a layer 2/3 pyramidal cell. A, Morphology
of the compartmental model (see Materials and Methods). Ba, Example stochastic y-modulated point conductance input. The
NMDA conductance is voltage dependent and thus shows spike transients. Example responses, with active (b) or passive (c)
dendrites (see Tables 1, 2). C, Spike density distributions produced by different locations of excitation and inhibition, for active
(a-¢) and passive (d—f) dendrites, as indicated diagrammatically at the left, and also highlighted by the thickness of the red or
blue traces showing presynaptic spike densities. In each case, the response to point somatic input of excitation and inhibition
(corresponding to the experiments) is shown in gray.

bution of delay could result from RS cells collecting recurrent
excitation from many other pyramidal cells at a variety of dis-
tances via axonal collaterals, because, in contrast to axons of FS
cells, pyramidal axonal collaterals are essentially unmyelinated,
and thus the conduction velocity is low (=0.1 m/s) (Thomson
and Bannister, 2003). Dendritic integration could also contribute
in part to the delay (Fig. 6). Theoretical studies of the effect of
delay on the vy oscillation are few and limited to simple cases such
as fixed delay between two populations of neurons (Kanamaru,
2006). Extension of such models to the case of distributed delays
on recurrent excitatory connections would be interesting in the
light of our results.

In addition to the effects of local recurrence delay, it is likely
that a decay in spatial synchronization of the vy oscillation with
distance will contribute to the weakening of y modulation of
recurrent input, through integration of distal inputs. Other pos-
sible mechanisms such as stochastic propagation of action poten-
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bution may therefore previously have been

LFE underestimated (Castillo et al., 1997;

LFP
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eak
= Vignes and Collingridge, 1997). Therefore,
we examined the effect of using much
slower unitary excitatory conductance
events (rise time constant of 0.5 ms, decay
time constant of 100 ms) on the spike phase
distribution (Fig. 8 A). As shown in Figure
8B, using exclusively slow KAR-like uni-
tary kinetics can also effectively eliminate
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input. Strong decreases in GABA input are linked to subsequent spiking.

tials in local RS recurrent connections (Faisal et al., 2005) or
hypothesized random occurrence of ectopic spikes in pyramidal
axons coupled by axo-axonic gap junctions (Draguhn et al.,
1998) could also play a part in diluting the y modulation of
recurrent excitation. In entorhinal cortex, it has been shown that
kainate receptors (KARs) play a major role in generating UP
states (Cunningham et al., 2006). Kainate receptor-mediated
transmission is often associated with significantly slower conduc-
tance transients than AMPA receptor (AMPAR)-mediated trans-
mission (Lerma, 2003), and it has been suggested that KARs
could effectively act as a low-pass filter of input signals (Frerking
and Nicoll, 2000). KAR-mediated transmission is present in the
neocortex (Kidd and Isaac, 1999) but forms a much smaller frac-
tion of fast transmission than do AMPARs (Ali, 2003), and there
are also presynaptic kainate receptors that can facilitate excitatory
transmission (Lerma, 2003). It is conceivable, however, that un-
der UP state conditions, with widespread glutamate spillover,
postsynaptic KAR activation might be larger and relatively slow
in time course. Applying CNQX to block AMPAR-mediated ex-
citation also blocks KAR-mediated transmission, whose contri-

015 M0
Time (ms)

Gamma phase encoding of synapticinput. 4, Four different examples of precise spike time distributions in response
to repeated trials using identical stochastic instances of y-modulated GABA conductance and Poisson glutamatergic conduc-
tances (data not shown). B, Two other instances in which spike timing was less reliable. C, Reverse correlation of the AMPA input
with spikes drawn from different regions of the spike density distribution (color-coded, green indicates average for all spikes in
the distribution). On average, spikes are associated with only small risesin AMPA conductance. D, Reverse correlation of the GABA

Advantages and potential drawbacks of
our approach

The genesis of the y rhythm is a complex,
variable network phenomenon. Quantita-
tive insight into how the structure of input
determines spike responses is difficult dur-
ing such a global, distributed activity pat-
tern. To understand how individual cells
participate in y rhythms, it is necessary to
reconstruct the synaptic input that they re-
ceive and to show how this input is inte-
grated into y-modulated firing. To address
this question, the approach that we have
taken of injecting artificial synaptic con-
ductances into neurons in vitro has several
key advantages: it realistically reproduces
the electrical nature of synaptic input, but,
unlike for in vivo vy oscillations, the differ-
ent fractions of conductance input are known precisely and can
be systematically varied according to different models. Unlike in
numerical simulations, we are studying the responses of the ac-
tual spike-generating mechanisms of the neuron, whose impact
on the network oscillation may significantly differ from that of
simple models (Geisler et al., 2005). Applying this approach to
different kinds of oscillatory activity patterns should shed light on
common and distinct mechanisms. A potential criticism of this
approach is that conductance is injected only at the soma. How-
ever, it is known, as already described, that, although glutamater-
gic synapses are distributed over the somatodendritic axis of py-
ramidal cells, most GABAergic synapses made by FS cells are seen
on the somata or perisomatic dendrites rather than on distal
dendrites (Kawaguchi and Kubota, 1997). Thus, this method re-
produces the most important nonlinear characteristic of synaptic
input, the shunting nature of proximal inhibition, near to the site
of spike initiation. The conductance nature of excitation at the
soma is less important, because its reversal potential is far from
spike threshold, and, in accordance with this, results of numerical
simulations of these experiments showed no major qualitative
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Figure 8.  Possible effects of KAR-mediated excitatory conductance. Aa, Waveforms of the

unitary conductances. Three scales on the vertical axis: blue, GABA; red, AMPA and NMDA;
purple, kainate. In one of the two cells tested, all unitary conductances were scaled by a factor of
1.4. b, ¢, Simulated non-NMDA and unblocked NMDA conductance over a single -y period,
stochastically generated according to the in vivo -y-modulated RS spike density (red dashed
lines) at 4000 Hz. Three cases of non-NMDA conductance are drawn: AMPA receptor-mediated
conductance (red), 50:50 mixture of AMPA receptor-mediated and KAR-mediated conduc-
tances (magenta), and purely KAR-mediated conductance (purple). b, Conductance waveforms
averaged over -y cycles; ¢, one period of stochastically stimulated waveforms. Two scales on the
vertical axis: orange, unblocked NMDA; red, AMPA and/or kainate. B, Histograms showing spike
rate phase distributions of RS cell spikes. Three different cases of non-NMDA conductance were
tested: a, AMPA receptor-mediated conductance only; b, mixture of AMPA receptor-mediated
and KAR-mediated conductances; ¢, KAR-mediated conductance only. Dashed lines indicate
presynaptic -y-modulated RS (red) and FS (blue) spike densities. Solid lines indicate non-NMDA
excitatory conductance (red) and GABAergic conductance (blue). ¢, Mean (a) and sharpness (b)
(as in Fig. 4) of the spike phase distributions of RS cells receiving different combinations of
non-NMDA conductance, asindicated. Dashed horizontal lines indicate corresponding values of
the in vivo RS spike phase distribution, used as the presynaptic spike density for synthesizing
conductances. Results from two different cells are indicated by black and gray lines.

differences in spike density distributions between point somatic
or distributed excitation (Fig. 6).

We have not explicitly included a drive by fast rhythmic burst-
ing (FRB) or chattering cells (Gray and McCormick, 1996; Ste-
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riade etal., 1998), which can intrinsically generate bursts of spikes
at a gamma frequency and may be important for generating cor-
tical gamma oscillations in particular (Cunningham et al., 2004).
However, our results suggest that FRB cell input to RS neurons,
like recurrent input from other RS cells, should also be subject to
a distributed delay and effective demodulation. If this was not the
case, then reproducing the in vivo RS cell spike density distribu-
tions should require more strongly y-modulated excitatory
input.

Another aspect that was not simulated by our conductance
inputs was the conductance attributable to activation of other
types of synaptic receptors, such as metabotropic glutamate and
muscarinic acetylcholine receptors, which are less well character-
ized in terms of kinetics and distribution. However, during nat-
urally evoked gamma oscillations in vivo, the proportion of the
total conductance of the membrane resulting from these conduc-
tances is likely to be low relative to that of the AMPA, NMDA, and
GABA receptors, and, because of their slow activation and deac-
tivation time courses, they are not expected to show fast temporal
modulation during the gamma cycle. Nevertheless, we cannot
rule out a significant influence of these receptors on synaptic
integration during in vivo cortical gamma oscillations.

Conclusion

We have reconstructed recurrent synaptic inputs that RS cells are
expected to receive during self-sustained UP states accompanied
by 7 oscillations and have used these to stimulate actual RS cells
and to explore the input scenarios under which the measured
postsynaptic spike phase distribution matches the presynaptic
distribution. Our results indicate that RS cells are likely to receive
strongly y-modulated, low-latency inhibition from FS cells and
excitation with little or no ©y modulation from other RS cells,
possibly through several mechanisms including long distributed
delays. This structure of input during vy oscillations indicates a
possible separation of function in the network between excitatory
and inhibitory connections. Inhibitory inputs from FS cells are
responsible for setting a reliable rhythm, whereas recurrent exci-
tation between RS cells has no overall effect on the gamma
rhythm but still contributed a strong reinforcement to the main-
tenance of the sustained activity. The lack of overall phase mod-
ulation in RS-RS cell recurrent excitation would allow a large
capacity for encoding information with reference to a vy clock
signal, because the uniform distribution of recurrent excitatory
inputs through the vy period permits a great number of different
arrangements of recurrent input timing, without impacting on
the timing of the clock itself.
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