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Shift in the Balance between Excitation and Inhibition
during Sensory Adaptation of S1 Neurons

Jaime E. Heiss,* Yonatan Katz,* Elad Ganmor, and Ilan Lampl
Department of Neurobiology, Weizmann Institute of Science, Rehovot 76100, Israel

Sustained stimulation of sensory organs results in adaptation of the neuronal response along the sensory pathway. Whether or not
cortical adaptation affects equally excitation and inhibition is poorly understood. We examined this question using patch recordings of
neurons in the barrel cortex of anesthetized rats while repetitively stimulating the principal whisker. We found that inhibition adapts
more than excitation, causing the balance between them to shift toward excitation. A comparison of the latency of thalamic firing and
evoked excitation and inhibition in the cortex strongly suggests that adaptation of inhibition results mostly from depression of inhibitory
synapses rather than adaptation in the firing of inhibitory cells. The differential adaptation of the evoked conductances that shifts the
balance toward excitation may act as a gain mechanism which enhances the subthreshold response during sustained stimulation, despite
a large reduction in excitation.
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Introduction
In somatosensory and auditory cortical areas, sensory stimula-
tion often activates a stereotypical pattern of excitation, followed
a few milliseconds later by inhibition (Wehr and Zador, 2003;
Mittmann et al., 2005; Wilent and Contreras, 2005; Higley and
Contreras, 2006). Recently, a similar sequence of activation was
also reported for spontaneous activity (Okun and Lampl, 2008).
Feedforward inhibition is believed to limit the time window for
integration of excitation and thus to govern both the rate and the
timing of cortical firing. However, the mechanisms that deter-
mine the relative contributions of excitation and inhibition to
neuronal activity and their dependency on past stimulation his-
tory are not clear.

Upon whisker stimulation, excitatory pyramidal neurons,
spiny stellate cells and local inhibitory interneurons in layer 4 of
the barrel cortex receive excitation from the ventral posterior
medial nucleus (VPM) of the thalamus (Porter et al., 2001; Beier-
lein et al., 2003; Bruno et al., 2003; Swadlow, 2003; Bruno and
Sakmann, 2006; Sun et al., 2006; Cruikshank et al., 2007). Al-
though recurrent excitation from other cortical cells is likely to
contribute to the response of neurons in primary sensory areas
(Douglas et al., 1995; Stratford et al., 1996; Lübke et al., 2000; Liu
et al., 2007), when compared with feedforward thalamic excita-

tion, the inhibitory pathway must involve an additional synapse.
However, the effect of repetitive whisker stimulation on the rel-
ative contribution of the evoked conductances is unclear.

Rats gather tactile information by sweeping their whiskers
against objects at a rate of 5–20 Hz (Carvell and Simons, 1990;
Ahissar et al., 2001; Knutsen et al., 2006), and at even higher
frequencies during foveal whisking (Berg and Kleinfeld, 2003). At
this frequency range, VPM firing achieves a steady state after only
a few whisker deflections (Hellweg et al., 1977; Sosnik et al., 2001;
Hartings et al., 2003; Khatri et al., 2004; Gabernet et al., 2005;
Katz et al., 2006). However, cortical cells exhibit slower and more
substantial adaptation (Ahissar et al., 2001; Garabedian et al.,
2003; Khatri et al., 2004; Derdikman et al., 2006), which probably
results from short-term depression of thalamocortical synapses
(Chung et al., 2002; Castro-Alamancos, 2004; Katz et al., 2006).
In vitro cortical recordings in thalamocortical slices (Beierlein et
al., 2003; Gabernet et al., 2005) suggest that inhibition adapts
more than excitation. Therefore, the time window for the inte-
gration of excitation increases during repetitive whisker stimula-
tion, which in turn may reduce the precision of cortical firing.
However, no effect on the balance between excitation and
inhibition was found in an in vivo study (Higley and Con-
treras, 2006). Thus, different views on the effect of adaptation
on the balance between excitation and inhibition were sup-
ported experimentally.

Herein, we patched cells in layer 4 of the barrel cortex of
anesthetized rats and recorded the responses to repetitive whisker
stimulations. Similarly to other studies, we estimated the change
in sensory evoked excitation and inhibition from the average
response obtained at different levels of current injection (Ander-
son et al., 2000; Priebe and Ferster, 2005; Wilent and Contreras,
2005). Although both the excitatory and the inhibitory evoked
synaptic conductances adapted, our results show that the balance
is gradually skewed toward excitation. Moreover, we found that
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the balance is maintained for several stimuli before the shift be-
comes significant, which seems to settle the controversy sur-
rounding this topic.

Materials and Methods
Animal preparations and recordings. Animal surgeries and in vivo record-
ings were performed as previously described (Katz et al., 2006). Briefly,
recordings were made from young adult Wistar rats (4 –7 weeks old).
After initial anesthesia with ketamine (100 mg/kg) and acepromazine
maleate (1 mg/kg), a tracheotomy was performed after local subcutane-
ous injection of lidocaine. Rats were mounted in a stereotaxic device and
respirated with a mixture of halothane (0.5–1.5%) and air. Two addi-
tional layer 4 cells were recorded from one animal that was anesthetized
with isofluorane (0.5–1%). Because no qualitative difference was ob-
served, these two cells were pooled together with the rest of the recorded
neurons. The levels of end-tidal CO2 and heart rate (250 – 450 beats/min)
were monitored throughout the experiment. Body temperature was kept
at 37°C using a heating blanket and rectal thermometer. The anesthesia
level was kept between stages III-2 and III-3 [see (Katz et al., 2006)]. A
craniotomy (0.5–1 mm in diameter) was made above the barrel cortex
(centered 2.2 mm posterior and 5 mm lateral to bregma) and a portion of
the dura mater was carefully removed. For extracellular thalamic record-
ings the craniotomy was centered 3 mm lateral and 3 mm posterior from
bregma. All surgical and experimental procedures were conducted in
accordance with the regulations of the Weizmann Institute Animal Care
and Use Committee.

Recording techniques. Whole cell patch recordings were performed as
previously described (Katz et al., 2006). Borosilicate micropipettes were
pulled to produce electrodes with a resistance of 4 – 8 M�, and filled with
an intracellular solution containing (in mM): 136 K-gluconate, 10 KCl, 5
NaCl, 10 HEPES, 1 MgATP, 0.3 NaGTP, and 10 phosphocreatine (310
mOsm). For histological identification of the recorded cells, 0.4% biocy-
tin was added to the solution, and QX-314 (2 mM) was added to prevent
action potentials. At the beginning of whole-cell recordings the total
series resistance was 68 � 37 M� (average � SD, n � 54). Whole-cell
patch recordings were obtained in current-clamp mode, and electrodes
were inserted perpendicularly to the cortex, which was covered by warm
3.5% agar in standard saline. Intracellular signals were acquired using an
Axoclamp-2B amplifier (Molecular Devices) and low passed at 3 kHz
before being digitized at 15 kHz. Thalamic extracellular recordings were
obtained at depths of 4.7–5.2 mm (vertical penetrations) using high im-
pedance (20 –30 M�) borosilicate micropipettes filled with standard
ACSF. Extracellular signals were amplified using an Axoclamp-2B am-
plifier, bandpass filtered at 500 Hz to 5 kHz using a Cornerstone EX4 –
400 amplifier (Dagan Corp.) and digitized at 25 kHz. Local field poten-
tials (LFP) in layer 4 (850 –980 �m), presented in the supplemental
material, were recorded by tungsten electrodes (0.5–1 M�; Alpha Omega
Engineering), amplified (gain: 2500; band: 1–350 Hz) by MCP plus 8
(Alpha Omega Engineering) and digitized at 5 kHz.

Whisker stimulation. Whiskers were trimmed to a length of 10 –20 mm.
The whisker chosen for stimulation was inserted into a 2 mm plastic cone
(made from a Microloader; Eppendorf) that was glued into a metal pi-
pette (2 cm portion of a 20 gauge needle) attached to the piezoelectric
wafer (T220-H4 –203Y; Piezosystems) which was driven by a home made
controller. The displacement, rise time, and velocity (measured from
10% to 90% of the maximal amplitude) at the tip of the metal pipette
were measured off-line using an optical displacement measuring system
(optoNCDT 1605; Micro-Epsilon). A fast-rising voltage command was
used to evoke a fast whisker deflection with a constant rise time of �1 ms
followed by a 20 ms ramp-down signal that returned the whisker to the
baseline position before the next command was delivered in the stimu-
lation train. Because of the fixed rise time, amplitude and speed of de-
flection grow together with the magnitude of the voltage command,
following a quasi-linear relationship. The stimulation velocity and the
corresponding deflection amplitude were adjusted to evoke clear sub-
threshold response in the cortical cells and they were in the range of
20 – 65 mm/s (20 – 60 �m in amplitude). For a detailed description of the
whisker stimulation protocol see (Katz et al., 2006). The principal whis-

ker was identified after carefully mapping the receptive field of the re-
corded neuron by applying a short train of 5 stimuli (18 Hz) every 2 s. For
conductance measurements during repetitive whisker deflections, each
cell was stimulated by a train of 20 whisker deflections at either 10 or 18
Hz. Repeating trails (29 –51) of stimulation trains were delivered at three
or four different holding currents ranging from �0.3 to �0.6 nA. In
thalamic recordings we used two distinct whisker deflection strengths of
6 mm/s (5.5 �m in amplitude) and 168 mm/s (142 �m in amplitude).
The direction of whisker deflection was always caudorostral. All trials
were pseudo-randomized with an intertrial interval of 3 s.

Estimation of the evoked conductance. Evoked changes in the average
excitatory and inhibitory synaptic conductances (Ge and Gi) were esti-
mated in current clamp mode, based on methods described in previous
studies (Priebe and Ferster, 2005; Wilent and Contreras, 2005). The av-
erage voltage at each time step (smoothed and subsampled at 5 kHz) and
its derivative, were fit by the membrane potential equation: I � C(dVt/dt)
� Gr(Vt � Er) � Ge(Vt � Ve) � Gi(Vt � Vi), where I is a vector of the
injected currents and C is the estimated capacitance of the cell. Voltage-
dependent conductances not blocked by QX-314 were partially ac-
counted for by calculating the resting conductance in the absence of
stimulation (Gr) as the leak conductance corresponding to each current
step. Vt is the measured membrane potential for every holding current at
each time step, corrected for the series resistance (Rs), junction potential
(which we measured to be approximately �12 mV), and slow voltage
drifts. The instantaneous derivative of the voltage (dVt/dt) was approxi-
mated by �V/�T, where �V is the difference between 2 consecutive
voltage samples, and �T is the time between them (1/5000 s). The cell
capacitance, C, and Rs were estimated by fitting the average voltage, at the
end of the injection of the holding current, to the analytical solution of
the response of the electrical circuit to a step of current. The Rs was then
validated and, when necessary, adjusted by visual inspection of the cor-
rected voltages to eliminate only the fast component of the voltage
change after the current step. Er is the average membrane potential at
rest, Ve is the reversal potential of excitation (assumed to be 0 mV), and
Vi is the reversal potential of inhibition (assumed to be �80 mV). Two
unknowns (Ge and Gi) were estimated by linear regression. The accuracy
of the estimated conductances was verified by reconstructing changes in
voltage (Priebe and Ferster, 2005) based on the membrane potential
equation, and are presented together with the actual measured potentials
(see Figs. 3, 4).

Analysis of latencies, peak conductances, and confidence intervals. Onset
of responses and evoked conductances were measured when the values
reached 15% of the difference between peak amplitude and the local
minima, which occurred between 4 ms after the stimulus and the begin-
ning of the response. For each stimulus in a train, the amplitude of the
evoked conductance was estimated as the mean of a 1 ms window around
the peak value. Recording quality was evaluated every 10 trials by check-
ing that the average amplitude of the first response of the train did not
change substantially.

Confidence intervals for evoked conductances and for ratio of inhibi-
tion to excitation were estimated by bootstrap. Given a cell with n trials,
1000 sets of trials were formed by randomly selecting also n trails from
the original set, but allowing repetitions. The average conductances were
calculated as described above for each of the 1000 sets. For each time step,
the 1000 conductance values were sorted, and a 95% confidence interval
was determined (the values of the 2.5 and 97.5 percentiles were selected as
limits). The confidence interval of the evoked balance (ratio of inhibition
to excitation) was determined in a similar manner. Thalamic peristimu-
lus time histograms (PSTHs) were obtained with 1 ms bins. For each unit
at least 100 repeats of a train of whisker deflections were used.

Histology. At the end of the experiment, the rat was over-anesthetized
with an additional doze of ketamine-acepromazine (same as the initial)
and the level of halothane was increased by 1% for 2–3 min. The animal
was then perfused transcardially with 2.5% paraformaldehyde (PFA),
after which the brain was removed and postfixed in PFA for 24 h. 30%
sucrose was added for cryoprotection and after additional 24 h, the brain
was sectioned, at a plane midway between coronal and sagittal (45°), into
50- to 100-�m-thick slices. Barrels were identified by cytochrome oxi-
dase staining and cells were reconstructed by performing diaminobenzi-
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dine (DAB) staining in the same slice, as described previously (Katz et al.,
2006). Neurons morphologically identified as septa cells (between bar-
rels) or suspected as inhibitory cells (i.e., had a small soma and no spines)
were not included in the study (n � 3). Cells seen in multiple slices were

merged in a single picture using Adobe Photoshop (Fig. 1, cells 2– 4).
Because of some variability in the location of the barrels, the depth of the
recording is not always sufficient to determine laminar position. For
example, in this study, reconstructed layer 2/3 cells were found as deep as

Figure 1. Subthreshold response to repetitive whisker stimulation in the barrel cortex. A, Average membrane potential during 18 Hz whisker stimulation in the barrel cortex. Cells 1 and 2 are from
layer 2/3 and cells 3 and 4 are from layer 4. Vertical dashed lines represent times of whisker deflection. B, Histological reconstruction of the recorded neurons. Cells 1–3 are pyramidal and cell 4 is spiny
stellate. Black bars correspond to 200 �m after tissue fixation. Insets are enlarged images of the respective neurons. All of the inset images are in the same scale (scale bar in inset of cell 1 corresponds
to 50 �m). C, The average half-width of the synaptic potential response increases during repetitive stimulation. Asterisks denote highly significant differences with respect to the first stimulation
( p � 0.01), n � 25. Error bars are SEM. D, Responsiveness index (F1) plotted versus the recording depth (manipulator readout) for all recorded cells. Numbered cells (1– 4) are the illustrated
neurons.
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810 �m, whereas the most superficial reconstructed layer 4 cell was
found at a depth of 737 �m. Cells that were not reconstructed histolog-
ically were classified according to the depth of the microelectrode and
recording parameters as follows. Cells were classified as putative layer 4
barrel neurons if they were recorded at a depth (between 800 and 970
�m) at which the barrel band always stained, and if their latency to
principal whisker (PW) deflection was �8 ms, which included delays of
the piezoelectric wafer and its controller. If the depth of the recorded cell
was �730 �m, it was considered to be a layer 2/3 cell; in all of these cases,
the cells had a latency 	8 ms. Nonreconstructed cells (five in putative
layer 4 and one in putative layer 2/3) located at a depth between 730 and
800 �m were classified as layer 2/3 or 4 based on their latency. One
nonreconstructed cell that was found at a depth between 800 and 970
�m, and which had a latency 	8 ms, was discarded as a suspected septa
cell.

Statistical tests. For establishing the significance level when comparing
two sets of magnitudes, Mann–Whitney U test (Wilcoxon rank sum test)
was used. When testing whether the median of a normalized data were
different from 100%, we used two-sided Wilcoxon signed rank test.

Results
Adaptation of evoked synaptic potentials in granular and
supragranular layers
Response to repetitive stimulation of the principal whisker at 18
Hz was recorded intracellularly from layers 2/3 (n � 20) and 4
(n � 34) in the primary somatosensory cortex of the rat. All of the
cells were recorded with QX-314, which allowed us to study the
evoked synaptic potential in the absence of firing (Connors and
Prince, 1982). Adaptation patterns at the resting potential, typi-
cally exhibited at different depths are illustrated in Figure 1A. A

layer 2/3 neuron located in the periphery
of the barrel cortex (cell 1) adapted
strongly, whereas a neuron located just
above the barrel (cell 2) was as responsive
as a pyramidal cell located inside the barrel
(cell 3). A spiny stellate cell located in the
lower part of the barrel (cell 4) responded
with almost no apparent adaptation. Al-
though this cell demonstrated almost con-
stant amplitude throughout the train, the
width of the synaptic potentials increased
drastically during the train. A significant
widening of the synaptic response was
measured, from a half-width of 17.5 � 2.2
ms for the first stimulation, to 25.6 � 1.5
ms for the last (Fig. 1C) (n � 25, p �
0.0013, average � SEM).

To obtain a robust measure of adapta-
tion at the resting potential of the cells, we
calculated a responsiveness index (F1) us-
ing Fourier analysis of the average re-
sponse (Katz et al., 2006). Briefly, the
power of the average response at the stim-
ulation frequency (18 Hz) was divided by
its corresponding value in an ideal, non-
adapted signal, constructed by replicating
the first response throughout the entire
train. The smaller this index, the more
adapted the response is considered. Con-
sistent with previous studies of adaptation
in the barrel cortex (Ahissar et al., 2001),
the F1 of layer 4 cells (average � SD;
0.87 � 0.39, n � 34) was significantly ( p �
4.9 
 10�8) larger than that of layer 2/3
cells (0.28 � 0.15, n � 20), which indicates

that layer 4 cells adapt less (Fig. 1D). Histologically reconstructed
pyramidal cells of layer 4 (average F1 values of 0.67 � 0.30, n �
11) adapted more ( p � 0.033) than suspected spiny stellate cells
(1.13 � 0.52, n � 9), consistent with another in vivo intracellular
study of the barrel cortex (Brecht and Sakmann, 2002).

The balance between excitation and inhibition depends on
the strength of whisker deflection
According to several studies, adaptation during repetitive whis-
ker stimulation results from short-term synaptic depression of
thalamocortical synapses (Brecht and Sakmann, 2002; Castro-
Alamancos, 2002; Beierlein et al., 2003; Khatri et al., 2004; Katz et
al., 2006). If this holds true, the strength of thalamic inputs would
be weakened during repetitive sensory stimulation. Thus, we var-
ied the strength of whisker deflection and measured its effects on
excitation and inhibition in 9 cells, for eventual comparison with
the effects of repetitive whisker stimulation. Because the rise-time
of the stimulation was constant, the speed and the amplitude of
the deflection were almost linearly correlated when the strength
(voltage command) of stimulation was changed (see Materials
and Methods). Estimation of the evoked excitation and inhibi-
tion was obtained by averaging the responses to different
strengths of whisker deflection, at four different levels of current
injection (Fig. 2A–D). Stimulation strength had two major ef-
fects on the relation between excitation and inhibition: strong
stimulation evoked more inhibition relative to excitation (Fig.
2F), and although excitation always preceded inhibition, the time
lag between the onset of excitation and the onset of inhibition

Figure 2. Effects of the strength of whisker deflection on the timing and ratio between inhibition and excitation. A, C, Averaged
subthreshold response of a layer 4 cell at two different strengths of whisker deflection, recorded at four different levels of current
injection. B, D, Corresponding excitatory and inhibitory conductances evoked by two strengths of stimulation. Shaded areas are
the 95% confidence interval. The time of stimulation is marked by arrows and the curly brackets approximately indicate the time
lag (in ms) between excitation and inhibition, based on the values at 15% of the peak. E–G, Evoked excitatory conductance (Ge),
evoked balance (the ratio between peak inhibition and peak excitation, Gi/Ge), and difference in latency between excitatory and
inhibitory onsets of layer 4 cells measured at four different stimulation strengths (n � 9). A different color is used for each cell. Red
curves correspond to the cell presented in A–D.
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shortened at stronger stimulations (Fig. 2G). Although the effects
of stimulation strength on the balance and on the lag almost
saturated at relatively weak stimulation (�10 mm/s), evoked ex-
citatory conductance kept increasing with strength (Fig. 2E). The
range of stimulation strengths is different for each cell because it
was adjusted to reveal clear and different response for at least
three strengths. Yet, on average, when the measurements were
normalized using the values obtained with the strongest stimula-
tion, the weakest stimulation evoked 41 � 26% (average � SD;
median 30%) of the excitation evoked by the strongest stimula-
tion, 60 � 35% (median 51%) of the ratio (the balance) between
inhibition and excitation, and 300 � 195% (median 275%) of the
lag between inhibition and excitation ( p values of 0.004, 0.02,
and 0.012, respectively, n � 9). Thus stimulation strength has a
significant effect not only on the amount of evoked excitation,
which was expected, but also on the balance between excitation
and inhibition and on the relative timing of these synaptic
components.

We suspected that the reduced ratio between inhibition and
excitation, and the increased lag of inhibition relative to excita-
tion are gain mechanisms that increase the efficacy of excitation
at weak stimulation, despite a smaller excitatory input. In fact, the
average amplitude of the response for the weakest stimulation at
resting potential, (7.2 � 1.6 mV) was not significantly smaller ( p
� 0.44) than that for the strongest stimulation (9.2 � 2.2 mV;
supplemental Fig. S1A, available at www.jneurosci.org as supple-
mental material). The large change in the balance and timing
were accompanied by a significant widening (from 4.2 � 0.8 ms
to 15.9 � 4.1 ms, p � 0.03) of the half-width of the PSP for the
weak stimulus (measured at 0.1– 0.2 nA of depolarization) (sup-
plemental Fig. S1B, available at www.jneurosci.org as supple-
mental material). Values above are average � SEM.

Inhibition adapts more than excitation
Because thalamocortical inputs are probably weakened during
repetitive sensory stimulation as a result of synaptic depression,
effects similar to those occurring when stimulation strength is
reduced were expected. In particular we anticipated a decrease in
evoked excitation and a skew in the excitation-inhibition balance.
A single trial-recording of a suspected spiny stellate cell at its
resting potential shows that early during the 18 Hz train of whis-
ker stimulation, the responses were narrow, rising and decaying
rapidly (Fig. 3A, upper trace). After several stimuli, wider and
slower responses were evoked, especially at their falling phase.
Upon depolarization with a current injection of 0.3 nA in a dif-
ferent trial (Fig. 3A, lower trace), each stimulus during the early
part of the train evoked a small depolarizing potential, which was
followed by a large negative potential. These large negative po-
tentials gradually became smaller, and completely disappeared
around the 10 th stimulus, after which only slow and wide depo-
larizing potentials were evoked. This observed change in direc-
tion of potentials during the train on depolarization suggests that
responses during the early part of the train are dominated by
strong inhibition, whereas toward the end of the train, the con-
tribution of inhibition relative to excitation becomes significantly
smaller.

Evoked changes in excitation and inhibition at each time
point in the response (see Materials and Methods), were esti-
mated by fitting the averaged responses, obtained at four holding
currents (Fig. 3B), with the membrane potential equation.
Evoked changes in synaptic conductances revealed that inhibi-
tion adapts more than excitation (Fig. 3C). Whereas sensory-
evoked excitation adapted after several deflections to a steady

level of �50% of its initial value, the evoked inhibition in this
representative cell adapted almost completely. Similar behavior,
in which inhibition adapted more than excitation, is presented
for the spiny stellate (Fig. 4A) and the pyramidal (Fig. 4B) cells of
layer 4 shown in Figure 1 (cells 3 and 4). The quality of the linear
model-fit for the estimated changes in conductance is evident
from the similarity of the recorded and reconstructed responses
(Figs. 3B, 4A,B). Variations of up to 20 mV in the assumed re-
versal potentials of excitation and inhibition had only a small
qualitative effect on our estimation of evoked conductances and
in particular on the balance (supplemental Fig. S2, available at
www.jneurosci.org as supplemental material).

The difference in the adaptation of evoked excitation and in-
hibition during repetitive stimulation was evaluated using two
methods. In one, the peak values of evoked excitation and inhi-
bition throughout the stimulation train were measured, normal-
ized by the first response, and then averaged across all cells (Fig.
5A). During the last 4 stimuli, inhibition adapted almost com-

Figure 3. Measurement of excitation and inhibition evoked by repetitive whisker stimula-
tion. A, Single trial subthreshold response to repetitive whisker stimulation at rest (upper trace)
and on depolarization (0.3 nA; lower trace). B, Average responses to repetitive whisker stimu-
lation recorded at 4 levels of current injection (n � 50 trials). Orange traces illustrate the
voltage as was reconstructed from the conductances (see Materials and Methods). C, Estimated
changes in excitatory (Ge) and inhibitory (Gi) conductances evoked by repetitive whisker stim-
ulation. Shaded area indicates 95% confidence interval. Note that evoked inhibition adapted
completely. A schematic plot of the stimulation is shown by the lower plot.
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pletely and reached only 6 � 6% (average � SD) of its initial
value. When compared with inhibition, excitation (which
reached 23 � 13% of its initial value) adapted significantly less ( p
� 8 
 10�10, comparison between the normalized excitation and
inhibition of the averaged last 4 evoked conductances of all cells).
In the other method, the F1 index of the estimated excitatory and
inhibitory conductances was calculated (Fig. 5B) using the same
method which was used for the voltage in Figure 1D. In all 34
layer 4 neurons examined, the F1 of the inhibitory conductance
was smaller than that of the excitatory conductance ( p � 10�9),
further suggesting that inhibition adapts more than excitation.
The different adaptation dynamics of excitation and inhibition
caused a change in the ratio between the evoked inhibition and
excitation during repetitive stimulation (Fig. 5C). Highly signif-
icant change ( p value �0.01) in this ratio was measured only
after 6 stimuli. Furthermore, toward the end of the train (from
the 13 th stimuli and on), this ratio started to stabilize.

Based on our hypothesis, that the strength of excitation re-
flects to some extent the strength of thalamic inputs, and our
finding that the stimulation strength changes the balance be-
tween excitation and inhibition (Fig. 2), we examined the rela-
tionship between the balance (Gi/Ge) and the strength of excita-
tion during repetitive stimulation. Upon plotting the normalized
average balance against the average evoked excitation for each
stimulus (Fig. 5D), a highly nonlinear relation was revealed. Note

that the y-axis in panels 5C and D are exactly the same and that
the deflection numbers in Figure 5D, which starts from the right-
most side of the figure, are marked for every fifth stimuli. A rapid
reduction in excitation occurred with the first several stimuli,
reaching �50% of its initial value at the fourth stimulation,
whereas the balance remained almost constant, that is, inhibition
and excitation adapted at about the same rate. After this initial
period, a slow reduction in the Gi/Ge ratio was measured. At
about the 11 th deflection, excitation reached a steady level,
whereas inhibition continued to adapt, which caused a vertical
drop in the Gi/Ge ratio. Toward the end of the train, inhibition
also reached a steady level, indicated by the overlap of the last few
data points.

Frequency-dependent adaptation of excitation and inhibition
The strength of inhibition and excitation, as well as the ratio
between them, decreases when the stimulation strength is re-
duced (Fig. 2E,F), and also during adaptation (Fig. 5A,C).
Hence, we reasoned that if the ratio between inhibition and exci-
tation during adaptation is determined by the strength of excita-
tion, then it should be independent of stimulation frequency. In
other words, if the strength of inhibition is determined by exci-
tation only, Gi/Ge versus Ge curves (such as the one in Fig. 5D)
obtained at different frequencies should overlap. This hypothesis
was tested in 12 cells of layer 4 by randomized trials of 10 Hz and
18 Hz of repetitive whisker stimulation. Stimulation trains were
delivered at 3 or 4 different holding currents to estimate the
changes in the evoked excitation and inhibition. During the early
part of the train (first 3 deflections for 18 Hz and first 5 deflec-
tions for 10 Hz), the dynamics of the balance were similar for the
two frequencies, despite a profound reduction (	50%) in the
strength of the evoked excitation, as it can be seen in two exam-
ples of single cells (Fig. 6A,B). Later, the Gi/Ge versus Ge curves
diverged, as was also confirmed in the population data (Fig. 6D).
Toward the second half of the train, excitation reached a steady
level, whereas the inhibitory conductance continued to diminish,
causing a large decrease in the ratio for both frequencies. The
observed frequency-dependent relationship between balance and
excitation reflects the difference in sensitivity of the excitatory
and inhibitory pathways to stimulation frequency. However,
when the balance is plotted as function of deflection number (Fig.
6C), no significant differences between the two frequencies can
be observed. In summary, during the early part of the train, the
balance is maintained and thus it is independent of the stimula-
tion frequency. Later, when excitation adapts in a frequency-
dependent manner, the balance cannot be expressed in terms of
the evoked excitatory conductance alone, because for different
values of excitation, the same balance can be attained in a history-
dependent manner. Furthermore, once the evoked excitation
reaches a steady state, whereas inhibition keeps adapting, differ-
ent values of balance can be obtained for the same excitatory
input at a given frequency.

Changes in the latency of excitation and inhibition
during adaptation
Next, we examined the temporal relation between excitation and
inhibition during adaptation. Because cells in layer 4 receive di-
rect excitatory thalamic inputs, a longer latency to the onset of
excitation may reflect a change in the latency of thalamic firing. In
contrast, onset of inhibition depends on the firing latency of
inhibitory cortical cells. A reduction in the strength of the
thalamocortical inputs of inhibitory cells may cause a longer de-
lay in their firing, and thus, an increased lag between excitation

Figure 4. Averaged response and conductance estimations to repetitive whisker stimulation
of two additional cells in layer 4. A, Upper traces: Average responses to repetitive whisker
stimulation at 4 levels of current injection (n � 44 trials) of a spiny stellate cell (cell 4 in Fig. 1).
Orange traces illustrate the voltage reconstructed from the conductances (see Materials and
Methods). Lower traces: Estimates of the changes in excitatory (Ge) and inhibitory (Gi) conduc-
tances evoked by repetitive stimulation. Shaded area indicates 95% confidence interval. B,
Average response (upper traces) of a pyramidal cell (cell 3 in Fig. 1) recorded at different holding
currents (40 repeats of 18 Hz stimulation). Middle traces show the estimated evoked excitation
and inhibition and lower trace shows a schematic plot of the whisker stimulation.
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and inhibition. Indeed, weaker stimula-
tion increased this lag (Fig. 2B,D). Thus,
even if the strength and onset of thalamic
firing is maintained throughout the train,
depression of the thalamocortical synaptic
inputs of inhibitory cells is expected to in-
crease the latency of inhibition, without
changing the latency of excitation (which
is determined by the latency of thalamic
firing plus a synaptic delay) and thus to
increase the lag between the onset of exci-
tation and onset of inhibition. However, if
adaptation occurs only at the inhibitory
synapses, the latency of inhibition should
remain unchanged. We therefore com-
pared the latency to evoked firing in tha-
lamic cells to the onset of evoked excita-
tory and inhibitory conductances.

The average peristimulus time histo-
gram (PSTH) from 27 VPM units stimu-
lated at 18 Hz (Fig. 7A) reveals rapid adap-
tation during the early part of the train,
mostly between the first and second stim-
uli, in agreement with previous studies
(Hellweg et al., 1977; Sosnik et al., 2001;
Hartings et al., 2003; Khatri et al., 2004;
Gabernet et al., 2005; Katz et al., 2006).
The latency of the response during the
train (Fig. 7B, dark green) does not change
significantly from the second stimulation
and on, reaching its peak (10.1 � 0.5 ms;
average � SEM) at the fifth stimulation,
and slightly reducing toward the end of the
train (to a latency of 9.5 � 0.6 ms). Similar behavior was also
observed for minimal stimulation strength (Fig. 7B, light green
curve). The resemblance in these two curves indicates that the
latency of thalamic cells is only weakly dependent on stimulation
strength. As expected from their direct thalamic inputs, the la-
tency of excitation in layer 4 cells (Fig. 7C, green trace) exhibited
a trend similar to that of thalamic cells (with an additional delay
of �2 ms), with the largest change (an increase in latency of �2
ms) occurring during the early part of the train, followed by a
moderate and slow decrease. In contrast, the onset of inhibition
increased much more during the early part of the train (by �4
ms) and exhibited less recovery. The time lag between the onsets
of excitation and inhibition (Fig. 7D) increased mostly from the
first to the second stimuli (from 1.2 � 0.2 ms to 3.7 � 0.5 ms;
average � SEM), and then remained almost constant throughout
the train. Therefore, we suggest that the initial change in this lag
reflects reduced input strength, caused by the reduction of tha-
lamic firing (see Fig. 7A) which in turn increases the latency to the
firing onset of inhibitory cells. More importantly, the lack of
further gradual increase in the lag of inhibition with respect to
excitation during the train, despite large and gradual adaptation
of inhibition (Figs. 3– 6), strongly suggests that inhibition
adapted because of depression of cortical inhibitory synapses
rather than reduction in the firing of inhibitory cells.

Discussion
In the rat somatosensory system, high frequency repetitive whis-
ker stimulation reduces the firing response of cortical cells. Here,
we examined the underlying synaptic mechanisms of this process
by measuring excitatory and inhibitory contributions to the sub-

threshold response of layer 4 cells during repetitive stimulation of
the principal whisker. We found that the balance between excita-
tion and inhibition was altered throughout the train as a result of
larger adaptation of inhibition compared with excitation. How-
ever, the lag between the onset of excitation and inhibition in-
creased mostly between the first and second deflections, suggest-
ing that the gradual adaptation of inhibition observed during the
train results mostly from depression of the inhibitory synapses
rather than from adaptation in the firing of inhibitory cells.

Our recordings were obtained with pipettes that contained
QX-314 to prevent action potentials. QX-314 also blocks persis-
tent sodium currents (Connors and Prince, 1982). At higher con-
centration than what we used in our experiments, QX-314 also
blocks Ih (Perkins and Wong, 1995) and GABAB receptors
(Nathan et al., 1990). However, control recordings in the absence
of QX-314 confirm that inhibition adapts more than excitation
(supplemental Figure S4A, available at www.jneurosci.org as
supplemental material), indicating that our results were not qual-
itatively affected by QX-314. Additional control experiments
were performed by comparing the adaptation pattern in the local
field potential (LFP) with the intracellular recording data (sup-
plemental Figure S4B,C, available at www.jneurosci.org as sup-
plemental material).

Adaptation to vibrissa stimulation
Adaptation induced by repetitive whisker stimulation of neurons
in the barrel cortex of anesthetized animals is frequency depen-
dent (Ahissar et al., 2000; Chung et al., 2002; Castro-Alamancos,
2004; Khatri et al., 2004; Ego-Stengel et al., 2005; Gabernet et al.,
2005; Higley and Contreras, 2006; Melzer et al., 2006; Webber

Figure 5. Dynamics of evoked excitation and inhibition during adaptation. A, Population average of normalized peak excita-
tion (green) and peak inhibition (red) evoked by a train of 20 deflections at 18 Hz (n � 34). B, Scatter plot of the responsiveness
(F1 index) of inhibition versus excitation. Note that data points are below the diagonal, indicating that inhibition adapted more
than excitation for all of the cells. C, D, Population average of the ratio between peak inhibition and peak excitation for each
stimulation plotted versus stimulus number (C) and versus average peak excitatory conductance (D). For each cell the evoked ratio
was normalized with respect to the first deflection. Values in y-axis in C and D are the same and are shown with the same color. In
D the first deflection is at the rightmost side and the numbers above the data points indicate the deflection number. Highly
significant difference with respect to the first deflection is marked by asterisks in C ( p � 0.01). Error bars are SEM.
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and Stanley, 2006). The higher the frequency of the stimulation,
the stronger the adaptation. Adaptation also occurs in the VPM
nucleus of the thalamus (Hellweg et al., 1977; Sosnik et al., 2001;
Chung et al., 2002; Hartings et al., 2003; Khatri et al., 2004; Katz et
al., 2006), but is less pronounced and reaches a steady level much
faster than in the cortex (Fig. 7A). Therefore, local cortical mech-
anisms are probably involved in the adaptation of the response in
layer 4. In the cortex, adaptation is stronger for neurons located
above the layer 4 barrels (Ahissar et al., 2000; Brecht and Sak-
mann, 2002; Brecht et al., 2003; Katz et al., 2006), as confirmed by
the different, although overlapping, ranges of the responsiveness
index for neurons in granular and supragranular layers (Fig. 1D).

Several mechanisms have been suggested to contribute to ad-
aptation of cortical cells, including: buildup of inhibition that
may shunt the responses (Dealy and Tolhurst, 1974), intrinsic
voltage-dependent conductances (Carandini and Ferster, 1997;
Sanchez-Vives et al., 2000), synaptic depression of thalamocorti-
cal inputs (Gil et al., 1999; Beierlein et al., 2002; Castro-
Alamancos, 2002; Chung et al., 2002) and short-term depression
of corticocortical synapses (Petersen, 2002; Cowan and Stricker,
2004). Because adaptation is highly specific to the stimulated
whisker, as we have recently demonstrated (Katz et al., 2006), it is
unlikely that the first two mechanisms listed above are involved
in shaping adaptation in the barrel cortex. Although the possibil-
ity that adaptation involves depression of intracortical excitatory
inputs cannot be excluded, we suggest, based on the success of a
feedforward model in predicting the dynamics of the balance
between excitation and inhibition (supplemental Fig. S3, avail-
able at www.jneurosci.org as supplemental material) that the ef-

fect of the recurrent cortical network is ei-
ther negligible or linear with respect to the
thalamic input.

Several studies suggested that cortical
adaptation in awake animals is much less
pronounced. When spontaneous activity
increases in awake animals, thalamocorti-
cal synapses are already at a depressed state
and hence adaptation to sensory stimula-
tion may be negligible (Castro-
Alamancos, 2004; Boudreau and Ferster,
2005). However, neuromodulators may
depolarize depressed inhibitory cells,
which would allow them to reach the firing
threshold (Swadlow and Gusev, 2001).
Hence, the mechanisms we describe here
may play an important role in awake ani-
mals undergoing whisker stimulation at
higher frequencies, which occurs, for ex-
ample, during encoding of texture (Ar-
abzadeh et al., 2005; Maravall et al., 2007).

Stereotypic excitation-inhibition
sequences after whisker stimulation
The balance of excitation and inhibition,
as well as their temporal relation, are prob-
ably involved in determining the firing
precision and rate of cortical cells. In
agreement with others (Wehr and Zador,
2003; Tan et al., 2004; Wehr and Zador,
2005; Wilent and Contreras, 2005; Higley
and Contreras, 2006; Wu et al., 2006), we
observed that sensory stimulation evokes a
stereotypic activation of excitation that

was closely followed by a strong inhibition. The stronger inhibi-
tory conductance, relative to the excitatory input, may reflect the
larger unitary excitatory post synaptic current (EPSC) of imping-
ing thalamic inputs on inhibitory neurons compared with those
that impinge on excitatory cells (Porter et al., 2001; Cruikshank et
al., 2007) and the robust firing of fast-spiking neurons during
whisker stimulation (Swadlow and Gusev, 2000; Bruno and Si-
mons, 2002).

Possible mechanisms of skewed excitation-inhibition balance
during adaptation
Adaptation in the barrel cortex has a profound effect on the bal-
ance between excitation and inhibition. Reminiscent of this
skewed balance is an intracellular study in auditory cortex, in
which the ratio of inhibition to excitation evoked by a click stim-
ulation was often smaller if presented shortly after another click
(Wehr and Zador, 2005). In contrast to our findings, no signifi-
cant change in the balance between excitation and inhibition in
layer 4 cells was seen in the only previously reported in vivo study
that measured conductance changes during repetitive whisker
stimulation (Higley and Contreras, 2006). In their experiments,
whiskers were stimulated with a train of 10 stimuli at 10 Hz
(compared with 20 stimuli in our experiments). However, at 10
Hz, we found that the balance was maintained for the first several
deflections before detectable and significant skewing (Fig. 6C).
Moreover, in that study the anesthetic used was isofluorane and
we found very similar dynamics of the evoked excitatory and
inhibitory activity for two layer 4 neurons recorded under this
anesthetic compared with what was found under halothane. The

Figure 6. Balance between excitation and inhibition measured at two stimulation frequencies. A, B, Examples of Gi/Ge as a
function of peak evoked excitation (Ge) measured at 10 and 18 Hz whisker stimulation for two different neurons. The behavior was
similar, although one cell was recorded under isofluorane anesthesia (A) and the other under halothane anesthesia (B). Error bars
denote 95% confidence interval. C, D, Population average of the ratio between inhibition and excitation (normalized for each cell
by the first stimulus) plotted as a function of stimulation number (C) and as a function of peak excitation (D). Stars mark significant
differences with respect to the first deflection ( p�0.01). Error bars are SEM (n�12). Numbers adjacent to the data points (every
fifth stimulation) denotes the respective number of stimulation (10 Hz by filled numbers and 18 Hz by outlined numbers).
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evoked balance for 10 and 18 Hz of one of
these cells is shown in Figure 6A and its
average evoked conductance and mem-
brane potential are shown in supplemental
Figure S5, available at www.jneurosci.org
as supplemental material. Hence, the dif-
ferences between the findings of the stud-
ies may be the result of other factors, such
as the differences in stimulation strength
and stimulus shape (inverse ramp versus 1
ms square pulse), as well as the age of the
rats, which were younger in our study.

The stronger adaptation of inhibition
relative to excitation, i.e., the shift in the
balance toward excitation, may reflect one,
or more, of the following feedforward
mechanisms: profound depression of
thalamocortical inputs of inhibitory cells;
inability of inhibitory cells to sustain firing
at the stimulation frequency; and strong
synaptic depression of the inhibitory syn-
apses in layer 4. The first possibility, pro-
found depression of thalamocortical in-
puts of inhibitory cells, is strongly
supported by studies of thalamocortical
slices (Beierlein et al., 2003; Gabernet et al.,
2005), in which thalamic inputs of inhibi-
tory cells were depressed more than the
thalamic inputs of excitatory cells. Depres-
sion of thalamic inputs of inhibitory neu-
rons is likely to reduce the fraction of re-
cruited inhibitory cells that fire at each
subsequent stimulus. In fact, reduced
strength of thalamic input, when stimula-
tion strength is reduced, skews the balance
between excitation and inhibition toward
excitation (Fig. 2F). The strength of stim-
ulation also profoundly affected the lag between the onsets of
excitation and inhibition (Fig. 2G). Because layer 4 cells receive
direct thalamic inputs, changes in the onset of excitation during
adaptation probably reflect changes in the timing of firing in
thalamic cells (Fig. 7B). Likewise, changes in the onset of inhibi-
tion probably reflect changes in the onset of firing of inhibitory
cells. If thalamic inputs become profoundly depressed, the
postsynaptic response is reduced and hence the latency to firing
of inhibitory cells is expected to increase. Because the onset of
excitation, which is determined by the onset of thalamic firing, is
unlikely to be affected by thalamocortical depression (as we con-
firmed in Fig. 7), an increase in the lag between excitation and
inhibition is expected. However, during repetitive stimulation,
the lag between excitation and inhibition increased mostly only
after the first stimulus (Fig. 7D), which suggests that reduction in
thalamic strength and consequently a change in the lag of inhibi-
tion relative to excitation occurs only at the very early part of the
train (Fig. 7A), as a result of rapidly adapting thalamic firing
(Sosnik et al., 2001; Hartings et al., 2003; Khatri et al., 2004; Katz
et al., 2006).

It is unlikely that the observed shift in balance toward excita-
tion is caused by the inability of inhibitory cells to sustain firing at
the stimulation frequency, because it is known that they can fire
at much higher rates (Galarreta and Hestrin, 1998). Furthermore,
in vitro studies (Beierlein et al., 2003; Gabernet et al., 2005) sup-
port the involvement of strong synaptic depression of inhibitory

synapses at layer 4 under repetitive stimulation. Because inhibi-
tion adapted gradually during almost the entire train and the
latency of inhibition, relative to that of excitation, did not change
significantly from the second stimulation onwards (see overlap-
ping error bars in Fig. 7D), we postulate that short-term depres-
sion of inhibitory synapses, rather than changes in sizes of re-
cruited inhibitory populations, is critically involved in the
depression of inhibition. Indeed, extracellular recordings of fast
spiking units show that compared with regular spiking cells, these
neurons do not adapt considerably more than thalamic units
(Khatri et al., 2004; Khatri and Simons, 2007; Hirata and Castro-
Alamancos, 2008). The relative contribution of each of these
mechanisms has yet to be determined experimentally.

The mechanisms of adaptation in the barrel cortex proposed
above, describe feedforward components of layer 4 circuitry
while ignoring contributions of recurrent cortical excitatory con-
nections. In fact, comparison of our experimental data (Fig. 6) to
the simulation results of a feedforward model (supplemental Fig.
S3, available at www.jneurosci.org as supplemental material), in
which no attempt was made to fit any of its parameters with our
data, strongly suggests that the response in layer 4 and the effects
of repetitive whisker stimulation can be explained at large by a
feedforward circuit, consistent with findings of another intracel-
lular study in the somatosensory cortex (Bruno and Sakmann,
2006). Another recent study, in the auditory cortex, shows a sig-
nificant contribution of recurrent cortical excitation to the cor-

Figure 7. Latencies of thalamic firing and cortical evoked synaptic conductances during repetitive whisker stimulation. A,
Average PSTH of 27 thalamic units stimulated at 18 Hz by strong whisker stimulation (168 mm/s with an amplitude of 142 �m).
Dashed lines mark the time of stimulation of each deflection. B, Average latency of the thalamic units under strong whisker
stimulation (dark green) with the parameters described in A, and light green for weak stimulation (6 mm/s, amplitude of 5.5 �m).
C, Latency of evoked excitation and inhibition at layer 4. D, Difference between the latency of evoked inhibition and of evoked
excitation at layer 4. Asterisks mark significant differences with respect to the first stimulation ( p � 0.01). Error bars are SEM.
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tical response of layer 4 cells (Liu et al., 2007). Nevertheless, per-
sistent activation in a recurrent network model was suggested to
cause a change in balance toward excitation (Chelaru and Dragoi,
2008). In summary, the data presented here shows that adapta-
tion to sensory stimulation in the barrel cortex is not uniform
over time, and that excitation and inhibition undergo different
adaptation pathways that may increase the overall gain of the
circuit to persistent sensory stimulation.
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