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Altered Effective Connectivity within the Language Network
in Primary Progressive Aphasia
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Primary progressive aphasia (PPA) is a neurodegenerative dementia syndrome principally characterized by the gradual dissolution of
language functions, especially in the early stages of disorder. In a previous functional neuroimaging study, PPA patients were found to
activate core language areas similarly to control subjects when performing semantic and phonological processing tasks (Sonty et al.,
2003). In the present study, functional magnetic resonance imaging (fMRI) and dynamic causal modeling (DCM) were used to study
multiregional effective connectivity in early-stage PPA (n = 8) and control (n = 8) subjects performing semantic word matching and
visual letter matching tasks. fMRI analysis showed semantic task-specific activations in the left inferior frontal (Broca’s area) and
posterior superior temporal (Wernicke’s area) regions, in addition to other language regions, in both groups. Using a model language
network consisting of six left hemisphere regions, the DCM analysis demonstrated reduced language-specific effective connectivity
between Wernicke’s and Broca’s areas in the PPA patient group. Furthermore, this decrement in connectivity was predictive of semantic
task accuracy. These results demonstrate for the first time that dysfunctional network interactions (effective connectivity), rather than
hypoactivity within individual brain regions, may contribute to the emergence of language deficits seen in PPA.
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Introduction
Primary progressive aphasia (PPA) is a neurodegenerative syn-
drome principally affecting language, producing word finding,
naming, comprehension, and/or syntactic deficits (Mesulam and
Weintraub, 1992; Mesulam, 2003). In contrast to other degener-
ative dementias, attention, memory, and other cognitive func-
tions are relatively preserved within initial phases of illness. PPA
has been associated with circumscribed atrophy and functional
disruption in left-hemisphere perisylvian and temporal brain re-
gions (Chawluk et al., 1986; Tyrrell et al., 1990; Abe et al., 1997;
Westbury and Bub, 1997; Sonty et al., 2003; Gorno-Tempini et
al., 2004). The behavioral and structural focality of PPA make it
an important model for studying the functional anatomy of lan-
guage and the effects of degenerative disease on brain function.
In a previous neuroimaging study by the Gitelman group
(Sonty et al., 2003), functional magnetic resonance imaging
(fMRI) was used to compare PPA and control subjects perform-

Received Sept. 20, 2006; revised Nov. 15, 2006; accepted Dec. 18, 2006.

This work was supported by the Northwestern Memorial Foundation (D.R.G.), the lllinois Department of Public
Health Alzheimer’s Disease Research Fund Early Researcher Award (D.R.G. and S.P.S.), and the National Institutes of
Health [Mechanisms of Aging and Dementia Training Grant T32 A620506 (S.P.S.) and National Institute on Aging
Grant P30 AGO13854]. We thank Dr. Anna Christina Nobre and Dr. Cynthia Thompson for their insightful discussions
and suggestions for this study. We also thank Lauren Hancock and Kensen Lam for their assistance in subject
recruitment and data collection.

Correspondence should be addressed to Darren R. Gitelman, 710 North Lake Shore Drive, Abbott Hall 1122,
Chicago, IL 60611. E-mail: d-gitelman@northwestern.edu.

DOI:10.1523/JNEUR0SCI.4127-06.2007
Copyright © 2007 Society for Neuroscience  0270-6474/07/271334-12$15.00/0

ing semantic and phonological judgment tasks. The two groups
showed similar activations in perisylvian cortex, despite left tem-
poroparietal cortical atrophy in the PPA group. Patients also
showed greater activation in premotor, parietal, and fusiform
regions. Thus, regional hypoactivity in functionally segregated
cortical areas did not provide an adequate account of PPA-related
language dysfunction.

Although the lesion deficit model has been the standard ap-
proach to understanding neurological dysfunction, disconnec-
tion syndromes have assumed increasing importance, as demon-
strated clinically (Geschwind, 1965), and more recently through
functional imaging in disorders such as stroke (Price et al., 2001),
dyslexia (Price et al., 2003), and degenerative dementia (Mum-
mery et al., 1999; Cipolotti and Maguire, 2003), wherein brain
damage may disrupt interregional connections within large-scale
neural networks (Mesulam, 1990). In PPA, a recent report using
proton magnetic resonance (MR) spectroscopy suggested axonal
injury within the left superior longitudinal fasciculus, a fiber bun-
dle connecting the classical Wernicke’s and Broca’s language ar-
eas (Catani et al., 2003), thereby suggesting a locus of potential
disconnection within the PPA language network.

The current study used dynamic causal modeling (DCM) to
examine effective connectivity within the PPA language network.
DCM uses a nonlinear systems identification framework and
Bayesian estimation to examine direct and interacting effects of
experimental conditions and regional signals in brain networks
(Friston et al., 2003). DCM neither confirms the presence of spe-



Sonty et al. @ Language Network Connectivity in PPA

cific anatomical connections, nor provides specific information
about how interregional influences are mediated. Instead, DCM
makes context-specific inferences about the aggregated influ-
ences among network regions that may be mediated by mono-
synaptic or polysynaptic interregional connections, or indirectly
through intervening brain regions not explicitly included in the
network model (Friston et al., 2003).

Effective connectivity was examined within a six-region
model incorporating the left-hemisphere regions activated by
PPA and control subjects during lexicosemantic task perfor-
mance: inferior frontal gyrus, posterior superior temporal cortex,
posterior fusiform gyrus, inferior parietal lobule, intraparietal
sulcus, and ventral premotor cortex. Task-specific effects were
assessed at all network connections and compared between
groups to assess PPA-related alterations in connectivity, with spe-
cific hypotheses targeting influences between the inferior frontal
and superior temporal language epicenters. Gray matter density
from each network region was also measured to ensure that find-
ings were not an epiphenomenon of gray matter atrophy.

Materials and Methods

Subjects. Nine patients (age, mean * SD, 72.3 % 7.4 years; four males, five
females; education, 17 * 3.8 years) fulfilled the diagnostic criteria for
PPA (Mesulam, 2001), as assessed by neurologists with >10 years of
clinical experience in the diagnosis (DRG, MMM). The mean duration of
disease after diagnosis was 3.6 = 1.8 years. These patients were generally
of the logopenic subtype, reflecting the presence of one or more of the
following criteria: (1) reduced number of words expressed per minute,
(2) decreased phrase length, and/or (3) frequent word-finding pauses
either in spontaneous speech output or on the Oral Cookie Theft subtest
of the Boston Diagnostic Aphasia Examination (BDAE) (Goodglass and
Kaplan, 1983), with varying degrees of agrammatism and phonemic par-
aphasia (Sinnathamby et al., 1996; Mesulam et al., 2003). Eight of nine
patients exhibited naming deficits of varying severity, as well as impair-
ments in single-word repetition. Two of nine patients showed impair-
ments in comprehension, one for reading comprehension and the other
for auditory comprehension. For the remaining seven patients, single-
word comprehension was preserved, although six of nine patients exhib-
ited difficulties at the level of grammatically complex sentences.

Nine older normal control subjects (age, 66.8 £ 9.7 years; two males,
seven females; education, 15.2 = 1.8 years) with no history of significant
medical, neurologic, or psychiatric illness were also recruited. All subjects
were right-handed as assessed by the modified Edinburgh inventory
(Oldfield, 1971) with an average handedness score of 88.5 = 8.66 for the
PPA subjects and 98 = 3.5 for the normal subjects. All subjects specified
English as their first language. Informed consent was obtained from all
subjects, and the study protocols were approved by the Institutional
Review Board at Northwestern University.

Neuropsychological testing. PPA patients underwent neuropsychologi-
cal testing within 6 months of scanning for characterization of their
cognitive functioning in a variety of domains including attention, lan-
guage, memory, visuospatial, comportment, and executive functions.
The following neuropsychological tests were administered to each sub-
ject: language measures, Western Aphasia Battery (WAB) (Kertesz,
1982), BDAE (selected subtests) (Goodglass and Kaplan, 1983), Boston
Naming Test (BNT) (Kaplan et al., 1983); nonlanguage measures, Mini-
Mental Status Exam (MMSE) (Folstein et al., 1975), Consortium to Es-
tablish a Registry for Alzheimer’s Disease (CERAD) Word List Learning
(Morris et al., 1989), CERAD Word List Recognition, Wechsler Memory
Scale—Revised (WMS-R) Logical Memory I and II (Wechsler, 1987),
Word List Generation (category fluency: animals and lexical fluency)
(Benton et al., 1983), Judgment of Line Orientation (JLO) (Benton et al.,
1998), Trail Making Test (Halstead, 1947), and the Geriatric Depression
Scale (GDS) (Yesavage et al., 1983). Six of nine control subjects
also received neuropsychological testing on the above batteries through
their participation in the Northwestern Alzheimer’s Disease Clinical
Core program, excluding the Western Aphasia Battery and the Boston

J. Neurosci., February 7, 2007 - 27(6):1334-1345 « 1335

Diagnostic Aphasia Examination. The remaining subjects were recruited
from the community and therefore received no neuropsychological
testing.

PPA patients showed impairments on the Boston Naming Test and on
tests of verbal fluency (lexical and categorical). However, these patients
performed within normal limits on auditory verbal comprehension
subtests of the Boston Diagnostic Aphasia Examination (or the Western
Aphasia Battery, which was administered for one patient) (Goodglass
and Kaplan, 1983). Some patients also showed impairments on neuro-
psychological tests that required verbal comprehension or response [e.g.,
MMSE, CERAD Word Lists, CERAD Logical Memory I and II (recall)].
However, a review of daily living activities (Johnson et al., 2004), and
clinical tests of knowledge for current events did not provide evidence for
any impairment of episodic memory. In addition, when verbally medi-
ated tests of memory were adapted to reduce the need for a spoken
response, subjects displayed preserved retention of information. There-
fore, the low scores on some nonlanguage tests were attributed to inter-
ference from the language impairment. PPA patients showed relatively
less impairment in CERAD Word List Recognition, Visual Target Can-
cellation, JLO, and the Visual-Verbal Test (Wicklund et al., 2004), rep-
resenting tests of memory, visuospatial functions, and reasoning and
executive functions, respectively. Normal controls showed no impair-
ments on any of the neuropsychological tests. Scores on a subset of the
language and nonlanguage neuropsychological screening tests for both
groups are shown in Table 1.

Behavioral task. All participants performed a semantic judgment task
while undergoing fMRI. During the active condition of the task (SYN),
subjects were presented visually with pairs of words and were asked to
make a right-handed push-button response to pairs that were synonyms
(i.e., had a very similar meaning but dissimilar orthography and phonol-
ogy) (Fig. 1). The words presented in the task were obtained from the
MRC Psycholinguistic Database (Besner and Coltheart, 1979) and were
controlled for length (47 characters) and a Kucera—Francis frequency of
10-500 (Kucera and Francis, 1967). The average ratings for Kucera—
Francis frequency, familiarity, concreteness, and imageability were 95 *+
33.5,553 £ 8.5,393 £ 25.3,and 451 * 21.2, respectively. Approximately
90% of the words on each list were open-class and 10% were closed-class.
Eighty to 92% were nouns or verbs, 30% were adjectives, 15% were
adverbs, and 0.8-2% of the word stimuli were prepositions, conjunc-
tions, or pronouns. Percentages added to >100%, because 92% of the
words could be classified into multiple parts of speech. Nouns could be
concrete or abstract and were drawn from several semantic categories.
Less than 20% of the words had irregular spellings. For the control con-
dition (LETTER), subjects were presented with pairs of all-consonant
letter strings of the same average length as the words in the active condi-
tion and were asked to respond if the letter strings were identical.

Reaction times were recorded for all responses. Overall task accuracy
was determined from the percentage of correct behaviors [i.e., (number
of hits + number of correct rejections)/(number of total stimuli)]. To
ensure that findings were not attributable to group differences in re-
sponse bias, we used ¢ (criterion location), which is the basic bias mea-
sure for detection theory (Macmillan and Creelman, 1991). Response
bias (c), was calculated using the equation ¢ = —0.5 X [z(H) + z(FA)],
where z( H) represents the mean of the target distribution (H, number of
hits) and z(FA), the foil distribution (FA, number of false alarms). Neg-
ative ¢ values represented a preference for “yes” responses and greater
false alarm rate, whereas positive values represent the tendency toward
“no” responses and greater miss rate. Bias measures were compared be-
tween the two groups for both conditions separately and together to
assess for systematic differences between groups.

The tasks followed a long-trial, event-related design. Each trial lasted
~55 (5505 ms) with an intertrial interval of 15.9 s, during which subjects
saw a blank screen. The long intertrial interval allowed for the separate
assessment of the effects of the individual trial types compared with an
implicit baseline, as well as trial-related differences in the BOLD re-
sponses. There were five runs of 12 active and 12 control trials each,
presented in pseudorandom order. Stimuli were presented and responses
were collected using Superlab software (Cedrus, San Pedro, CA) running
on a Power Macintosh computer (Apple, Cupertino, CA). The stimuli
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Table 1. Neuropsychological screening data for PPA and control subject groups
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Language General

Age/ BDAE or WAB Category fluency Lexical fluency MMSE CERAD WLR JLO (correct)
Subject group gender (correct) (%) BNT (60) (animals) (FAS) (30) (10) TMT-A (s) (%)
PPA 60/M 75 2 4 n/a 14 10 46 80

74/IM 97 51 8 31 26 10 34 93

73/F 92 33 10 n/a 20 10 50 n/a

74/M 9% 32 8 29 25 10 Al 86

77/F 100 23 3 7 20 10 64 60

61/F 97 12 7 1 17 10 40 93

78/F 100 51 14 22 27 10 37 67

82/M 97 14 4 4 13 7 86 60

72/F 9 49 6 9 23 n/a 63 83

X =D 94+8 30 =18 73 16 £ 11 215 101 55 %18 78 £ 14
Controls” X =D b 58 %3 2*5 4310 29*1 10 35*8 9% * 18

X £ SD, Mean = SD. Bold scores are =2 SDs from the mean for controls. n/a, Not available at time of scanning; BDAE, Boston Diagnostic Aphasia Examination (auditory comprehension); WAB, Western Aphasia Battery auditory
comprehension (scores are underlined); BNT, Boston Naming Test; MMSE, Mini-Mental Status Exam; CERAD WLR, Consortium to Establish a Registry for Alzheimer's Disease Word List Recognition; TMT-A, Trailmaking Test A; JLO, Judgment

of Line Orientation; M, male; F, female.
“Data available from six of eight control subjects.
®Data not available.
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Figure 1.  Task paradigm. Subjects were instructed to respond to matching stimuli (arrows)
but not to nonmatching stimuli (crosses) for the SYN (semantic task) and LETTER (visual task)
conditions.
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Figure 2.  Task performance results. Reaction times (in milliseconds) (a) and percentage
accuracy (b) for the PPA patients and control subjects for the SYN (semantic task) and LETTER
(visual task) conditions, with significant differences ( p << 0.05) between the two groups indi-
cated by an asterisk. Error bars indicate SEM.

were projected using an active matrix liquid crystal display projector
onto a custom-designed nonmagnetic rear-projection screen. Subjects
viewed the screen via a nonmagnetic mirror.

Subjects went through an initial training period on an abbreviated
version of the task while outside the scanner. Ultimate inclusion of sub-
jects in the group analysis was dependent on relatively intact language
comprehension based on neurological and neuropsychological evalua-
tion and above-chance performance (=58% accuracy; 35 of 60 correct)
on each of the tasks during the actual experimental session. These criteria
were met by all subjects (Fig. 2).

Functional MR imaging. Subjects were imaged usinga 1.5 tesla Siemens
(Erlangen, Germany) Vision scanner. Subjects’ heads were immobilized

using a vacuum pillow (VacFix; Bionix, Toledo, OH) (Parrish et al.,
1998). Laterality for image processing was indicated using a vitamin E
capsule taped to the left temporal region.

Single-shot echo planar images were obtained in 24 slices parallel to
the anterior commissure—posterior commissure line: repetition time
(TR)/echo time (TE), 2000/40 ms; flip angle, 90°; field of view (FOV), 240
mm; matrix, 64 X 64; slice thickness, 5 mm (Gitelman et al., 1999). At the
beginning of each functional run, the MR signal was allowed to stabilize
over seven scans, which were excluded from the analysis. A high-
resolution, T,-weighted anatomical volume was acquired using a three-
dimensional FLASH sequence (TR/TE, 22/5.6 ms; flip angle, 25°% FOV,
256 mm; matrix, 256 X 256; slice thickness, 1 mm). A saturation band
was located inferior to the imaging volume to null the signal from the
arteries and reduce the pulsation artifacts in the temporal lobes. The final
voxel size was 1 mm?>.

Functional MR data analysis. fMRI data were analyzed on Linux work-
stations under the Matlab software environment (Mathworks, Sherborn,
MA) using SPM2 for basic image processing and activation analysis and
SPMS5 for VBM and DCM analyses (Wellcome Department of Cognitive
Neurology, London, UK; http://www.filion.ucl.ac.uk/spm) (Friston et
al., 1995a,b, 1996, 2003; Worsley et al., 1996; Penny et al., 2004). All
functional images were time acquisition-corrected to the slice obtained at
50% of the TR. The images were realigned to the functional scan imme-
diately preceding the anatomical T, image. All images (anatomic and
functional) were normalized to the Montreal Neurological Institute
(MNI-305) template, which approximates the anatomical space delin-
eated by Talairach and Tournoux (1988). Functional images were then
smoothed with a 10 mm full width at half-maximum isotropic Gaussian
kernel for inclusion in the group analyses.

Condition-specific effects at each voxel were estimated using the gen-
eral linear model (Friston et al., 1995a). Analyses were performed at the
individual subject level to examine the main effects of words and letters,
respectively, as well as contrasts between these conditions. Events were
treated as 5 s miniblocks to isolate the entire peak of activation in both
groups, because the behavioral responses in the PPA group were typically
slower than those of control subjects. The use of the miniblock allowed us
to account for any differences in the timing of the hemodynamic re-
sponse that might influence the fMRI signal amplitude or effective con-
nectivity results. Contrast images for the parameter effects were entered
into second-level random effects analyses to test for within-group (one-
sample ttests) and between-group (one-way ANOVA, with post hoc com-
parisons) effects. Comparisons were also performed with small volume
correction to examine PPA-related increases in activation in a left ventral
premotor cortex region of interest (xyz = —54 3 15) based on a previous
study of PPA by our group, in which subjects performed a similar seman-
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Table 2. Coordinates for task-specific left hemisphere cortical activations in each subject group

Control (n =9)

PPA(n=9)

SYN LETTER SYN > LETTER LETTER > SYN

SYN LETTER SYN > LETTER LETTER > SYN

VIS —27 —84—9(6.21)
FUS —45 —54 —18(7.35)
sTS —51—450(4.06)
alL —5712 —3(5.06) —57—921(3.87)
iPL —54 —6024 (4.14)
iPS —33 —4854(4.67) —42—3645(5.94)

sPL —36 —4257 (4.80)
PRE —483 18 (4.89)
iFG —4542 —18(5.82)

—27 —84—9(6.49)
—36 —51—24(7.77)

—54333 (5.44)
—5142 -3 (3.44)

—60 —2733(4.03)

—21048 (4.34)

—36 —78 —18(5.25)
—36 —51 —24(6.63)
—60 —4215(3.87)

—36—78 —18(6.12)
—36 —51—-21(6.72)
—63 —4515(4.58)

—45 —6636(4.23)
—33—5145(4.060) —42—3648(6.17)
—45339(5.58)
—5718 —3(6.06)

—45336(5.66)

—5715—=3(5.18) —4236 —12(6.39)

SYN, Synonym word matching task; LETTER, letter matching task; VIS, extrastriate visual cortex; FUS, posterior fusiform gyrus; TS, posterior superior temporal sulcus; aTL, anterior temporal lobe; iPL, inferior parietal lobule; iPS, intraparietal
sulcus; sPL, superior parietal lobule; PRE, ventral premotor cortex; iFG, inferior frontal gyrus. Coordinates in bold are the control group maxima for the regions selected for DCM. Data selection was individualized for both PPA and control

subjects to be within 15 mm of these maxima.

PPA > CONTROL

Figure3.  fMRIresults. Brain activations for control subjects and PPA patients specific for the
semantic task (SYN—LETTERS contrast). Both groups showed similar left-lateralized patterns of
activation in inferior frontal gyrus, temporoparietal cortex, and anterior cingulate/supplemen-
tary motor cortex (not pictured). Also shown is brain activation for PPA > controls for the
SYN-LETTERS contrast in left premotor cortex. Activations shown are significant at p > 0.05,
corrected.

tic judgment task (Sonty et al., 2003). Significance was assigned to the
resulting ¢ fields using random field theory (Friston et al., 1995a; Worsley
et al., 1996). The random effects SPM(t)s were initially thresholded at
p < 0.001, uncorrected, for the purposes of display and exploration.
However, all reported activations in tables and text were significant at
p < 0.05 after correction for multiple comparisons.

Dynamic causal modeling. The language network anatomical model
consisted of six left hemisphere regions activated by both subject groups
(controls and PPAs) for either the main effect of the SYN condition or for
the SYN-LETTER contrast (Table 2, Fig. 3). These regions were as fol-
lows: left posterior fusiform gyrus (FUS) [Brodmann’s area (BA) 19/37];
posterior superior temporal sulcus (sTS) (BA 22; the classical Wernicke’s
area); inferior parietal lobule (iPL) (BA 39/40); intraparietal sulcus (iPS)
(BA 7); ventral premotor cortex (PRE) (BA 44/6); and inferior frontal
gyrus (iFG) (BA 45, anterior Broca’s area). The model included ventral
and dorsal input regions (FUS and iPS), and areas representative of both
the posterior (sTS and iPL) and anterior (iFG and PRE) perisylvian lan-
guage cortex. These regions had also shown significant activations in our
previous PPA study (Sonty et al., 2003). Anterior lateral temporal cortex
sites were not included in the model because the PPA group did not show
significant activations in these areas, despite showing no differences from
controls in these regions. Only left hemisphere regions were included in
the network to maintain model simplicity, and because of limitations in
the number of regions that can be modeled in the DCM software and
memory constraints in Matlab. Left visual extrastriate cortex was also

excluded, because it was assumed to respond to task stimuli in a nonspe-
cific manner.

Using SPM2, BOLD signal time courses were then extracted from 5
mm spheres centered on subject-specific maxima located within 15 mm
of the control group maxima for each area in the network model (Fig. 4).
Subjects who did not demonstrate activation in all of these regions at p <
0.001, uncorrected, were excluded from DCM analysis (one control sub-
ject; one PPA patient).

Using the above regions of interest, individualized dynamic causal
models were assembled, with identical connectivity within subjects (Fig.
5). In all subjects’ models, stimulus onsets for words and letters were
entered as driving inputs to FUS and iPS regions in the ventral and dorsal
visual processing streams, respectively (Seltzer and Pandya, 1980; Van
Essen et al., 1992; Nobre et al., 1994).

For the primary network model, information was assumed to travel in
a forward direction from FUS and iPS (i.e., the input regions, to all other
areas of the language network model). The sTS and iFG regions (nomi-
nally, Wernicke’s and Broca’s areas, respectively) represented the two
bidirectionally connected convergence zones or epicenters of the lan-
guage network (Mesulam, 1990), and received additional unidirectional
inputs from iPL and PRE.

This primary DCM model was compared with four alternate network
models using the control group data and DCM model comparison pro-
cedures, to arrive at the “best” network model (Penny et al., 2004). The
best model was then compared within and between subject groups. All
models had the same six nodes, as required by Bayesian model selection,
but differing internal connectivity (Fig. 5). DCM model comparison uses
the combination of Bayesian information criteria (BIC) and the Akaike’s
information criteria (AIC) to compute Bayes factors, or ratios of model
evidences. BIC tends to favor simpler models, albeit with some loss of
model fit or accuracy. AIC is biased toward more accurate but complex
models. The conjoint use of the two criteria (specifically the minimum
criterion) is, therefore, a conservative test that avoids the biases inherent
in the two component criteria.

Although effective connectivity as inferred by DCM does not neces-
sarily result from explicit monosynaptic anatomical connectivity (i.e.,
interregional influences could be theoretically mediated by polysynaptic
connections or by intervening regions present or not present in a given
network model), the models for the current study “connected” the six
chosen regions in multiple ways in accordance with human anatomy, as
based on the anatomical tracer literature in primates (Jacobson and Tro-
janowski, 1977; Mesulam et al., 1977; Seltzer and Pandya, 1984, 1989,
1994; Webster et al., 1994; Pandya and Yeterian, 1996; Petrides and Pan-
dya, 1999), diffusion tensor imaging studies in humans (Catani et al.,
2002, 2004), and the functional and effective connectivity literature
studying language (Mechelli et al., 2002; Horwitz and Braun, 2004; Bitan
et al.,, 2005). The defining features of each model are highlighted by red
arrowheads (primary model) or red arrows (alternate models) (Fig. 5).
Like the primary model, alternate models 1, 2, and 3 all assumed FUS and
iPS provided unidirectional, forward inputs to all other regions of the
network. Unlike the primary model, the alternate models included bidi-
rectional connections between the anterior regions PRE and iFG, and the
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Figure 4.  Subject-specific network regions of interest. Left hemisphere regions were se-
lected based on suprathreshold activation for the main effect of SYN and/or the SYN > LETTER
contrast. Consensus maxima were obtained for the group of control subjects (black dots), and
individually obtained from each subject within 15 mm of the consensus maximum. Note: Ad-
joining dots for fusiform and superior temporal foci are separated by 20 mm in the x direction.

posterior regions sTS and iPL. Alternate model 1 included bidirectional
connections between all other regions (iFG, iPL, PRE, and sTS). Alter-
nate model 2 specified forward connections from iPL and sTS to both
PRE and iFG, whereas alternate model 3 segregated bidirectional connec-
tions from iPL and sTS to PRE and iFG, respectively, reflecting arcuate
and uncinate temporal-to-frontal language-related pathways, respec-
tively (Catani et al., 2004). Alternate model 4 was a fully interconnected
network. The models, five in all, were created for the individual control
subjects, averaged using Bayesian model averaging and compared with
one another using Bayesian model comparison as outlined above (Penny
et al., 2004; Ethofer et al., 2006). Among the five models tested, the most
parsimonious and most accurate model was ultimately chosen to exam-
ine for alterations in the language network associated with PPA.

DCM connection parameters (“connection strengths”) were obtained
for the following effects for each subject: (1) driving connections: the
direct influence of the separate effects of SYN and LETTER stimuli on
FUS and iPS regional activity; (2) regional connections: task-
independent influences between regions in the anatomical network; and

Sonty et al. @ Language Network Connectivity in PPA

(3) modulatory (bilinear) connections, which represent the interaction
between stimulus input and interregional connections. Although the task
used in this study did not have a factorial design, the use of bilinear
modulations allowed for the assessment of selective second-order effects
attributable to the task-specific responses of other network regions pro-
viding input to the individual network regions. The task-specific influ-
ences between sTS and iFG were hypothesized to show alterations related
to PPA, in accordance with the recent findings of axonal injury within the
white matter tracts connecting these two regions (Catani et al., 2003).
However, regional connection strengths and the differential modulatory
effects of the tasks at all network connections (i.e., the difference between
the individual task modulatory parameters at individual connections)
were entered into second-level, two-sample ¢ tests by group to identify
connections across the whole network that were significantly different
between the two subject groups. The null hypothesis of no difference in
connection strength between PPA and control groups was rejected at a
significance level of p < 0.05 after Bonferroni’s correction for the num-
ber of connections. Connection parameters for connections showing
significant differences between PPA and control groups were regressed
against task accuracy to assess whether connection strength during the
SYN task was predictive of SYN task performance.

Voxel-based morphometry. Structural (T,) images for voxel-based
morphometry were processed using the VBM toolbox by Christian Gaser
(http://dbm.neuro.uni-jena.de/vbm) (Draganski et al., 2004, 2006;
Cuadra et al., 2005) as part of the SPM environment. The Matlab scripts
implement the processing stream of Good et al. (2001). The VBM tool-
box additionally includes a Hidden Markov Random Field Model in the
procedure to improve the segmentation of gray matter and other tissue
classes (Cuadra et al., 2005). Images were also initially skull-stripped
using the Brain Extraction Toolbox (BET2) software (Smith, 2002; Jen-
kinson et al., 2005). After segmentation, images were modulated by mul-
tiplying the voxel values by the Jacobian determinants of the deformation
fields that were defined during normalization. This step has the effect of
preserving the amount of original gray matter before normalization
(Ashburner and Friston, 2000). Segmented gray matter images were
smoothed with a 12 mm Gaussian smoothing kernel, and analyzed at
each voxel for changes in gray matter density in PPA patients relative to
the controls. A confound for total intracranial volume was included in
this analysis so that inferences pertain to regionally specific effects and
not global measures of atrophy or differences in overall brain size. Sig-
nificance was assigned to the resulting ¢ fields using the theory of Gauss-
ian random fields (Friston et al., 1995a; Worsley et al., 1996). Significance
was based on p < 0.05 corrected for multiple comparisons and false
discovery rate. Correlation analyses were performed on gray matter seg-
ment images for 5 mm regions of interest based the six individual areas
chosen for the DCM networks versus the connection strength for con-
nections found to be significantly different between PPA and control
groups to examine the relationship between alterations in connection
strength and gray matter atrophy.

Results
Task performance
Reaction times and accuracy for the two groups on all three tasks
are shown in Figure 2. Patients with PPA showed significantly
increased reaction times when compared with the normal control
group for both SYN (PPAgyy, 2829 = 670 ms, vs NLgyy, 1905 =
433 ms; p = 0.002) and LETTER (PPA| prrgg» 3496 £ 559 ms, vs
NL; prrers 2873 * 305 ms; p = 0.006) conditions. Accuracy was
also lower for PPAs for the SYN condition (PPAgyy, 0.81 £ 0.1, vs
NLgyn, 0.94 = 0.05; p = 0.001). However, scores were signifi-
cantly greater than chance in all patients. PPA patients and con-
trols performed with comparable accuracy on the LETTER con-
dition (PPA; prrep> 0.93 % 0.06, vs NL; prrpr 0.96 =+ 0.03; p =
0.06).

Response bias (c) was not significantly different between
groups for the SYN condition (cy;, —0.05 £ 0.38, VS Cppas
—0.28 = 0.56; p = 0.35), the LETTER condition (cy;, 0.02 *
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group on this contrast. Using a small vol-
ume correction analysis (sphere with 10
mm radius) based on the coordinates of
the left premotor activation seen in PPAs
in Sonty et al. (2003) (xyz = [—54 3 15]),
PPA patients show increased activation
relative to controls (xyz = —6009; Z =
4.09; p = 0.009). A summary of additional
right hemispheric and subcortical fMRI
activations and comparisons for the indi-
vidual subject groups can be found in Ta-
ble 3.

DCM results

DCM model comparison (Table 4)

Table 4 shows the AIC and BIC criteria
associated with the model comparisons
between each alternate network model
and the primary proposed network model
in the control group. The Bayes factor is
the minimum of these two criteria. In all
comparisons, very strong evidence (Bayes
factor, =150) was found in favor of the
primary model on both measures (Penny

etal., 2004). Thus, the primary model was
both more parsimonious and more accu-
rate than the alternate model, given the
data. A similar pattern emerged when
DCM model comparisons were per-
formed separately within each individual
control subject. Therefore, the model as
shown in Figure 5 (top) was used to exam-
ine for alterations in the language network

Figure5.

0.17, Vs ¢ppa, 0.03 £ 0.19; p = 0.87), or for the two conditions
together [i.e., the main effect of responding ( p = 0.52)].

fMRI results (Table 2)

Main effects of condition

Left hemisphere activations for the main effects and interactions
of each condition are summarized in Table 2. On intergroup
comparison, the subject groups showed no significant differences
from each other for SYN, although controls showed significantly
greater activation in midline visual cortex for the LETTER con-
dition (xyz = —6 —84 33; Z = 4.15).

Interaction of group and task (Fig. 3)

For the SYN > LETTER comparison, both groups show activa-
tion in left inferior frontal gyrus (BA 45; anterior portion of Bro-
ca’s area), left temporoparietal lobe (extended Wernicke’s area),
and anterior cingulate cortex, bordering on supplementary mo-
tor area (not pictured). The control subjects showed no areas of
significantly increased activation relative to the PPA patient

Model network of interregional connections and experimental inputs. Chosen and alternate network models for DCM
model comparison are shown. Regions were connected with stimulus inputs entering fusiform (FUS) and parietal (iPS) visual
processing streams. Models assumed unidirectional inputs from FUS and iPS to all other regions. The red arrows and arrowheads
highlight defining organizational features for each network model: Chosen Model, Inputs from all other regions converge onto sTS
and iFG; Alternate Model 1, all other regions are bidirectionally connected; Alternate Model 2, posterior regions (iPL, sTS) send
unidirectional input to anterior regions (PRE, iFG); and Alternate Model 3, regions are connected in separate streams between iPL
and PRE, and between sTS and iFG. Alternate Model 4 is a fully interconnected network. Task-specific modulatory effects were
assessed at every interregional connection for the chosen model. SYN, Semantic task input; LET, visual task input.

associated with PPA.

Regional (task-independent) connectivity
Mean parameters for the regional connec-
tivity, and the effect of the individual tasks
on effective connectivity at each connec-
tion can be found in Table 5. A direct com-
parison between groups showed a slight
increase in regional (task-independent)
connectivity in controls for the connec-
tion from FUS to sTS (p = 0.037,
uncorrected).

Modulation of effective connectivity by task (Fig. 6)

The effects of SYN versus LETTER conditions on effective con-
nectivity were directly compared within each group in paired ¢
tests to assess for the task specificity of individual connections.
Control subjects showed significant SYN > LETTER modulation
of the forward connections from FUS and iPS to sTS, iPL and iFG,
and from sTS to iFG at p < 0.05, corrected. PPA patients, in
contrast, showed significant SYN > LETTER modulation only of
the forward influence from FUS to iFG ( p = 0.001), and PRE to
iFG (p = 0.002). Values for the contrast between SYN and LET-
TER effects for each of these connections are reported in Figure 6.

Interaction of group and task (Fig. 7)

When the subject groups were compared on the SYN-LETTER
contrast, controls showed specifically greater modulation of the
sTS to iFG connection than the PPA group ( p = 0.001) (Fig. 7).
PPA patients showed no connections with greater SYN-LETTER
modulation than controls.
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Table 3. Coordinates for task-specific right hemisphere and subcortical activations in each subject group

Control (n =9) PPA(n=19)

SYN LETTER SYN > LETTER  LETTER > SYN SYN LETTER SYN > LETTER LETTER > SYN
RVIS 24—93—3(6.95) 24 —93 —3(6.86) 21—930(5.75) 21-930(6.05)
RFUS 42 —75 —6(6.52) 27 —48 —27 (6.14)
RiPL 60 —3618 (4.84)
RiPS 33 —5448(437) 36 —3939(6.89) 36 —3939(6.31) 33 —5142(4.0.58) 33 —5145(6.69) 45 —3948 (5.55)
RsPL 24 —5760(6.10) 21 —6654(7.14)
VRPRE 48921(6.20) 48921 (4.60) 48930(6.37) 42921 (4.00)
dRPRE 33354(5.61) 39351(5.38) 39351(6.78) 30645(5.31)
RiFG/mFG 60189 (4.86) 333912(5.85) 57156 (6.08) 454212 (6.54) 333621(4.10)
RsFG 42648 (6.20)
RINS 5118 —9(5.67) 3624 —9(6.10)

—15-15—6
LThal —1563(5.22) —27 —123(5.63) —1563(5.91) (4.78)
RThal 1539(4.94) 21—912(5.36) 1560 (4.81)
21—51—-24

Cereb —3—-72-31(537) (5.87) 3—72-31(6.53)
a(G/SMA  32745(5.75) 61536 (5.87) 04539(5.41) 91542 (6.42) 91242(6.91) —92448(4.82)

SYN, Synonym word matching task; LETTER, letter matching task; VIS, extrastriate visual cortex; FUS, posterior fusiform gyrus; iPL, inferior parietal lobule; iPS, intraparietal sulcus; sPL, superior parietal lobule; PRE, ventral premotor cortex;
iFG, inferior frontal gyrus; mFG, middle frontal gyrus; sFG, superior frontal gyrus; ins, insula; Thal, thalamus; Cereb, cerebellum; aCG/SMA, anterior cingulate gyrus/supplementary motor area. R, Right; L, left; v, ventral; d, dorsal.

Table 4. DCM model comparison: Bayes factors comparing model connectivity

Chosen model vs model 1

Chosen model vs model 2

Chosen model vs model 3 Chosen model vs full model

4.39 x 10’
9.52 X 10%

AIC 7.02 x 10%°
BIC 1.56 X 107

448.72
1.25 X 10°

683.22
1.91 X 10°

AIC, Akaike's information criteria; BIC, Bayesian information criteria. Both provide very strong evidence in favor of the chosen model. The minimum Bayes factor used for ultimate model selection is indicated in boldface. For interpretation

of Bayes factors, see Penny et al. (2004).

The regression analysis showed that the sTS to iFG modula-
tory connection strength during the SYN but not the LETTER
task was directly related to performance in the PPA group r* =
0.63,p =0.019 (Spearman’s r = 0.61) (Fig. 8), but not in controls
(r* = 0.04; Spearman’s r = —0.41), all of whom performed at
near ceiling levels of accuracy. No other connection strengths
during the SYN task were found to show a significant relationship
to SYN task accuracy in either group.

VBM results

Gray matter density in the PPA group was reduced across a large
swathe that included temporoparietal cortex, anterior temporal
lobe, and insula, at p < 0.05, corrected, using the false discovery
rate. However, none of the changes was significant when assessed
using p values based on more traditional and conservative family-
wise error calculations. Gray matter density values from each of
the six regions in the DCM network did not show any significant
relationship to the magnitude of sTS to iFG connection during
the SYN task.

Discussion

The current study is the first to quantitatively examine effective
connectivity of a model language network in PPA patients and
controls by using functional magnetic resonance imaging and
dynamic causal modeling (Mesulam, 1982, 2001; Mesulam and
Weintraub, 1992). Previous functional neuroimaging in PPA pa-
tients with intact comprehension revealed relatively preserved
activation in classical language regions, despite longer reaction
times and reduced accuracy in the performance of phonological
and semantic judgment tasks (Sonty et al., 2003). The current
study extends this work by demonstrating that changes in lan-
guage network connectivity, rather than isolated regional hypo-
activity, may underlie the deficits in patients with PPA.

Task behavior

PPA patients were slower and less accurate than control subjects
on the semantic task used in this study, but, despite some slowing
of reaction time, maintained comparable accuracy for the visual
letter judgment task, reflecting the relative behavioral focality of
this disorder, where deficits are stronger when stimuli are words
rather than letter strings with no natural phonological segmenta-
tion or meaning (Fig. 2). Analyses of response bias, based on
group hit and false alarm rates, further assured that PPA-related
behavioral decrements were not attributable to systematic differ-
ences in response bias between the groups.

fMRI results

When letter strings activations were subtracted from semantic
task activations (Fig. 3), both groups showed similar left-
lateralized patterns of activation in inferior frontal gyrus, tem-
poroparietal cortex, and anterior cingulate/supplementary mo-
tor cortex, regions involved in visual word form recognition,
orthographic analysis, retrieval of word phonology and meaning,
and internally guided covert articulation (Démonet et al., 1992;
Petersen and Fiez, 1993; Kapur et al., 1994; Desmond et al., 1995;
Fiez, 1997; Fiez and Raichle, 1997; Wagner et al., 1998; Dapretto
and Bookheimer, 1999; Hagoort et al., 1999; Chao and Martin,
2000; Devlin et al., 2003; Bitan et al., 2005). PPA patients showed
an increase in activation relative to controls in left ventral premo-
tor cortex, consistent with a previous study of lexicosemantic
processing in PPA (Sonty et al., 2003). Ventral premotor activa-
tion has been noted in studies of phonological processing (Dé-
monetetal., 1992, 1996; Fiez et al., 1995; Fiez, 1997; Paulesu et al.,
1997; Bitan et al., 2005; Gitelman et al., 2005) and verbal working
memory (Paulesu et al., 1993), consistent with its role in an ar-
ticulatory rehearsal system maintaining phonology on-line (Bad-
deley, 1994; Fiez and Petersen, 1998). Recruitment of this region
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Table 5. Averaged strengths for individual connections in controls and PPAs
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FUS sTS iPL iPS PRE iFG
Regional connections (A matrix): control subjects
FUS
sTS 0.1505 0.0095 0.0208 0.0345 0.0745
iPL —0.0812 —0.1191
iPS
PRE 0.1395 0.0408
iFG 0.1397 0.0948 0.1004 —0.0916 0.0372
Regional connections (A matrix): PPA subjects
FUS
sTS 0.0306 —0.0178 —0.0116 0.0636 0.0744
iPL —0.0165 —0.1139
iPS
PRE 0.1660 0.0517
iFG 0.1339 0.0647 0.0742 —0.0835 0.0859
Modulatory effect of SYN (B matrix): control
subjects
FUS
sTS 0.1381 —0.0033 0.0698 0.0114 0.0179
iPL 0.1383 0.0637
iPS
PRE 0.1328 0.0426
iFG 0.2430 0.0339 —0.0076 0.1211 0.0353
Modulatory effect of LETTER (B matrix): control
subjects
FUS
sTS —0.0785 0.0138 —0.0654 —0.0053 0.0041
iPL —0.1591 —0.1204
iPS
PRE —0.0130 0.0155
iFG —0.1503 —0.0100 0.0310 —0.1075 —0.0165
Modulatory effect of SYN (B matrix): PPA pa-
tients
FUS
sTS 0.0494 —0.0002 0.0139 0.0055 0.0021
iPL 0.0588 0.0183
iPS
PRE 0.7495 0.0471
iFG 0.2159 0.0165 —0.0119 0.0801 0.0471
Modulatory effect of LETTER (B matrix): PPA
patients
FUS
sTS —0.0704 0.0117 —0.0574 —0.0115 0.0026
iPL —0.1355 —0.0919
iPS
PRE —0.0566 —0.0147
iFG —0.1219 0.0019 0.0169 —0.0811 —0.0167

Bold indicates significance at p << 0.05, corrected. Italics indicates significance at p << 0.05, uncorrected.

has been demonstrated in neuroimaging studies of semantic de-
mentia and dyslexia (Brunswick et al., 1999; Mummery et al.,
1999), suggesting subarticulatory phonological rehearsal in the
face of language system disruption.

DCM results

A number of reports of language dysfunction caused by acute
(Price et al., 2001), chronic (Paulesu et al., 1996; Price et al.,
2003), and neurodegenerative lesions (Mummery et al., 1999;
Cipolotti and Maguire, 2003) have suggested underlying decre-
ments in language network connectivity. The chief aim of the
present study was to examine whether similar alterations in the
influences between network regions engaged by the semantic
judgment task were associated with the PPA disease process.
Based on recent work demonstrating injury in the left superior
longitudinal fasciculus (Catani et al., 2003), our hypothesis was

that a disruption between the two main nodes of the large-scale
network for language (Mesulam, 1998) may underlie some of the
deficits seen in PPA.

The regions for the anatomical model were those that were
activated by the language task in this study. Only left hemisphere
regions were chosen, because the primary cognitive focus was on
the language system, as well as for the sake of network simplicity
given limitations in the implementation of DCM and in comput-
ing capability. The model included the FUS, sTS, iPL, iPS, PRE,
and iFG. The iPS and FUS served as sources of visual word form
and letter string information to the network. Furthermore,
iFG and sTS were considered to provide sites of convergence for
inputs from the other network regions. Numerous patient studies
and experiments support the notion that the iFG and sTS repre-
sent crucial nodes of a distributed language network, and that
many key language functions emerge from the interactions of
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a. Controls (SYN>LETTER)

b. PPA (SYN>LETTER)

0.06

Figure 6.  Connections with significant task-specific modulation in controls (a) and PPA
patients (b) ( p < 0.05, corrected). Numerical values represent a subtraction between the SYN
and LETTER modulatory effects at each connection.

these two areas (Démonet et al., 1992; Petersen and Fiez, 1993;
Kapur et al., 1994; Desmond et al., 1995; Martin et al., 1995; Fiez,
1997; Wagner et al., 1998; Dapretto and Bookheimer, 1999; Ha-
goort et al., 1999; Price, 2000; Wise et al., 2001; Bookheimer,
2002; Devlin et al., 2003; Bitan et al., 2005). The direct and indi-
rect anatomical pathways interconnecting these two critical
nodes have been traced with diffusion tensor imaging in the hu-
man brain (Catani et al., 2002, 2004).

Using established model comparison procedures (Penny et
al., 2004; Ethofer et al., 2006), the proposed model was first com-
pared with several plausible alternative models using the signal
data from the control group. The results of model comparison
provided very strong evidence (Bayes factor, =150) that the cho-
sen model was better than alternatives on both simplicity and
model fit (Table 4). However, the current study does not suggest
that the chosen model is the best among all possible models of the
language network. Such models would likely include many addi-
tional areas from both hemispheres and hundreds, if not thou-
sands (or millions) of connections. Nevertheless, the Bayesian
comparison procedures ensured that the chosen model was a
reasonable one for examining PPA-related alterations in
connectivity.

Sonty et al. @ Language Network Connectivity in PPA

PPA < Control
(SYN-LETTER)

0.001

(TS
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Figure 7.  Significant reduction in task-specific modulation in PPA patients seen for the
forward connection from posterior superior temporal sulcus (in the classical Wernicke's area) to
inferior frontal gyrus (in the classical Broca's area); p << 0.05, corrected on two-sample ¢ test
comparisons. The value shown is the p value for the between-group comparison.
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Figure8. Semantic task accuracy as a function of the modulation of the forward connection

from Wernicke’s area (posterior sTS) to Broca’s area (iFG) by semantic task context in PPA
patients (dots) (a) and control subjects (diamonds) (b). 2, Regression coefficient (significant at
p < 0.05). No other connections were significant predictors of semantic task accuracy in either

group.

Within this model network (Fig. 5), controls showed task-
specific modulation in the forward connections from FUS and
iPS to iFG, sTS, and iPL, as well as from sTS to iFG. PPA patients
showed significant task-specific modulation only in the forward
connections from FUS and PRE foci to iFG (Fig. 6). When the
two groups were compared directly, the task-specific modulation
of iFG by sTS was found to be markedly reduced in PPA, as
hypothesized (Fig. 7). Mechanistically, the results suggest an al-
teration in Broca’s area activity attributable to task-specific mod-
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ulatory or second-order effects on the output it receives (directly
or indirectly) from Wernicke’s area. In essence, a disruption in
the communication between two critical nodes of the language
network, Broca’s and Wernicke’s areas, may lead to impaired
lexicosemantic processing in PPA.

The importance of the sSTS—FG interregional communication
for language function is supported by the presence of a significant
correlation between the strength of this influence and behavioral
performance in PPA patients (Fig. 8). The persistence of activation in
iFG despite altered connectivity from sTS may reflect the relative
preservation of inputs to iFG from other regions in the network
(Catani et al., 2004), in a manner similar to that proposed by Price et
al. (2003) for acquired dyslexia. Furthermore, iFG may receive com-
pensatory input from premotor cortex in the PPA patients, implied
by the slight increase in activation and connectivity from PRE to iFG
in the PPA group. VBM correlation analyses found no relationship
between atrophy and the strength of the sTS—FG interaction in the
PPA group. Therefore, the decrease in effective connectivity in PPA
is not explicable by gray matter atrophy alone.

Interpretations of studies using dynamic causal modeling only
pertain to those regions and connections that are specified in the
chosen model. Additional regions may influence the language
network during the processing of words, especially in anterior and
ventral temporal lobe. The regions in this study were restricted to
those showing fMRI activations across both groups of subjects. Al-
though the omission of ventral and anterior temporal regions does
not invalidate or bias the results reported in this study, the possibility
remains that the alterations in connectivity reported here are medi-
ated by polysynaptic connections or by regions not explicitly in-
cluded in the chosen model. Future studies using tasks highlighting
additional activation sites would allow the inclusion of other regions
in the DCM analysis and may provide additional insight into the
network dynamics of the language system.

In summary, PPA patients showed impaired performance on
a lexicosemantic judgment task with words, compared with a
visual matching task with letter strings. This behavioral impair-
ment occurred despite apparently “normal” levels of activation in
language regions, including Broca’s and Wernicke’s areas. An
analysis of the effective connectivity within the language network
revealed a reduction in the task-specific modulation of the for-
ward connection from Wernicke’s area to Broca’s area in the PPA
patients. This reduction was a predictive factor for impaired task
accuracy in PPA, and may indicate a deficit in the interactions
between the two major nodes of the language network. This def-
icit may reflect underlying anatomical changes in left perisylvian
white matter, or altered synaptic dynamics within components of
the language network known to be affected by the underlying
neurodegenerative process. These findings provide an anatomi-
cal template for exploring how sTS—FG interactions influence
specific language functions in health and disease. The identifica-
tion of potential “improvements” in connectivity between sTS
and iFG in response to cognitive—behavioral therapies, transcra-
nial magnetic stimulation, or pharmacological intervention may
also allow an objective assessment of treatment modalities in pa-
tients with aphasic disorders.
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