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Abstract

A framework for the global analysis of multi-speed analytical ultracentrifugation sedimentation 

velocity experiments is presented. We discuss extensions to the adaptive space-time finite element 

fitting methods implemented in UltraScan-III to model sedimentation velocity experiments where 

a single run is performed at multiple rotor speeds, and describe extensions in the optimization 

routines used for fitting experimental data collected at arbitrary multi-speed profiles. Our 

implementation considers factors such as speed dependent rotor stretching, the resulting radial 

shifting of the finite element solution’s boundary conditions, and changes in the associated time 

invariant noise. We also address the calculation of acceleration rates and acceleration zones from 

existing radial acceleration and time records, as well as utilization of the time state object available 

at high temporal resolution from the new Beckman Optima AUC instrument. Analysis methods in 

UltraScan-III support unconstrained models that extract reliable information for both the 

sedimentation and the diffusion coefficients. These methods do not rely on any assumptions and 

allow for arbitrary variations in both sedimentation and diffusion transport. We have adapted these 

routines for the multi-speed case, and developed optimized and general grid based fitting methods 

to handle changes in the information content of the simulation matrix for different speed steps. 

New graphical simulation tools are presented that assist the investigator to estimate suitable grid 

metrics and evaluate information content based on edit profiles for individual experiments.

Introduction:

Analytical ultracentrifugation (AUC) is a well-established method for the characterization of 

composition, size and anisotropy of colloidal molecules in solutions. The preferred 

technique for studying such solutions by analytical ultracentrifugation is the sedimentation 

velocity (SV) technique, which separates the solutes based on their hydrodynamic properties 

and visualizes their sedimentation and diffusion transport with a range of optical systems. 

Currently available systems are based on UV/visible absorbance, refractive index (Rayleigh 

interference) detection, and fluorescence intensity emission. A novel multi-wavelength 

detector has been introduced more recently to add a spectral dimension to the hydrodynamic 

analysis [1]. All instruments are able to collect data at multiple speeds without restarting at 

rest. AUC can be used to measure a very broad range of molecular sizes, which range from 
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Angstroms to several hundred nanometers. The molecular size and size resolution accessible 

by AUC is a function of the molecule’s density, the buffer density and the rotor speed. In 

many applications the analysis focuses on the heterogeneity of different sized molecules of 

similar density. Judicious selection of the rotor speed will optimize the accessible 

hydrodynamic information obtained from a single molecular size, but for heterogeneous 

systems it is common practice to select a single speed optimal for the average size, 

sacrificing accuracy and precision at either end of the size distribution. Therefore, when 

mixtures of particles that are heterogeneous in the sedimentation coefficient need to be 

distinguished, performing the experiment at multiple speeds promises to provide additional 

detail and resolution. The idea of using multiple speeds for such enhancements in resolution 

dates back to the work by Gehatia [2], a summary of previous efforts commonly referred to 

as gravity sweep methods can be found in [3, 4]. While a substantial body of work has been 

published on this topic, a rigorous look at the benefits and pitfalls of multi-speed analysis by 

finite element modelling is not yet available. In a SV experiment, a solution is placed into a 

sector-shaped cell and any solutes present in the solution are accelerated by the centrifugal 

force field generated by the spinning rotor. The resulting sedimentation transport creates a 

moving boundary that moves the solute with a speed that depends on its mass, anisotropy, 

density, and rotor speed. The observed speed is also a function of the density and viscosity 

of the solvent used in the experiment. Importantly, this moving boundary also creates a 

concentration gradient which leads to diffusional flow. These two transport processes occur 

simultaneously and determine the distribution of the solute over the course of the SV 

experiment. The sedimentation and diffusion transport of an ideally sedimenting and 

diffusing solute in a sector-shaped ultracentrifugation cell is described by the Lamm 

equation:

∂C
∂t r

= − 1
r

∂
∂r sω2r2C − Dr ∂C

∂r t
Equ. 1

where C denotes the concentration, ω is the angular velocity, r is the radial position, t the 

time and s and D are the sedimentation and diffusion coefficients, respectively. Since an 

exact solution to this equation is not known, the equation is typically solved by finite 

element methods. In UltraScan [5], a software package for the analysis of AUC data, the 

adaptive space-time finite element solution is used to solve the Lamm equation for non-

interacting systems [6] and reacting systems [7]. For non-interacting systems, a least squares 

fit of experimental data with a linear combination of finite element solutions of this equation 

for the appropriate range of sedimentation and diffusion coefficients will, in theory, recover 

the sedimentation and diffusion coefficients, as well as the partial concentration, of each 

solute in the system:

Min∑
i = i

n
∑
j = 1

m
ciL si, Di j

− x j
2

Equ. 2
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where ci is the amplitude and L the Lamm equation solution for solute i at point j, and xj is 

the experimental observation at point j, and j is a function of radius and time. Multiple 

optimization algorithms in UltraScan are based on this general theme, and produce 

concentration, sedimentation and diffusion coefficients for each solute [8, 9, 10, 11, 12]. 

When selecting a rotor speed for a SV experiment, it is important to consider the signal 

produced by the sedimenting particle for each of the fitted parameters. The larger the signal 

of a parameter, the higher is the confidence in the determination of the parameter. There 

exists an inverse relationship for the signal obtained for sedimentation and diffusion 

transport as a function of rotor speed and duration of the experiment. For example, if rotor 

speed is increased, separation is increased and the resolution in s improves. On the other 

hand, a fast sedimenting particle, while providing good signal on s, will not spend much 

time diffusing before being pelleted, reducing the information available to fit the diffusion 

coefficient. A fast sedimenting particle will also pellet before smaller particles have 

appreciably moved at all, providing no information at all in later scans. In contrast, reducing 

the rotor speed will provide more signal to diffusion, but also lower the resolution in s. 

Another factor affecting available information is the number of scans that can be collected 

during a given time period. Multiple samples measured in an 8-position An50Ti rotor places 

a practical limit on the time available for scanning a single sample, in particular the number 

of scans that can be collected from each individual sample. Furthermore, the transport by 

diffusion is proportional to the square root power of time, while transport due to 

sedimentation proceeds with the first power of time. This raises the question: what is the 

optimal speed for a given solute? This question is even more complicated for the case of a 

heterogeneous solution where no single speed will be optimal for all species, and depends in 

large part on the questions asked by the investigator. If molar mass or anisotropy need to be 

determined, a slow speed will be needed to generate sufficient diffusion information, while 

sacrificing information on composition detail. If composition detail is needed, a higher rotor 

speed is preferred. Balancing the signals from diffusion and sedimentation by applying a 

single best rotor speed is challenging since no analytical guide exists, and because the 

composition of a mixture is typically not known a priori. As we show below, simulations can 

provide a useful guide for the resolution and the information content to be expected for a 

single solute. For mixtures containing solutes exhibiting a range of sedimentation and 

diffusion coefficients, the experiment can be performed with speed profiles incorporating 

multiple speeds which better match the properties of each solute in the mixture in a single 

experiment or by global fits of the same mixture measured in separate experiments, each 

performed at a different speed. Below, we systematically evaluate the advantages of each 

approach, and illustrate the solutions implemented in the UltraScan software package for the 

analysis of AUC data [5] to address the technical challenges encountered when fitting multi-

speed data with finite element solutions of the Lamm equation.

Methods.

1. Identification of optimal speed profiles for homogeneous and heterogeneous samples 
using simulated data.

Simulated data provide realistic test cases that permit a systematic evaluation of the 

information retrieved under conditions where rotor speed and experimental duration are 
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varied and all other factors are held constant. In this section, we use simulated data to 

provide a framework for estimating optimal run parameters for designing successful SV 

experiments. Proper experimental designs play a crucial part in the recovery of information 

from a SV experiment, and should be optimized for a particular test system. The following 

factors contribute to the quality of the information retrieved:

A. Column length: A longer solution column provides more data points for fitting, and 

improves the separation between solutes. Data from sections at the bottom of the cell 

provide more separation resolution than data at the top of the solution column, since 

heterogeneous mixtures of solutes are further separated near the bottom, and the longer the 

column, the better the separation. On the other hand, diffusion transport is maximized near 

the top of the cell, where steep concentration gradients near the meniscus enhance 

diffusional flows. At the bottom of the cell, diffusion will have a similar effect, where steep 

concentration gradients (due to pelleting) enhance diffusion information from the back-

diffusional flow off the cell bottom. While high concentration regions at the bottom of the 

cell tend to be outside of the dynamic range of most detectors, and steep gradients also cause 

refractive artefacts, the curvature of the boundary near the bottom is often still significantly 

affected in concentration regions where measurements are still possible, but finite element 

solutions may not be able to match any refractive deviations and therefore steep gradients 

should not be included in the modelling.

B. Duration: The duration of the experiment should be long enough to allow the solute to 

completely sediment (pellet). Aborting the experiment before the solute is pelleted or has 

reached equilibrium will lower the information available for fitting. Collecting data past the 

pelleting or equilibrium state is pointless since additional scans do not provide new 

information.

C. Signal concentration and duration: The amount of signal available should be 

scaled to the noise expected from the experiment. For a well tuned instrument, the 

absorbance system of the Beckman Proteomelab XLA is capable of a signal-to-noise ratio 

(SNR) of 250–3001 for most wavelengths with sufficient intensity when measured in 

intensity mode, and from our observations, the SNR for the Beckman Optima AUC is at 

least 2 fold higher. For the purpose of this study, we will assume a SNR of 250 for all 

simulations, and optimize the duration of the experiment such that the midpoint of the 

boundary has reached the bottom of the edited data range. For all experimental datasets, we 

simulate a maximum column length of 1.3 cm, with a meniscus of 5.9 cm and a bottom of 

the cell position of 7.2 cm, leaving room for a small 1 mm air bubble above the meniscus, as 

can be achieved with about 0.45 ml loading volume. The optimal duration of the experiment 

for a given speed and solute can be derived from the definition of the sedimentation 

coefficient, which is given by the speed of the sedimentation, divided by the centrifugal field 

strength:

1The SNR is calculated by dividing the total signal (loading concentration) by the root-mean-square deviation of the fitted data when 
random residuals are obtained.
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s = v
ω2r

 where:  v = dr
dt Equ. 3

This leads to the differential equation:

∫
rm

rb
dr
r = ∫

t0

t

ω2dt Equ. 4

where rm denotes the meniscus position (the position of the midpoint of the boundary at t0 

(the start of the experiment), and rb denotes the midpoint of the boundary at some time t 
during the experiment. Solving for t, and taking t0 = 0, we obtain:

t = log
rb
rm

ω2s −1
Equ. 5

We are now able to predict the optimal duration of a SV experiment for any speed using 

Equ. 5, which is independent of diffusion coefficient and guarantees optimal coverage of the 

available column length, producing a pattern similar to that shown in Figure 1. We have 

added a calculator in UltraScan that estimates the optimal time for a given rotor speed and s 
value, and the optimal speed for a given experimental duration, given an s value.

Once the duration is optimized for any speed and solute, we need a quantitative metric to 

assess the reliability with which the sedimentation and diffusion coefficients can be 

recovered as a function of speed for a given solute. This can be determined by measuring the 

confidence intervals for the fitted sedimentation and diffusion coefficients obtained from 

simulated SV experiments as a function of a range of different speeds. To illustrate the effect 

of speed on the observed confidence intervals, we simulated two separate, homogeneous 

systems containing representative molecules with 50 and 500 kDa molar mass, and with 

frictional ratios of 2.0 and 3.0, respectively, at 3,800, 7,500, 15,000, 30,000 and 60,000 rpm, 

using Equ. 5 to calculate the optimal time for each speed setting. The experiments were 

simulated with stochastic noise added, yielding a SNR value of 250, which corresponds to 

an RMSD of 0.004 at an absorbance value of 1.0. Due to the presence of stochastic noise, a 

unique solution can not be obtained in the fit. To measure the uncertainty in the fitted data, 

we employed 100 Monte Carlo iterations [13], and report here the 95% confidence intervals 

for the measured sedimentation and diffusion coefficients.

The results are shown in Figure 2, and clearly indicate the inverse relationship for the 

confidence intervals observed at different speeds for the two parameters s and D. Although 

we did not investigate different SNR values, we do not expect the general pattern to change, 

just the magnitude of the confidence bands. In addition, it is apparent that the magnitude of 

the confidence intervals increases as a function of increasing frictional ratio and size, 
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suggesting that larger diffusion and sedimentation coefficients can be measured more 

accurately because they provide more signal in the AUC instrument. Furthermore, the results 

suggest that no single speed can provide equally high confidence for multiple species 

present in a mixture, and that multi-speed experiments will extract optimal signal of 

different species at different speeds.

The fitting of SV experimental data acquired at multiple speeds poses a series of challenges 

that need to be addressed in the modelling of experimental data. In the next section we 

discuss reliable solutions to these challenges that have been implemented in the UltraScan 

software, so multi-speed experiments can be correctly and rigorously analyzed by finite 

element modelling approaches.

2. Solutions to challenges when fitting experimental multi-speed data.

A. Rotor stretch.—A fundamental challenge is related to the physical stretching of the 

rotor when rotor speeds are increased. A stretching rotor will change the position of the rotor 

hole to a longer radius range. This changes the boundary conditions required for an accurate 

solution of the Lamm equation (the meniscus position and the bottom of the cell position), 

and exposes the solutes to a higher centrifugal force field. Although the rotor stretch can be 

precisely measured and predicted, this potential correction is ignored in all other analysis 

software packages. UltraScan provides a utility for precisely measuring this stretch for each 

rotor in use at a laboratory, and applying a correction to the boundary conditions to each 

experimental dataset to assure correct solutions of the Lamm equation at any speed. 

Combining this information with the measured geometries for each type of centerpiece used, 

it is possible to calculate the precise boundary condition for the bottom of the cell position 

for each experiment. UltraScan incorporates a relational database with entries for each rotor 

and centerpiece in use at a laboratory, and maintains a database of precisely measured 

centerpiece geometries for commonly used centerpieces, including those manufactured by 

Beckman-Coulter, Spin Analytical and Nanolytics Instruments. To precisely determine the 

cell geometry, a high resolution scan on a flatbed scanner is performed of the centerpiece. 

The scanner should support at least 3,200 DPI optical resolution, which yields better than 10 

micron resolution, exceeding the optical resolution of the Optima AUC. The centerpiece 

image is aligned precisely to 0 degrees along the septum axis, and Euclidean geometry is 

used to derive the bottom of the cell position at the channel center, assuming that the 

centerpiece center is positioned at 6.500 cm at rest and the center of the channel is 

positioned at 2.25 degrees from the septum center axis. The optical resolution of the scanner 

can easily be verified by scanning a ruler with a length grating; all measurements can be 

performed with open source software such as GIMP [14]. For the rotor stretch calibration, 

we utilized a 7-sector calibration mask (provided as a gift to us by Alexander Bepperling, 

Hexal, Germany) which provides 14 channel edges (edge positions are listed in Table 1).

To calibrate the rotor, the following approach is used: The rotor to be calibrated is equipped 

with a counterbalance and a 3-mm calibration cell. The calibration mask is sandwiched 

between two windows, window holders, 3-mm spacers, and placed into a standard housing. 

Two O-rings are needed to fill the space between the screw ring and the upper window 

holder. The cell components are assembled in a standard housing and placed opposite from 
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the counterbalance. The rotor is then accelerated to 3,000 rpm and a radial calibration is 

performed. The rotor continues to spin at 3,000 rpm for 20 minutes to equilibrate the 

stretching process. Next, the calibration mask is radially scanned ten times in intensity mode 

at a user-selected wavelength using the highest radial resolution setting. The rotor is then 

accelerated to 4,000 rpm, and after 20 minutes, again radially scanned ten times in intensity 

mode. This process is repeated in 1,000 rpm increments until the maximum rated rotor speed 

has been reached. The resulting data are analyzed with the rotor calibration routine in 

UltraScan, which averages the displacements between successive speeds from each edge and 

each scan. Since the centrifugal force increases with the square of the rotor speed, the 

displacement versus rpm data are fitted to a second order polynomial, which describes the 

rotor stretch with high precision (see Figure 3). This pattern reflects radial shifts as can 

already be seen in the primary data (see Figure 4). The zeroth-order coefficient, which 

should already be close to zero, is subtracted from all values to account for the finite rotor 

stretch incurred at 3,000 rpm, adjusting the intercept to a zero stretch value at rest. UltraScan 

maintains a database entry for each saved rotor calibration, which includes the 1st and 2nd 

order stretch coefficients. The calibrations are then associated with any experiment 

converted to openAUC format in single-wavelength [15] or multi-wavelength format [16]. 

The rotor calibration routine also provides the absolute edge positions measured in the rotor 

stretch calibration, which can be compared to the values shown in Table 1 to assess the 

accuracy of the radial calibration and counterbalance blade positions. During finite element 

calculations, the data-associated centerpiece geometry and rotor stretch calculations are 

automatically loaded from the database and, together with the rotor speed, are used to 

calculate the current boundary condition for the bottom of the cell position, rb, according to 

Equ. 6:

rb = s1rpm + s2rpm2 + rbr Equ. 6

where si is the ith rotor stretch coefficient, rpm the rotor speed, and rbr the position of the cell 

bottom at rest. Since ASTFEM solutions [6, 7] are perfectly well suited for modelling 

equilibrium data, this approach assures an accurate bottom-of-cell position needed to 

correctly model back-diffusion, which is essential for fitting data near the bottom of the cell 

when sedimentation transport is at or near equilibrium conditions.

B. Considerations for shifting radial positions at different speeds.—When SV 

experiments are performed at multiple speeds, the cell position changes as a function of 

rotor speed as is explained in Section A. An accurate simulation of the sedimentation and 

diffusion transport of each particle requires that these changes are considered in the Lamm 

equation solutions. Furthermore, during acceleration, as the cell position shifts continuously, 

the adaptive time solutions used during constant speed zones cannot be implemented and a 

discrete 1-second time step is applied which requires a continuous interpolation of all radial 

positions during simulation as the rotor stretches during the acceleration zone. A further 

complication is encountered from the detection optics in the analytical ultracentrifuge. When 

measuring in intensity mode, a strong time-invariant systematic noise component is recorded 

that largely stems from variations in the sensitivity of the photomultiplier surface at different 
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radial positions. Other optical imperfections such as scratches and fingerprints on cell 

windows, and oil droplets on windows in the slit assembly contribute to this fingerprint 

noise as well. The reference frame for these sources changes relative to the stretching rotor 

and different time-invariant contributions are observed as positions near the meniscus are 

lost and new points are recorded at the bottom of the cell. Unlike the contributions from the 

photomultiplier tube and slit assembly optics, any time-invariant noise originating from the 

window shifts along with the stretching rotor, adding to the noise from the other sources. 

This results in a different time-invariant noise profile at every speed step. Along with other 

systematic noise contributions, this time-invariant noise component must be corrected during 

the fitting of the experimental data [17]. This correction results in a vector of noise offsets, 

one for each radial point in every scan. This time invariant noise is also present in Rayleigh 

interference data and to a lesser degree in UV/visible absorbance data. When the radial 

reference frame shifts during acceleration, each new point added at the bottom of the cell 

during rotor stretching gives rise to a new offset that was not yet fitted in the previous speed 

step. Therefore, each new speed step requires a separate time invariant noise fit for optimal 

noise correction. In UltraScan, each speed step is therefore treated as a separate experiment, 

and each cell/channel/wavelength/speed combination should be analyzed initially as a 

separate experiment using all refinement steps typically applied during routine analysis [17].

C. The acceleration profile.—The Beckman Proteomelab XLA and XLI instruments 

do not record any system information during the time the rotor is accelerating. Time and ω2t 

records are only available for each recorded scan file, and scans are only recorded while 

rotor speed is constant. When the data acquisition software is programmed to collect data at 

multiple speed steps, it is not clear what exact acceleration rate was used during the 

acceleration period, when exactly after the last scan at the previous speed step the 

acceleration started, and when the acceleration reached a constant speed before the next scan 

at the next speed step was collected. Below we illustrate how this information can be 

reconstructed from the information available at different constant speed steps as long as at 

least one scan was recorded during each constant speed step and both time and ω2t records 

are available for those scans, and as long as a linear acceleration rate is assumed. 

Fortunately, the new Optima AUC instrument provides a centrifuge time state record, which 

by default is set to record the system state every ten seconds. This includes temperature, 

time, set and actual rotor speed, and ω2t records, even during the acceleration zone. 

Furthermore, this time state record can be re-programmed to record system status with 1-

second granularity (contact Beckman Service for details on this procedure). UltraScan now 

includes procedures to generate estimated time state profiles for the acceleration zone for 

data acquired on the Beckman Proteomelab, and is able to utilize directly the time state file 

available on the Optima AUC to aid in the simulation of acceleration zones.

D. Time state implementation.—In UltraScan-III versions 4.0 and higher, a time state 

object is used to control the simulation grid for adaptive space-time finite element 

(ASTFEM) and finite volume (ASTFVM) solutions of the Lamm equation. The time state 

object is either provided by the Optima AUC instrument, is generated by the ASTFEM or 

ASTFVM simulator routine (a GUI routine available in the UltraScan software for 

simulation of arbitrary models), or calculated from available scan records when data was 
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collected on the Proteomelab XLA/XLI. With this communication, we extend the openAUC 

standard to include the time state object as described here by the XML code, and as used in 

UltraScan (the example shown in Figure 5 is for a 10-hour experiment):

By default, the UltraScan implementation uses a one second time resolution, and the 

Time_Count variable signifies the number of rows in the time state object, and the number 

of seconds in the experiment. Each row contains the following variables:

• “time_count” represents the total number of data records. “constant_incr” is a 

boolean type (“1” or “0”) and specifies whether or not data records are for times 

at a constant increment. If “0”, records must have a “Time” attribute.

• “time_increment” is given if constant_incr=1, or defaults to 1 (in seconds).

• “first_time” is given if constant_incr=1, or defaults to 0 (in seconds).

The contents of this file are stored in binary format and are further described on the 

UltraScan wiki at http://wiki.bcf2.uthscsa.edu/ultrascan3/wiki/time state. When a time state 

object is available (either from the instrument, the instruments database, i.e., Optima AUC’s 

PostGreSQL database, or from simulation, the time state object is stored in the UltraScan 

LIMS database as well as locally in the imports directory (i.e., $HOME/ultrascan/imports/

<runID>). For the previous generation of AUC instruments (i.e., Beckman Proteomelab 

XLA/XLI) a time state object is not available and must be generated based on time, rpm and 

ω2t information available in the recorded scan file headers. This calculation is performed 

during the import of legacy data and saved to the database during the conversion of data to 

the openAUC format. Here, all scans must be taken into account before any data, scans, or 

triples are deleted to insure optimal accuracy. The first calculation that must be made is the 

calculation of the unknown acceleration rate at the beginning of the experiment. This is 

typically set on the instrument to a fixed linear rate, by default 400 rpm/sec, but our 

calculations show that this rate, while close, is not exact. To obtain the acceleration rate A, 

consider time t1 at the instant where constant speed has been reached, and time ts of an 

arbitrary scan s during the first constant rotor speed phase of the run. Since the instrument 

does not collect any data when t1 is reached, t1 cannot be retrieved from a scan file header 

and must be calculated. If we assume a linear acceleration rate, then:

t1 = 4/3 ts −
Is

ω2  and  A = rpm
t1

Eue. 7

where Is is the ω2t integral value recorded for scan s in the file header, and ω is the angular 

velocity of the first constant speed step. This calculation can be performed using the t, rpm 
and ω2t integral information from any scan collected during the first constant speed step, but 

since the accuracy of the older instruments for recording t and ω2t integrals is rather poor2, 

UltraScan will average all available scans for a single constant speed step to obtain the best 

2We have seen deviations of up to 11 minutes for a 3-day run, and ω2t integrals were inconsistent to about 0.08% with the recorded 
time and rotor speed, while on our Optima AUC the time accuracy was precise to within one second and no deviations in the 
calculated ω2t integrals could be identified within the accuracy of the recorded values
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estimate for the acceleration rate. Experiments with multiple constant speed steps incur 

multiple acceleration zones whose precise start and end points need to be calculated as well 

for older instruments where time state objects are unavailable. In UltraScan, the assumption 

is made that the acceleration rate A is linear and constant for all acceleration zones. In the 

absence of time state information from the instrument, the acceleration rate calculated earlier 

is then assumed for all subsequent acceleration zones. For experiments with multiple speed 

steps we need to consider multiple acceleration zones. For older instruments, time state 

records are not available for the precise times when acceleration started and constant speed 

resumed again at the next speed step, therefore, these time points need to be calculated. As 

Figure 6 illustrates, the unknown times t1 and t2 occur after the last scan of the previous 

speed step and before the first scan at the next speed step are collected, respectively. 

Similarly, the ω2t integrals for these time points are also not readily available and need to be 

calculated. The unknown time points and integral values can be calculated from known 

quantities t0, t3, I0, I3, and A:

dI1 = dt1ωi
2

dI2 = dt2 ωi + 1
2 − ωi

2

dI3 = dt3ωi + 1
2

dt2 = 1
A rpmi + 1 − rpmi

 with: ω = π
30rpm

Equ. 8

where dtk = tk - tk-1 and dIk = Ik - Ik-1. This leads to the pair of equations:

I0 + dI1 + dI2 + dI3 = I3
t0 + dt1 + dt2 + dt3 = t3

Equ. 9

Solving these equations for dt1 and dt3 leads to:

dt3 =
I3 − I0 − dI2 − ωi

2 t3 − dt2 − t0
ωi + 1

2 − ωi
2 Equ. 10

Combining this result with the other known quantities we obtain the remaining unknowns:

t2 = t3 − dt3
t1 = t2 − dt2
I2 = I3 − dI3
I1 = I2 − dI2

Equ. 11
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From Equ. 11 we can now reconstruct a complete time state object for the older generation 

of instruments and simulate accurate acceleration profiles for an arbitrary number of speed 

steps in a multi-speed SV experiment.

E. Modelling challenges.—For reasons illustrated above, SV analysis of very 

heterogeneous systems will greatly benefit from a multi-speed profile, since speeds can be 

customized for the composition of the sample and result in optimized sedimentation and 

diffusion signal for each individual solute in the mixture. At the beginning, slow rotor speeds 

will allow large solutes to diffuse sufficiently well, and slow their sedimentation so a 

statistically meaningful number of scans can be observed. Smaller solutes will barely 

sediment at these slow speeds. Once larger solutes are sedimented, higher rotor speeds are 

employed so smaller solutes start moving into the solution column, while larger solutes 

disappear from the solution column. This means that later speed steps performed at a higher 

rotor speed no longer need to consider solutes that are already sedimented out of view. Most 

modelling approaches implemented in UltraScan are based on a linear fitting approach for 

solving the system of linear combinations Ax = b using non-negatively constrained least 

squares (NNLS, [18]), where A is the matrix of simulated ASTFEM solutions [6] for a 

collection of solutes represented by a 2-dimensional s-D grid, x is the vector of partial 

concentrations where xi ≥0 for any solutes found in the fit, and b represents the experimental 

data to be fitted.

During the initial refinement of experimental data, the 2-dimensional spectrum analysis 

(2DSA, [8, 9]) is employed to remove systematic time- and radially invariant noise 

contributions [19], and to fit the meniscus positions [17]. Customarily, a single SV 

experiment is fitted by a single grid, representing the system of all solutes present in the 

mixture. However, for reasons enumerated in section B, each speed step must initially be 

treated as a separate analysis, allowing for the use of a different 2DSA grid (and matrix A) at 

each speed step. Here, it is important to note that each speed step requires simulation of all 

prior speed steps (though not the fitting of prior speed step’s experimental data), because the 

acceleration history needs to be preserved over all speed steps to obtain the appropriate 

initial concentration distribution for each modelled solute at the beginning of each speed 

step. As mentioned earlier, faster sedimenting solutes may have disappeared from the 

solution column due to pelleting and therefore no longer need to be modelled in later speed 

steps. In fact, if such solutes were continued to be modelled in later speeds steps, their 

concentration distributions will be close to zero, adding multiple columns of essentially 

empty vectors to matrix A. Numerically, this has a destabilizing effect on the NNLS fit and 

should be avoided, and of course, adding zero-vectors to A wastes computer memory and 

computational resources. We have therefore implemented a check of the norms of each 

vector in A before performing the NNLS fit. Vectors whose norms fall below a preset 

tolerance are excluded from the fit. Furthermore, for each speed step, a test is performed that 

evaluates the concentration of each solute in the model at a position close to the bottom of 

the cell from the last scan of the previous speed step (which can be an acceleration zone). If 

the concentration near the bottom falls below a set tolerance value (0.001, which is less than 

half than the magnitude of the optimal stochastic noise observed in the Optima AUC), 

simulation of subsequent speed steps is skipped since no additional boundary information 
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would be obtained. As a result, a user can start a fit of a multi-speed SV experiment with the 

appropriate grid, covering all putative solutes in the system, and the UltraScan software will 

automatically filter out non-essential components from the fit. The selection of meaningful 

grid points is evaluated separately for each speed step and therefore, an optimal grid size and 

spacing is automatically generated for each speed step, avoiding user bias in the selection of 

the fitting model and maintaining the ability to provide a general, model-independent 

solution.

A new utility in UltraScan allows a user prior to fitting to graphically display a grid by 

visualizing the norm of each solute point in the grid as a color density value. This utility 

immediately provides visual feedback on the grid’s information content and signal 

distribution. An example is shown in Figure 7 for a grid from 0.2–4 s for a late 60,000 rpm 

speed step of a multi-speed experiment which indicates that a significant number of solutes 

have a near-zero norm value and should not be included in the analysis.

Summary:

We have described the implementation of multi-speed sedimentation velocity experiments in 

the UltraScan-III software, and discussed the theoretical considerations for optimal analysis 

of heterogeneous systems. We have developed software capable of simulating finite element 

experiments conducted at multiple speeds for both the older Beckman Proteomelab 

XLA/XLI and the new Beckman-Coulter Optima AUC instruments. We have developed 

methods in UltraScan that for the first time take into account speed dependent rotor 

stretching and the resulting changes in boundary conditions required for accurate finite 

element solutions. A new OpenAUC data structure addition for the time state object is 

described, and improvements to model-independent, two-dimensional grid searches that 

eliminate unneeded and zero-norm vectors in the linear combinations of NNLS fits are 

discussed.
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Figure 1: 
ASTFEM-simulated SV data at three different speeds and durations for a 5S species with a 

frictional ratio of 1.28. Red: 30,000 rpm (11h:12m), blue: 45,000 rpm (4h:58m), and green: 

60,000 rpm (2h:48m). These duration and speed combinations result in the same amount of 

cumulative centrifugal force, but diffusion information is much more significant for slower 

speeds, as can be seen from the shallower traces and the increased back-diffusion effect on 

the boundary shape.
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Figure 2: 
95% Confidence interval patterns (red) for sedimentation velocity experiments of a 50 kDa 

(left) and a 500 kDa species (right) observed in SV experiments simulated for different 

speeds with a SNR of 250. Confidence intervals were determined with 100 Monte Carlo 

iterations of the two-dimensional spectrum analysis. Top row: sedimentation coefficient, 

bottom row: diffusion coefficient. The blue lines indicate the predicted maximum likelihood 

estimate from the fit, the horizontal black lines indicate the theoretical value used in the 

simulation.
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Figure 3: 
Rotor stretch calibration data for a An60Ti rotor. Measurements were taken at 300 nm in 

intensity mode, at speeds between 3–60 krpm and fitted to a 2nd order polynomial. Black 

crosses indicate one standard deviation.
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Figure 4: 
Intensity scans of a single edge position from the radial calibration mask, where color 

represents increasing speed (and time) from purple=3,000 to red=60,000 rpm. Note the 

increasing separation with higher speed.
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Figure 5: 
XML code describing the time state for a 10-hour (36,000 second) experiment.
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Figure 6: 
schematic view of the acceleration zone between two constant speed steps at speeds rpmi 

and rpmi+1. t0 and t3 are the time points for the last scan collected at rpmi and the first scan 

collected at rpmi+1, respectively. I0 and I3 are the corresponding ω2t integrals at these points. 

t1 is the unknown point where acceleration starts, and t2 the unknown point where the next 

constant speed step resumes. I1 and I2 are the corresponding unknown ω2t integrals at these 

points.
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Figure 7: 
UltraScan utility representing the norm values of individual columns in the A matrix for 

NNLS fits as a color gradient. White represents norm values approaching zero. The utility 

can be used to predict appropriate grid selections for a given experimental dataset. Norm 

values are functions of rotor speed, experiment duration, column length, radial editing limits 

and sedimentation and diffusion coefficients.
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Table 1:

Radius values for edge positions at rest for the radial calibration mask provided by Alexander Bepperling, 

Hexal, Germany. Measurements assume a 2.25 degree scanning angle from the angle at the center of the 

septum. Values were obtained from scanning a calibration mask on a high resolution scanner, and using 

Euclidean geometry interpolations to find the radial positions at each edge.

Slot Number: 1 2 3 4 5 6 7

Inside edge (cm): 5.850 6.053 6.253 6.453 6.654 6.854 7.054

Outside edge (cm): 5.956 6.157 6.358 6.558 6.760 6.959 7.160
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