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Objective: The authors used a decision tree classifier to reduce neuropsychological, behavioral and laboratory
measures to a subset of measures that best predicted whether an individual with alcohol use disorder (AUD)
seeks treatment.
Method: Clinical measures (N= 178) from 778 individuals with AUD were used to construct an alternating de-
cision tree (ADT) with 10 measures that best classified individuals as treatment or not treatment-seeking for
AUD. ADT's were validated by two methods: using cross-validation and an independent dataset (N = 236).
For comparison, two other machine learning techniques were used as well as two linear models.
Results: The 10 measures in the ADT classifier were drinking behavior, depression and drinking-related psycho-
logical problems, as well as substance dependence. With cross-validation, the ADT classified 86% of individuals
correctly. The ADT classified 78% of the independent dataset correctly. Only the simple logistic model was similar
in accuracy; however, this model needed more than twice as many measures as ADT to classify at comparable
accuracy.
Interpretation: While there has been emphasis on understanding differences between those with AUD and con-
trols, it is also important to understand, within those with AUD, the features associated with clinically important
outcomes. Since themajority of individuals with AUD do not receive treatment, it is important to understand the
clinical features associated with treatment utilization; the ADT reported here correctly classified the majority of
individuals with AUD with 10 clinically relevant measures, misclassifying b7% of treatment seekers, while
misclassifying 38% of non-treatment seekers. These individual clinically relevantmeasures can serve, potentially,
as separate targets for treatment.
Funding: Funding for this work was provided by the Intramural Research Programs of the National Institute on
Alcohol Abuse and Alcoholism (NIAAA), National Institute on Drug Abuse (NIDA) and the Center for Information
Technology (CIT).
Research in Context: Evidence Before This Study: Less than 10% of persons who meet lifetime criteria for Alcohol
Use Disorder (AUD) receive treatment. As the etiology of AUD represents a complex interaction between neuro-
biological, social, environmental and psychological factors, low treatment utilization likely stems from barriers
on multiple levels. Given this issue, it is important from both a research and clinical standpoint to determine
what characteristics are associated with treatment utilization in addition to merely asking individuals if they
wish to enter treatment. At the level of clinical research, if there are phenotypic differences between treatment
and nontreatment-seekers that directly influence outcomes of early-phase studies, these phenotypic differences
are a potential confound in assessing theutility of an experimental treatment for AUD. At the level of clinical prac-
tice, distinguishing between treatment- and nontreatment-seekers may help facilitate a targeted treatment ap-
proach. Previous efforts to understand the differences between these populations of individuals with AUD
leveraged themultidimensional data collected in clinical research settings for AUD that are notwell suited to tra-
ditional regression methods.
Added Value of This Study: Alternating decision trees are well suited to deep-phenotyping data collected in clin-
ical research settings as this approach handles nonparametric, skewed, andmissing data whose relationships are
nonlinear. This approach has proved to be superior in some cases to conventional clinical methods to solve
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diagnostic problems inmedicine.We used a decision tree classifier to understand treatment- and non-treatment
seeking group differences. The decision tree classifier approach chose a subset of factors arranged in an alternat-
ing decision tree that best predicts a given outcome. Assuming that the inputmeasures are clinically relevant, the
alternating decision tree that is generated has clinical value. Unlike other machine learning approaches, in addi-
tion to its predictive value, the nodes in the tree and their arrangement in a hierarchy have clinical utility. With
the “if-then” logic of the tree, the clinician can learnwhat features become important andwhich recede in impor-
tance as the logic of the tree is followed. The decision tree classifier approach reduced 178 characterization mea-
sures (both categorical and continuous) in multiple domains to a decision tree comprised of 10 measures that
together best classified subjects by treatment seeking status (yes/no).
Implications After All the Available Evidence: We leveraged a large data set comprised of 178 clinical measures
and using the decision tree approach, we have reduced these to a subset of 10measures that accurately classified
individuals with alcohol dependence by treatment utilization. From this analysis, drinking behavior variables and
depression measures are strong treatment seeking predictors. Having identified a cluster of factors that predicts
treatment seeking, we can assess the influence of these factors directly on the clinical study outcome measures
themselves. In clinical practice these factors can be separate targets for treatment. In clinical research, the
group differences my directly influence research outcomes for treatment of AUD.
©2019 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Alcohol Use Disorder (AUD), as defined in the Diagnostic and Statis-
1. Introduction potential as independent targets for treatment. In this vein, the Project
tical Manual of Mental disorders, fifth edition (DSM-5), is highly preva-
lent and is a leading cause of mortality and morbidity worldwide [1,2].
Less than 10% of persons who meet lifetime criteria for AUD receive
any type of treatment [3]. As the etiology of AUD represents a complex
interaction between neurobiological, social, environmental and psycho-
logical factors, low treatment utilization likely stems from barriers on
multiple levels. Large-scale epidemiological surveys identified multiple
societal, demographic and personal factors influencing treatment-
seeking status [4,5]. However, the fact remains that themajority of peo-
ple with AUD do not receive treatment [3]. Given this issue, it is impor-
tant from both a research and clinical standpoint to determine what
characteristics are associated with treatment utilization in addition to
merely asking individuals if they wish to enter treatment.

In research settings, proof-of-concept human laboratory studies that
include alcohol administration and/or self-administration are a cost-
effective approach to study alcohol-related pharmacological and behav-
ioral effects of alcohol and to screen new medications that have shown
promise in animal studies [6]. In these human laboratory studies, alco-
hol may be administered with the study medication to determine the
safety of the combination; in addition, early efficacy of the putative
treatment on drinking or craving measures may be assessed. Given
the ethical concern of administering alcohol to treatment-seeking pa-
tients, only nontreatment-seeking subjects are typically studied [7]. If
there are phenotypic differences between treatment and
nontreatment-seekers that directly influence outcomes of early-phase
studies, these phenotypic differences are a potential confound in
assessing the utility of an experimental treatment for AUD. Therefore,
understanding the phenotypic differences between these populations
provides the opportunity to take into account potential confounding
variables in these early phase clinical studies.

Further, distinguishing between treatment- and nontreatment-
seekers may help facilitate a targeted treatment approach [8]. This is
consistent with recent attempts to use deep phenotyping to character-
ize neurofunctional domains in AUD [9]. Although recovery from AUD
is possible without treatment [10–13], the likelihood of this diminishes
with age [10,14]. Therefore, identifying those individuals reluctant to
seek treatment for AUD early in the course of their illness is important
since educational, behavioral and/or pharmacological interventions
can be used in primary care or specialized settings to help patients re-
cover.We found previously that there are personal attributes that differ
between treatment compared to nontreatment-seeking individuals
who were diagnosed with DSM-IV alcohol dependence (AD) [8].
These differences persisted even after controlling for drinking behavior.
Perhaps these characteristics, such as impulsivity and depression, offer
MATCH Research Group attempted to match 10 variables, (gender,
AUD type, cognitive impairment, concept understanding, meaning
seeking, motivation, psychiatric severity, sociopathy and support for
drinking) defined a priori, to each of 3 treatment modalities for AUD.
[15]. The resultswere disappointing as only one variable, psychiatric se-
verity, significantly interacted with treatment assignment to reduce
variance in drinking outcomes.

Previous efforts to understand the differences between these popu-
lations of individuals with AUD leveraged the multidimensional data
collected in clinical research settings for AUD [8], [16]. However, these
studies [8], [16] were descriptive and exploratory with no correction
for multiple comparisons. This multidimensional data is comprised of
measures that are relevant to the complex, heterogeneous, multifacto-
rial attributes related to the etiology and clinical course of addiction
[17]. In clinical research in the addiction field, there are a myriad of
neuropsychosocial factors whose relationships are nonlinear. Tradi-
tional regression methods are not well suited to analyze such data
given the high degree of collinearity between the variables in these
datasets describing characteristics of individuals with a disorder that
is heterogeneous in presentation. Decision trees, on the other hand,
arewell suited to this kind of clinical data because this approachhandles
nonparametric, skewed, missing data as well as dividing complex input
data into subgroups that serve to simplify the relationship between
input and outcome variables. This approach has been superior, in
some cases, to conventional clinical methods to solve diagnostic prob-
lems in medicine [18].

Therefore, in the present study, we used a decision tree classifier to
understand treatment- and non-treatment seeking group differences.
The decision tree classifier approach chooses a subset of factors ar-
ranged in an alternating decision tree (ADT) that best predicts a given
outcome. Assuming that the input measures are clinically relevant, the
ADT that is generated also has clinical value. Unlike other machine
learning approaches, in addition to its predictive value, the nodes in
the tree and their arrangement in a hierarchy are understandable for
the clinician. With the “if-then” logic of the tree, the clinician can learn
what features become important and which recede in importance as
the logic of the tree is followed. The decision tree classifier approach re-
duced 178 characterizationmeasures (both categorical and continuous)
in multiple domains (see Supplementary Material) to a decision tree
comprised of 10measures that together best classified subjects by treat-
ment seeking status (yes/no). Given the gender imbalance in our sam-
ple, we also constructed separate decision trees for men and women
to investigate possible biases associated with gender. Decision trees
were validated by cross-validation on the training set of patients with
AUD, and by validation on a second, independent dataset of individuals
with AUD. For comparison to the ADT approach, two linear models
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(logistics and simple logistics) and two machine learning techniques
(random forest and random tree) were also employed.

2. Methods

2.1. Recruitment

Data were combined from three screening and evaluation protocols
conducted at the National Institute on Alcoholism and Alcohol Abuse
(NIAAA) Intramural Research Program at the National Institutes of
Health (NIH) Clinical Center in Bethesda, MD. Data were collected
from 2008 to 2018, under three protocols which were approved by
the appropriate NIH Institutional Review Board. All participants pro-
vided written informed consent. Under these protocols, participants
were recruited via advertisement on university campuses, newspapers,
internet and word of mouth. First, participants were assessed with a
phone interview. Preference (yes/no) for treatment was first evaluated
by a trained screener over this phone screening interview. The phone
screen was also used to exclude individuals with the likelihood of a his-
tory of severe mental illness or substance dependence, other than alco-
hol or nicotine.

2.2. In-person Screen

Those individuals meeting these preliminary criteria were assessed
during an out- or in-patient screening visit at the NIH Clinical Center,
depending on their clinical needs. In the main dataset, participants (N
= 778, N = 554 males) met DSM-IV criteria for AD (this corresponds
to a DSM-5 diagnosis of moderate or severe Alcohol Use Disorder
(AUD)). Preference (yes/no) for treatment was confirmed and deter-
mined by in-person clinician interview. For the independent validation
dataset, treatment and nontreatment-seeking subjects (N = 236, 162
males) were recruited subsequent to those in the main dataset. They
were evaluated with the same measures except they were assessed
with the DSM-5 SCID. Table 1 includes demographics for the main and
independent validation datasets.

Recent and lifetime alcohol consumption were assessed using the
timeline follow-back (TLFB) [19] and lifetime drinking history [20], re-
spectively. The Structured Clinical Interview for DSM Disorders (SCID)
[21] was used to assess for psychiatric comorbidities and to confirm a
DSM-IV diagnosis of Alcohol Dependence (AD) for the main dataset
(N = 778). For the validation dataset, (N = 236), the SCID for DSM-5
was used. Only those subjects whomet criteria for DSM-5 AUD, moder-
ate or severe were included in the validation dataset. All subjects
Table 1
Group differences in demographic characteristics between nontreatment-seeking and treatme

Primary data set

Nontreatment-seeking Treatment-seeking

N 169 609
Age, years
Mean (SD) 42.5 (12.2) 43.1 (10.2)
Range 21.3–65.9 19.0–64.4
Education, years
Mean (SD) 13.5 (3.0) 13.8 (2.7)
Range 2–24 1–24
Intelligence quotient (IQ)
Mean (SD) 91.6 (25.8) 97.4 (14.8)
Range 58–141 57–110
Gender

Female: n (%) 38 (23%) 186 (30%)
Male: n (%) 131 (77%) 423 (70%)

Race
African American: n (%) 134 (73%) 237 (39%)
Caucasian: n (%) 34 (20%) 318 (52%)
Other: n (%) 11 (7%) 54 (9%)

a Independent samples t-test.
b Chi-square.
completed an assessment battery ofmeasures in the followingdomains:
cognitive (Wechsler Abbreviated Scale of Intelligence [22]), mood
(Comprehensive Psychopathological Rating Scale (CPRS) [23]), impul-
sivity (Barratt Impulsivity Scale [24]/UPPS-P [25]), personality (NEO-
5-PI-R [26]), aggression (Buss-Perry [27]), and early life stress and child-
hood trauma (ELSQ [28]/CTQ [29]).

Standard tests of clinical laboratory biomarkers related to ADwere a
hepatic panel: alanine aminotransferase (ALT); aspartate aminotrans-
ferase (AST); gamma-glutamyl transferase (GGT), alkaline phosphatase
(Alk Phos), a mineral panel (calcium, magnesium, phosphorus, potas-
sium and sodium), albumin, hemoglobin, mean corpuscular volume
(MCV), hepatitis B antigen and hepatitis C antibody. Together, the in-
person interview, the assessment battery and biomarkers provided a
total of 178 measures in addition to their treatment seeking status.

2.3. Analysis

The alternating decision tree (ADT) method [30,31], specifically, the
Waikato Environment for KnowledgeAnalysis (WEKA)was used [32] to
classify persons with respect to their treatment-seeking status for AUD.
An ADT consists of splitter nodes, each of which is an assessment mea-
sure (either dichotomous or continuous); the splitter node gives rise to
two predictor nodes which assign a numerical score for each branch
from the splitter node (Figs. 1.a, 2.a, 3.a). An ADT is constructed using
a boosting algorithm that starts with the predictive node of a weak hy-
pothesis and addsmore andmore nodes to strengthen the classification
[30].Measurement of treatment seeking status is determined froma lin-
ear combination of all predictor nodes in the tree added to the root
score. The result is a numerical score for a given subject, referred to
here as the ADT score. The value of the numerical score indicates classi-
fication into treatment (b0) or nontreatment (N0) –seeking groups. The
size of the absolute magnitude of the score is a measure of the confi-
dence in the classification into one of the two groups. The further the
score from zero, the more likely that the score correctly classifies an in-
dividual subject by treatment-seeking status. Because the sample was
predominantly male, separate ADTs were constructed and assessed for
men and women.

Two different approaches were used to assess the accuracy of the
ADT to classify subjects. In the first approach, the main data set de-
scribed above (N = 778) was used in a cross-validation procedure. (In
this report, the main data set is the training set for all the comparison
methods discussEd.) The 179 attributes were entered into the WEKA
tool: one attributewas treatment seeking status and the other 178 attri-
butes were used to train the ADT. The accuracy was found by
nt-seeking research participants with alcohol dependence.

Validation data set

p-Value Nontreatment-seeking Treatment seeking p-Value

90 146

b0.001a
38.2 (12.8) 47.8 (11.1)

0.570a 21.1-61.0 23.1-68.9

0.736a
14.3 (3.3) 13.7 (2.4)

0.197 2–21 7–20

0.121a
102.1 (19.3) 97.8 (18.8)

0.001 56–148 55–144

0.275b0.04b
32 (36%) 42 (29%)
58 (64%) 104 (69%)

0.001bb0.001b

58 (64%) 58 (40%)
23(26%) 69 (47%)
9 (10%) 19(13%)



Fig. 1. Entire Dataset: a) Alternate Decision Tree (ADT) classifyingN=778 individualswith alcohol dependence (AD) as treatment or nontreatment-seekers. 10 characterizationmeasures
are noted in dark gray boxes. Classification: Treatment-seeking: total score b0; Nontreatment-seeking: total score N0. CPRS: Comprehensive Psychopathological Rating Scale; BMI: body
mass index; IQ:Wechsler Abbreviated Scale of Intelligence. b) ConfusionMatrix from Cross-validation with Training Subjects. c) ConfusionMatrix from Test with Independent Data (N=
115). Tx = Treatment-seeking (bold arrow); Non-Tx = Not treatment-seeking.
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constructing ADT's with data from 10 randomly-chosen datasets. Each
dataset consisted of 90% of the subjects. The accuracy of the ADT in
each of the 10 datasets was tested on the remaining 10% of subjects.
The reported accuracy was the average over the ten cycles. For the sec-
ond approach, data from an independent group (the “validation group”)
of subjects (N=236)whowere recruited after those in themain group
were recruited. This independent group had moderate or severe AUD
(DSM-5) and this group was used for testing the classification accuracy
of the ADT that was constructed from the main dataset. (In this report,
this second independent dataset is the validation set for all the compar-
ison methods discussEd.)
In order to assess how the ADT scores related to prediction status, a
script waswritten in the JMP Statistical Discovery software version 11.1
(SAS headquarters, Cary, NC) using the ADT node values to calculate the
ADT score for each individual patient in the independent validation
dataset. Thus, this script can be used to predict whether an individual
patient is likely to seek treatment or not. The script prompts the user
to enter the 10 clinical variable parameters in the ADT and calculates
an ADT score (according to the ADT used to generate the script, see
Figs. 1.a, 2.a and 3.a). If one of the 10 clinical variable measures was
missing for a given subject, then the weight for that variable was ig-
nored in the final ADT score calculation.



Fig. 2.Males only: a) Alternate Decision Tree (ADT) classifying N = 554 males with alcohol dependence (AD) as treatment or nontreatment-seekers. 10 characterization measures are
noted in dark gray boxes. Classification: Treatment-seeking: total score b0; Nontreatment-seeking: total score N0. CPRS: Comprehensive Psychopathological Rating Scale; IQ: Wechsler
Abbreviated Scale of Intelligence. b) Confusion Matrix from Cross-validation with Training Subjects. c) Confusion Matrix from Test with Independent Data (N = 79, males only). Tx =
Treatment-seeking (bold arrow); Non-Tx = Not treatment-seeking.
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To assess the power of the ADT method, four other classifier algo-
rithms available in the WEKA tool were considered for comparison:
[1] random forest, [2], random tree, [3] logistic regression, and [4] sim-
ple logistics model. The random forest method [33] started by con-
structing 100 decision trees using a subset of attributes chosen at
random. The number of attributes in each tree was determined by:
log2 (178) +1, or 8 attributes. Classification of an individual subject
was determined by the majority declaration of the trees. The random
tree approach used a random search technique to construct a single
large decision tree, in this case, with 576 nodes. The WEKA implemen-
tation of the logistic regression method included a “bridge estimator”
to control convergence of the logistic probabilities [34]. The simple
logistics model was similar to logistic regression, except that only
those variables that have the most effect on the least square error
were kept [35].

3. Results

For the main dataset of 778 subjects, ADT found 10 measures that
classifiedpersons by treatment seeking status. Thesemeasures reflected
quantity and quality of drinking, depression and drinking-related psy-
chological problems, IQ, race, BMI as well as substance dependence
(Fig. 1.a). Specifically, current alcohol consumption, measured in num-
ber of drinks in past 30 days (corresponding to ~N8 drinks per day),



Fig. 3. Females only: a) Alternate Decision Tree (ADT) classifyingN=224 femaleswith alcohol dependence (AD) as treatment or nontreatment-seekers. 10 characterizationmeasures are
noted in dark gray boxes. Classification: Treatment-seeking: total score b0; Nontreatment-seeking: total score N0. CPRS: Comprehensive Psychopathological Rating Scale; GGT: gamma-
glutamyl transferase; Alk Phos: alkaline phosphatase. b) Confusion Matrix from Cross-validation with Training Subjects. c) Confusion Matrix from Test with Independent Data (N= 36,
females only). Tx = Treatment-seeking (bold arrow); Non-Tx = Not treatment-seeking.
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any current substance dependence as assessed by DSM-IV, drinking de-
spite psychological problems and alcohol abuse all classified individuals
toward treatment seeking. Similarly, BMI b25.5, an IQ N87.5, depression
score on the CPRS depression subscale, non-African American race clas-
sified toward treatment seeking. Elevated serum iron, GGT which are
generally associated with excessive alcohol consumption were also as-
sociated with treatment seeking. Using the cross-validation method,
674/778 (86%)were classified correctly (Fig. 1.b).With the independent
dataset (N=236), 88/236 (78%)were correctly classified (Fig. 1.c). ADT
scores generated for individual subjects in the independent validation
dataset, (tabulated using a R script), ranged from −5.2 to 2.8.

The ADT for the males of the main sample (N = 554) (Fig. 2.a),
contained nodes that were almost identical to that the non-gender-
specific tree (Fig. 1.a), with the addition of sensation seeking from the
NEO-5-PI-R as a predictor node (low sensation seeking associated
with treatment seeking) and absence of race and BMI as nodes. The cor-
rect classification rate using cross-validation for males was 83% (Fig. 2.
b). With the independent validation dataset (N = 162 males), the cor-
rect classification rate was 77% (Fig. 2.c). For this ADT, the scores for
the males in the independent validation dataset ranged from −4.9 to
2.6.

The ADT for females of the main sample (N = 224) (Fig. 3.a) in-
cluded nodes for personality measures of self-consciousness and altru-
ism, both of which were positively associated with treatment seeking.
A history of sexual abuse was also associated with treatment seeking,
as was the number of dependence criteria. The female only ADT classi-
fied 90% of females correctly using cross-validation (Fig. 3.b). With the
independent dataset, (N = 74 females), it classified almost 72%



Table 2
Accuracy and kappa statistic for each Random Forest, Random Tree and a logistic model
compared to the ADT approach (bold).

Cross validation Independent
validation

Accuracy Kappa Accuracy Kappa

Random forest 84.8% 0.43 73.3% 0.36
Random tree 77.9% 0.37 70.0% 0.33
Logistic model 78.0% 0.40 72.5% 0.42
Simple logistic model 85.9% 0.57 77.5% 0.50
ADT 86.1% 0.57 78.0% 0.51
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correctly (Fig. 3.c). For this ADT, the scores for the female patients in the
independent dataset ranged from−7.3 to 2.7

To test whether large ADT scoreswere associatedwith a higher con-
fidence in the classification, the absolute values of the non-gender-
specific ADT scores from the independent validation dataset
(ADT_absscore) were grouped into 4 categories, as shown in Fig. 4.
The distribution of ADT scores for the independent validation dataset
is shown in Fig. 4.a. The proportion of subjects, in the independent val-
idation data set, whose treatment seeking status was correctly assigned
in each ADT score category for all subjects is shown in Fig. 4.b. Nearly
40% of patients with ADT_absscore b1 were mis-classified. We did not
find a clear pattern of amount of missing data vs mis-classification.
Fig. S1 shows the number of missing clinical variable entries per subject
for the independent validation data set for each category of ADT score,
in both correctly and incorrectly assigned groups.

Results of comparison analyses are summarized in Table 2. Each alter-
native method was inferior to the ADT method with respect to accuracy
and kappa statistic as a classifier, except for the simple logistic model. In
addition, the comparison decision tree approaches produced either a sin-
gle large, complex decision tree with 576 nodes or a large number of
small decision trees. Accordingly, neither random tree, random forest
nor logistic regressionwas clinically useful. In contrast, the ADT approach
did aim to reduce the large number of measures from the dataset into a
streamlinedbattery composedof a subset ofmeasures. The simple logistic
model approached theADT in accuracy and kappa statistic, but it required
24 variables (derived from 8 instruments requiring approximately 4–5 h
testing time) to make a prediction. This is in contrast to 4 instruments in
the ADT that can be completed in about 1½ hours.
4. Discussion

We used a WEKA data mining tool to reduce 178 clinical measures
obtained in a clinical research setting to a subset of 10 that correctly
classified over 85% of individuals with alcohol dependence (DSM-IV)
by treatment seeking status (Fig. 1.b). These 10measures became split-
ter nodes in an ADT thatwas used to predict treatment-seeking status in
an independent dataset of subjectswith an equivalentDSM-5diagnosis:
moderate or severe AUD (N = 236). Validation using an independent
dataset is considered the gold standard for machine learning-
generated classification systems [36]. With this independent dataset,
subjects were classified with high accuracy, namely correct classifica-
tion of 78% of individuals (Fig. 1.c). The four other comparison classifica-
tion methods, two machine-learning and two logistic-type methods
Fig. 4.Magnitude of ADT score for the independent validation dataset (N=236) vs a) number o
validation dataset for all subjects; b) proportion of subjects correctly classified in each ADT sco
yielded either inferior accuracy and kappa statistic or required many
more measures in order to classify.

The 10 nodes used by the ADT were not defined a priori, but were
found by the hypothesis-free, data-drivenADT algorithm to best classify
the group. The 10 splitter nodes in the ADT for the 778 individuals
(Fig. 1.a), focused largely on drinking behavior, psychological symptoms
and substance addiction: drinks per 30 days, drinking-related psycho-
logical problems, number of DSM-IV alcohol abuse criteria met, current
substance dependence, as well as laboratory values of GGT and serum
iron whose elevations are associated with excessive drinking. Of note,
the 10 splitter nodes in the ADT that best classified treatment-seekers
overlapped with measures that were significantly different between
treatment- and nontreatment-seeking groups in the previous explor-
atory study [8], and the direction of the effect remained the same. Previ-
ous studies using data from community samples also found that
treatment utilization was associated with comorbid mood, personality
and drug use disorders [10] [37]. Notably, the factors from these com-
munity studies such as mood and substance use were also nodes in
the ADT generated from the current study's research population despite
the fact that in the clinical research setting, subjects with comorbid
mental illness and/or substance use disorders are less prevalent.

Studies on racial disparities in treatment utilization for AUDaremixed
with some indicating racial disparities and others indicating no racial dif-
ferences in treatment utilization [38]. In the present study, race was one
of the 10 nodes in the ADT and African American race was associated
with not seeking treatment. However, following the logic of the ADT,
the latter was true only in the context of a higher level of depression
symptoms. It did not play a classifying role in the context of lower depres-
sion scores. Further, when race was omitted as one of the 178 measures,
the classification accuracy, kappa value and nodes in the ADTwere essen-
tially unchanged indicating that race was not a strong classifier of treat-
ment utilization, in contrast to depression or drinking behavior.
f subjects correctly and incorrectly assigned to treatment seeking status in the independent
re group.
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For datasets where the group distribution is skewed, as is the case in
the present study, (treatment- vs nontreatment seekers in the main
dataset was 78 vs 22%; in the validation dataset, 62 vs 38%, respectively)
the kappa statistic is considered a better evaluation of the accuracy of
the classifier compared to the percentage of cases classified accurately.
The kappa statistic compares the observed accuracy (proportion of
cases classified accurately) to random chance (expected accuracy).
The kappa statistics for the main dataset confusion matrix (Fig. 1.b)
and for the validation dataset matrix (Fig. 1.c) were in the ‘moderate’
agreement range [39] compared to the random forest and random
tree methods which were in ‘fair’ agreement. Kappa statistic for the
two logistic methods was in the moderate ranges. The ADT generated
using the WEKA program tended to overclassify nontreatment seekers
as treatment seekers. Importantly, it misclassified very few treatment
seekers (7%). Further, the balanced accuracy, of themain and validation
datasets was 78 and 73%, respectively which denotes a classification ac-
curacy of the majority-approximately 3 out of 4 subjects-overall.

Due to the gender imbalance in the sample, we constructed separate
ADT's for males and females. The ADT for women consisted of distinctly
different measures (nodes) that predicted treatment seeking for fe-
males. Different personality factors from the NEO-5-PI-R appeared in
each gender-specific ADT. For men, sensation seeking (subscale of the
extraversion factor of the NEO-5-PI-R) was one of 10 nodes and
was associated with treatment seeking. Otherwise the male ADT
was minimally changed from the ADT for the entire sample. In con-
trast, the female-only ADT included NEO-5-PI-R subfactors, altruism
and self-consciousness, both of which were positively associated
with treatment seeking. In the female ADT, a history of sexual
abuse was a node and associated with treatment seeking. IQ was
not represented in the ADT for women whereas depression as mea-
sured by CPRS appeared in 2 successive nodes. While the ADT for
women alone was comprised of different nodes, as described, the
classification accuracy of the ADT for women patient in the indepen-
dent dataset (N = 74) was inferior (Fig. 3.c) to that of the non-
gender-specific ADT constructed from the main dataset.

In the previous descriptive paper [8] many differences between
treatment and nontreatment seekers with AUD persisted even when
controlling for drinking patterns and quantity of alcohol consumption.
When we removed these drinking measures from the analysis, the
tree hadmany of the same nodes, but the kappa statistic when evaluat-
ing the independent data set fell to chance. There was the similar result
when CPRS depression was removed from the analysis. This indicates
that, although some of the 10 variables in the ADT are moderately cor-
related with each other (SupplementaryMaterial), for the ADT analysis,
(and possibly in clinical practice applications), drinking behavior vari-
ables and depression measures persist as strong treatment seeking
predictors.

Machine learning approaches have been applied to guide clinical
care in the treatment of alcohol use disorder [40]and substance use dis-
order [41]. Specifically, Connor and colleagues, compared a decision tree
approach to conventional linear techniques to predict relapse after
treatment for AUD using demographic, addiction severity, drinking be-
havior, craving, health and psychological data. Their classification accu-
racy (77%)[41]with a decision tree approach and validation with an
independent dataset was similar to that reported here (78%,Fig. 1.c)
With conventional techniques, the prediction accuracy was less than
chance which is also similar to what we found when applying logistic
regression to the main dataset.

In our clinical research setting for AUD, beyond simply asking pa-
tients whether they wish treatment for AUD, we examined with a
broad array of clinical measures in multiple domains. Then we used
these measures to construct an ADT that identified a cluster of factors
that predicted treatment seeking. We can then assess the influence of
these factors directly on the clinical study outcomemeasures of interest
in the AUD clinical research setting. For example, we have identified
that a higher level of drinking, other substance dependence, depression
and IQ is associated with seeking treatment. Therefore, nontreatment-
seeking individuals who participate in human lab studies are, by infer-
ence, less depressed, drink less, have less comorbid substance depen-
dence and lower IQ. These characteristics may affect the outcome of
the experimental intervention such as alcohol consumption or cue in-
duced craving; therefore, the conclusions regarding clinical effective-
ness drawn from these studies may not be generalizable to other
populationswith AUD. The extent to which these characteristics can in-
teract with the mechanisms underlying a given experimental interven-
tion should be considered as a source of variance in this domain of
clinical research.

Despite the machine learning approach, this analysis has several
limitations. The subjects were predominantly male, therefore, con-
clusions regarding females should be validated with a larger dataset
of females. The dataset was imbalanced with respect to treatment-
and nontreatment-seekers; this undoubtedly contributed to the
poor accuracy classifying the nontreatment compared to treatment
seekers. It is important to follow up on this finding with a more bal-
anced dataset to determine whether this approach performs well to
classify each group. With a more numerically balanced dataset, data
from the clinical research setting can be leveraged to inform treat-
ment in the primary care setting as the clinical research setting is
composed of individuals with AUD who seek or do not seek treat-
ment. This is in contrast to community AUD treatment programs
where there areminimal numbers of nontreatment seekers. In effect,
the AUD patients in a clinical research settingmay bemore represen-
tative of AUD patients presenting to the primary care setting, not-
withstanding the different motivations underlying attendance at a
primary care vs clinical research clinic.

Although the nodes closest to the root might be construed as being
more important for classification, one should really make inferences
about the likelihood of treatment seeking status by considering the
magnitude of the absolute values of the score, which is a linear combi-
nation of the value of many nodes. This is a novel approach to identify
characteristics associated with treatment utilization for AUD. The ADT
machine learning technique misclassified very few treatment seekers;
therefore, the clinical characteristics identified herein are important fea-
tures of this group that can be used perhaps to guide patient manage-
ment and treatment. In addition, the structure of the ADT can indicate
how groupings of measures could indicate sub-phenotypes of AUD
along the treatment-seeking spectrum.

Supplementary data to this article can be found online at https://doi.
org/10.1016/j.eclinm.2019.05.008.
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