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Abstract

This study investigates the effect of initial conditions (IC) for pollutant concentrations in the 

atmosphere and soil on simulated air quality for two continental-scale Community Multiscale Air 

Quality (CMAQ) model applications. One of these applications was performed for springtime and 

the second for summertime. Results show that a spin-up period of ten days commonly used in 

regional-scale applications may not be sufficient to reduce the effects of initial conditions to less 

than 1% of seasonally-averaged surface ozone concentrations everywhere while 20 days were 

found to be sufficient for the entire domain for the spring case and almost the entire domain for the 

summer case. For the summer case, differences were found to persist longer aloft due to 

circulation of air masses and even a spin-up period of 30 days was not sufficient to reduce the 

effects of ICs to less than 1% of seasonally-averaged layer 34 ozone concentrations over the 

southwestern portion of the modeling domain. Analysis of the effect of soil initial conditions for 

the CMAQ bidirectional NH3 exchange model shows that during springtime they can have an 

important effect on simulated inorganic aerosols concentrations for time periods of one month or 

longer. The effects are less pronounced during other seasons. The results, while specific to the 

modeling domain and time periods simulated here, suggest that modeling protocols need to be 

scrutinized for a given application and that it cannot be assumed that commonly-used spin-up 

periods are necessarily sufficient to reduce the effects of initial conditions on model results to an 

acceptable level. What constitutes an acceptable level of difference cannot be generalized and will 

depend on the particular application, time period and species of interest. Moreover, as the 

application of air quality models is being expanded to cover larger geographical domains and as 

these models are increasingly being coupled with other modeling systems to better represent air-

surface-water exchanges, the effects of model initialization in such applications needs to be 

studied in future work.
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1 Introduction

Eulerian air quality modeling systems used in research, forecasting, and air quality planning 

applications simulate atmospheric pollutant concentrations through the numerical 

representation of emissions, transport, transformation, and removal processes affecting 

pollutant concentrations. These models require the specification of initial and lateral 

boundary conditions. Ideally, these initial and boundary conditions would be based on 

observations, but in reality, this is not feasible due to the large number of species and 

extensive spatial domains handled by these models. Therefore, initial concentrations are 

often based on estimated climatological conditions (Byun and Schere, 2006) or global scale 

models while lateral boundary conditions often are derived from global scale models (Schere 

et al., 2012). Studying the effect of boundary conditions on regional air quality simulations 

continues to be a topic of active research interest due to the need to properly quantify large-

scale background concentrations and intercontinental transport in regional applications (e.g. 

Schere et al., 2012; Dolwick et al., 2015; Giordano et al., 2015). On the other hand, little 

recent work has been performed to quantify the impact of initial conditions on simulated 

concentrations. While it is a generally accepted practice to “spin up” a model for a certain 

time period prior to the study period of interest to reduce or eliminate the effects of initial 

conditions, to our best knowledge no recent studies have been performed to quantify the 

necessary time periods for continental-scale applications. In the earlier days of regional air 

quality modeling, Brost (1988) performed sensitivity simulations with the Regional Acid 

Deposition Model (RADM) (Chang et al., 1987) and found that the effects of initial 

conditions on key reactive species became insignificant after a 2–3 day spin-up period for a 

domain covering 2,400 by 2,400 km. Berge et al. (2001) performed simulations with both a 

box model and regional air quality model for a domain over the San Joaquin Valley and 

found that, within the planetary boundary layer, the impact of initial conditions falls to < 

10% after 48 hours with the exception of PAN and HNO3 at some locations. For the free 

troposphere, they found that impacts >10% were seen for reservoir species even after three 

days spin-up over larger portions of the domain. Over the following decade, a number of 

regional scale air quality applications used a spin-up period of three days (Sistla et al., 2001; 

Tao et al., 2003; Hogrefe et al., 2004; Foley et al., 2010). With the increasing number of 

model applications encompassing the entire conterminous U.S., spin-up periods were 

extended to ten days (Appel et al., 2010; Appel et al., 2012; Hogrefe et al., 2015); however, 

no formal analysis was presented in these studies to demonstrate that the increased spin-up 

period was sufficient to eliminate the effects of initial conditions.

In addition to applications at increasingly large domains, air quality modeling systems have 

also become more complex, integrating more interactions between the atmosphere and land 

surface, in part through coupling with other models. One example is the treatment of 

bidirectional NH3 air/surface exchange implemented in the Community Multiscale Air 

Quality (CMAQ) model (Byun and Schere, 2006) as described in Bash et al. (2010, 2013) 

and Pleim et al. (2013). By including such interactions, the question of how model 

initialization affects simulated concentrations potentially needs to be expanded beyond the 

traditional focus on atmospheric initial conditions to include initial conditions in other media 

such as concentrations in the soil. The present study addresses both the persistence of 
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atmospheric initial conditions for continental-scale applications and the persistence of soil 

initial condition effects in CMAQ applications using the bidirectional NH3 flux approach.

2 Model Simulations

The regional air quality simulations analyzed in this study were performed with version 

5.0.2 of CMAQ. Meteorological fields were prepared using version 3.4 of the Weather 

Research and Forecasting (WRF) model (Skamarock and Klemp, 2007). Throughout the 

WRF simulation, nudging of temperature, wind speed, and water vapor mixing ratio was 

applied above the PBL following the approach described in Gilliam et al. (2012). In 

addition, soil temperature and moisture nudging as described in Pleim and Xiu (2003) and 

Pleim and Gilliam (2009) was applied as well. The 2010 emission inputs are described in 

Pouliot et al. (2015). The CMAQ simulations were performed with a horizontal grid spacing 

of 12 km over the continental U.S. with a vertical extent to 50mb (roughly 20 km above sea 

level) using 35 vertical layers. Model layer 34 used in some of the analyses presented in 

Section 3 extends roughly from 13.8 km to 16.2 km above sea level. Chemical boundary 

conditions were prepared from global concentration fields simulated by the European Center 

for Medium Range Weather Forecasts (ECMWF) Composition – Integrated Forecast System 

(C-IFS) model (Flemming et al., 2015). Additional details on the configuration of WRF and 

CMAQ can be found in Solazzo et al. (2017). Four sets of simulations were performed to 

study the effects of initial conditions on simulated air quality. The first simulation, serving as 

reference simulation and hereafter referred to as BASE, was initialized on December 22, 

2009 and run continuously to August 31, 2010. The second simulation, hereafter referred to 

as SPRING_PROF, was initialized on February 23, 2010 and run to April 30, 2010. The 

third and fourth simulations, hereafter referred to as SUMMER_PROF and 

SUMMER_CIFS, were initialized on June 21, 2010 and run to August 31, 2010. By 

contrasting the results from the sensitivity simulations (i.e. SPRING_PROF, 

SUMMER_PROF, and SUMMER_CIFS) with the results from the BASE simulation, the 

effects and persistence of model initialization could be studied for 67 days in spring and 72 

days in summer. In all four simulations, initialization of the bidirectional model for NH3 

relied on NH4
+ and H+ concentrations simulated by the Environmental Policy Integrated 

Climate (EPIC) model (Williams, 1984; 2012) as described in Cooter et al. (2012), Pleim et 

al. (2013) and Bash et al. (2013). For the BASE, SPRING_PROF, and SUMMER_PROF 

simulations, atmospheric concentrations were initialized using the default CMAQ profile 

summarized for selected species in Table 1. It should be noted that when this default profile 

was first developed, the top of the model was lower than the 50 mb top used in this study 

and many other recent applications. For the SUMMER_CIFS simulation, atmospheric 

concentrations were initialized from the global C-IFS fields rather than the default CMAQ 

profile to investigate whether potentially more realistic initial conditions might lead to faster 

convergence between the base case and sensitivity simulations. A comparison of results 

from the BASE simulation against observations and other regional-scale model simulations 

was presented in Solazzo et al. (2017). The SPRING_PROF and SUMMER_PROF 

simulations included a chemically inert initial condition tracer (hereafter referred to as ICT) 

that undergoes advection and diffusion but is not affected by chemistry, deposition or 

scavenging. The ICT mixing ratio was arbitrarily set to 50 ppb at the beginning of the 
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sensitivity simulations throughout the modeling domain and there were no ICT emissions 

and lateral boundary conditions throughout the simulations. The addition of the ICT in the 

SPRING_PROF and SUMMER_PROF simulations had no effect on any of the other species 

simulated by CMAQ.

3 Analysis and Results

3.1 Atmospheric Concentration Initialization

Figures 1a–b show time-height cross sections of domain maximum ICT mixing ratios for the 

spring and summer cases. As noted above, the ICT mixing ratio was set to 50 ppb 

throughout the domain at the start of the SPRING_PROF and SUMMER_PROF simulations 

(February 23, 0 GMT and June 21, 0 GMT). Near the surface, ICT mixing ratios > 30ppb 

(i.e. 60% of the initial value) can be found after ten days while it takes 25–30 days for 

mixing ratios to fall to below 0.5 ppb (1% of their initial value). The ICT persistence aloft is 

similar to the surface results for the summer case but shorter for the spring case when 

domain maximum mixing ratios drop to less than 0.5 ppb after about 12 days.

The longer persistence of the domain maximum ICT in the upper layers for the summer case 

suggests the presence of a slow moving circulation pattern. This is confirmed in Figures 2a–

d for the spring case and 2e-h for the summer case. Figures 2a–c (e-g) show maps of ICT 

mixing ratios in model layer 34 (roughly 13.8 km - 16.2 km above sea level) after 10, 20 and 

30 days for the spring (summer) cases while figures 2d (h) show maps of the number of days 

needed for the ICT mixing ratios to drop to below 0.5 ppb (1%) in model layer 34 for the 

spring (summer) cases. The results for the spring case show that the ICT gets advected to the 

northeast corner of the modeling domain after 10 days and effectively leaves the modeling 

domain after fifteen days. In contrast, the results for the summer case show that the ICT is 

circulated within the modeling domain such that its mixing ratios do not drop below 0.5 ppb 

(1%) until 25–30 days after the start of the summer simulation over the southwestern portion 

of the modeling domain.

The analysis of the ICT should be viewed as an upper bound for the persistence of initial 

conditions since it only accounts for the loss through advection and mixing but does not 

account for chemical loss, deposition or removal through scavenging. The resulting 

overestimation is likely most pronounced for lower model layers where chemical 

transformations, scavenging and deposition are at least as important for the budget of most 

species as advection and mixing. Conversely, the analysis of the ICT results for the upper 

layers likely represents a good approximation of the persistence of other species in these 

layers since their budget is dominated by advection and mixing.

To illustrate the persistence of initial conditions for a reactive species, Figures 3a–c show 

maps of the number of days needed for differences in ozone mixing ratios between the 

SPRING_PROF and BASE simulation in model layer 1 to drop to below 1%/5%/10% of the 

grid-cell specific period-average BASE ozone mixing ratio for the spring simulation 

(February 23 – April 30). To construct this figure, daily average ozone mixing ratios were 

computed for each grid cell and each day for the BASE and SPRING_PROF simulations 

during the February 23 – April 30 time period. Next, the simulation-average BASE mixing 
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ratio was calculated as the mean over these 67 days for the BASE simulation. Finally, 

absolute differences between SPRING_PROF and BASE were computed for each of the 67 

days and divided by the period-average BASE mixing ratio at each grid cell. The maps show 

the last day (counting from February 23) on which this ratio exceeds 0.01/0.05/0.1 at a given 

grid cell. Figures 3d–f show the corresponding results for the summertime case (June 21 – 

August 31) comparing BASE and SUMMER_PROF, and Figures 3g – i show the 

corresponding results for the summertime case comparing BASE and SUMMER_CIFS. 

Corresponding results for model layer 34 are shown in Figures 4a–i.

For layer 1, the results indicate that 10 days are sufficient for the ozone differences due to 

different initializations to drop to below 10% throughout the domain in the spring case and 

both summer cases and to drop to below 5% throughout the domain in the spring case and 

the summer case initialized with C-IFS while the summer case initialized with the CMAQ 

default profiles shows differences greater than 5% for a small portion of the domain. Twenty 

days are sufficient for the difference to drop to below 1% throughout the domain for the 

spring case and almost the entire domain except for small areas in Florida and Wisconsin in 

both summer cases. The differences between panels f) and i) indicate that initializing 

atmospheric concentrations from the C-IFS global model rather than the CMAQ default 

profile leads to a faster convergence of surface ozone concentrations between the base case 

and the sensitivity case.

The findings presented in Figure 3 confirm that the persistence of the ICT shown in Figures 

1a–b indeed were an overestimate for the persistence of a reactive species like ozone in the 

lower model layers. However, the ozone results for layer 34 shown in Figures 4a–f are 

similar to the corresponding results for the ICT shown in Figures 2a–f, supporting the notion 

that the ICT results for the upper layers are a good approximation of the persistence of other 

species in these layers. In addition, the comparison of panels 4d-f to panels 4g-i suggests 

that initializing atmospheric concentrations with C-IFS does not lead to significantly shorter 

persistence of the effects of model initialization compared to initializing atmospheric 

concentrations with the default CMAQ profile. In particular, the spatial mean difference in 

the persistence between the SUMMER_PROF and SUMMER_CIFS cases for model layer 

34 is two days for the 1% and 5% thresholds and four days for the 10% threshold. Figures 

4a–c show that for the spring case ozone differences are noticeable only in the northeast 

corner of the modeling domain after 10 days and not a single grid cell exhibits differences of 

1% or greater fifteen days after initialization, consistent with the ICT results in Figures 2a–c. 

On the other hand, layer 34 ozone differences exceed 1% for more than 30 days over the 

southwestern portion of the modeling domain for the summer case due to a slow moving 

circulation pattern for both the SUMMER_PROF and SUMMER_CIFS simulations, again 

consistent with the with the ICT results in Figures 2d–f.

Tables 2a–c list the results of similar analyses for layer 1 concentrations for a number of 

additional species. Summarized in these tables are the number and percentage of grid cells 

where differences due to model initialization exceed 10%/5%/1% of period-mean BASE 

values for the SPRING_PROF, SUMMER_PROF and SUMMER_CIFS simulations after 10 

days (Table 2a), 20 days (Table 2b), and 30 days (Table 2c) of simulations. The species 

analyzed here are ozone, CO, SO2, NH3, PAN, aerosol sulfate, aerosol nitrate, aerosol 
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ammonium, and PM2.5 mass. After ten days, differences greater than 1% exist at between 

0.8% (O3, summer initialized with C-IFS) and 68.9% (NH4
+, spring) of all grid cells for all 

the species analyzed here, suggesting that a spin-up period of ten days is insufficient to 

reduce initialization effects to an acceptable degree, although the judgment whether such 

differences are acceptable can of course not be generalized and depends on a specific 

application. If differences of 5% or even 10% are acceptable, a ten-day spin up period is 

sufficient for most species (ozone, CO, VOC, SO2, NH4
+ and NH3) during summer 

especially when initialized by C-IFS but only for ozone during spring. Spin-up periods of 20 

and especially 30 days reduce the differences due to model initialization to less than 1% at a 

vast majority of grid cells for ozone, CO, VOC, and PAN for the spring and both summer 

cases. However, for SO2, NH3, sulfate, nitrate and ammonium, differences persist at a large 

number of grid cells even after 30 days during spring and also, though to a lesser extent, 

during summer. Since all of these species are linked to inorganic aerosol formation, 

differences in initial conditions for any one of these species can affect all of them. Moreover, 

since the differences persist for longer than the differences for the ICT, this suggests that this 

long persistence is not caused by the initial conditions for the atmosphere but rather the 

initial conditions for the bidirectional NH3 exchange simulated by CMAQ. This is explored 

in the following section.

3.2 Soil Concentration Initialization

Unlike most gas phase pollutants, which are consistently deposited, NH3 can be both emitted 

from and deposited to land and water surfaces. CMAQ treats this bidirectional surface-air 

exchange of NH3 as described in Bash et al. (2010, 2013) and Pleim et al. (2013). The 

bidirectional exchange model requires information on agricultural management practices 

and fertilization rates that is provided by running the EPIC model (Williams et al., 1984; 

2012) prior to running CMAQ (Cooter et al, 2012). A crucial part of the bidirectional model 

is the calculation of NH4
+ and H+ concentrations in agricultural soil. On the first day of 

simulation, these values are initialized based on output from the EPIC simulation while on 

subsequent days, they are calculated directly by the bidirectional model within CMAQ using 

biogeochemical relationships that mirror those of EPIC for NH4
+ nitrification with the 

exception of using the CMAQ modeled time step (approximately 5 minutes for 12 km grid 

spacing) rather than the larger EPIC time step (daily). CMAQ also differs from EPIC in its 

parameterization of NH3 evasion. In CMAQ, the soil NH3 flux is bidirectional and is a 

function of the ambient atmospheric NH3 and sources and sinks of NH3 in the plant canopy 

(Pleim et al. 2013; Bash et al., 2013) while EPIC does not consider atmospheric NH3 

concentrations in its NH3 evasion parameterization. Despite the fact that the bidirectional 

calculations within CMAQ are similar as the approach implemented in EPIC, differences in 

simulated soil conditions do exist between EPIC and the bidirectional CMAQ model thus 

resulting in an initialization effect in the CMAQ calculations on the first day of a simulation.

Figures 5a–d show the differences between the BASE (December 22 initialization) and 

SPRING_PROF (February 23 initialization) ratios of NH4
+/H+ soil concentrations at a depth 

of 1 cm for March 5, March 15, March 25, April 1, April 11, and April 21. In other words, 

these maps depict differences in soil conditions 10, 20, 30, 40, 50, and 60 days after the 

initialization of the SPRING_PROF case. These maps show the largest differences in the 
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South and Southeast as well as the upper Midwest, but it should be noted that these 

particular patterns are specific to the time period modeled here since agricultural activity 

varies both seasonally and spatially. While the differences show a continuous decrease as the 

length of the simulation increases, they are still noticeable after 30 – 40 days. Qualitatively 

similar difference maps were found when analyzing the emission potential at a soil depth of 

10 cm instead of 1 cm. Time series of air concentration differences were constructed to 

investigate the impact of these soil concentration differences on atmospheric concentrations 

of NH3, inorganic aerosols as well as ozone. Figures 6a–e contain spatially averaged 

concentrations differences over a range of grid cells that roughly encompass the eastern part 

of Kansas / Oklahoma, corresponding to an area of large soil concentration differences as 

shown in Figure 5. The time series for NH3 concentrations shows differences occasionally 

exceeding 3 ppb up to 30 days after initialization. The corresponding differences for the 

inorganic aerosol species are 1 μg/m3 for nitrate after 30 days and 0.5 μg/m3 for ammonium 

after roughly 20 days. Note that the differences in the first 5–10 days likely are dominated 

by initial atmospheric concentration differences discussed in the previous section rather than 

initial soil concentrations. The results for ozone suggest that the differences in secondary 

inorganic aerosol formation have only a minor impact on simulated gas phase chemistry, 

which does not persist for more than 20 days.

It should be noted here that the spring case analyzed above likely represents an upper bound 

for the persistence of initial conditions for soil NH4
+ and H+ because of the dependency of 

these parameters on agricultural activity and fertilizer use which peak in springtime. 

Consequently, spin-up periods of more than a month may be necessary if initializing the 

bidirectional model during springtime but spin-up periods of 30 days should be sufficient for 

other seasons. This was confirmed by repeating the analysis shown in Figures 5–6 for the 

summer case. Results of this analysis (not shown here) indicate that a spin-up period of 30 

days was sufficient to reduce the effects of soil initialization to negligible levels.

4 Summary

In this study, we investigated the effect of initial conditions for pollutant concentrations in 

the atmosphere and soil on simulated air quality for two continental-scale CMAQ 

applications. One of these applications was performed for springtime and the second for 

summertime. Results show that a spin-up period of ten days commonly used in regional-

scale applications may not be sufficient to reduce the effects of initial conditions to less than 

1% of seasonally-averaged surface ozone concentrations everywhere while 20 days were 

found to be sufficient for the entire domain for the spring case and almost the entire domain 

for the summer case. For the summer case, differences were found to persist longer aloft due 

to circulation of air masses and even a spin-up period of 30 days was not sufficient to reduce 

the effects of IC to less than 1% of seasonally-averaged layer 34 ozone concentrations over 

the southwestern portion of the modeling domain. The results suggest that the effect of using 

ten-day vs. longer spin-up periods on surface model performance evaluation likely is small, 

but may be more pronounced for comparisons against upper-air measurements such as 

ozonesondes. The longer persistence of the effects of initial conditions aloft under certain 

atmospheric circulation patterns also suggests that spin-up periods need to be carefully 

considered in studies that are sensitive to simulated free tropospheric concentrations, e.g. 
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studies aimed at quantifying the effects of lateral boundary conditions on surface ozone 

since surface ozone has been shown to be more sensitive to lateral boundary conditions 

originating in upper layers compared to lateral boundary conditions originating in the 

planetary boundary layer (Baker et al., 2015).

Analysis of the effect of soil initial conditions for the CMAQ bidirectional NH3 exchange 

model shows that for the springtime case investigated here they can have an important effect 

on simulated inorganic aerosols concentrations for time periods of one month or longer. The 

effects were found to be less pronounced for the summer case considered in this study. 

Future studies would be needed to quantify the effects of soil initial conditions in other 

seasons as well as the effects of interannual variability on the persistence of initial 

conditions.

It needs to be emphasized that the results presented in this study are specific to the modeling 

domain, year, and time periods simulated here. Smaller modeling domains would likely see 

less circulation of air masses and therefore less persistence of atmospheric initial conditions 

but would become more sensitive to lateral boundary conditions. Periods with strong zonal 

flow patterns that could be present during other seasons or years also likely would require 

shorter spin-up periods. Despite these caveats, the results nonetheless suggest that modeling 

protocols need to be scrutinized for a particular application and that it cannot be assumed 

that commonly-used spin-up periods of three to ten days are necessarily sufficient to reduce 

the effects of initial conditions on model results to an acceptable level. What constitutes an 

acceptable level of difference will depend on the particular application, time period and 

species of interest and cannot be generalized. Moreover, as the application of air quality 

models is being expanded to cover larger geographical domains and as these models are 

increasingly being coupled with other modeling systems to better represent air-surface-water 

exchanges, the effects of model initialization in such applications needs to be studied in 

future work.
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Figure 1a-b. 
Time-height cross sections of domain maximum ICT mixing ratios for the a) spring and b) 

summer cases
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Figure 2. 
Panels a-c (e-g) show maps of ICT mixing ratios in model layer 34 after 10, 20 and 30 days 

for the spring (summer) cases while panels d(h) show maps of the number of days needed 

for the ICT mixing ratios to drop to below 0.5 ppb (1%) in model layer 34 for the 

spring(summer) cases.
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Figure 3. 
Figures 3a-c show maps of the number of days needed for differences in daily average ozone 

concentrations in model layer 1 between the SPRING_PROF and BASE case to drop to 

below 10%/5%/1% of the grid-cell specific period-average BASE ozone mixing ratio. 

Figures 3d-f show the corresponding results for the SUMMER_PROF case, and Figures 3g – 

i show the corresponding results for the SUMMER_CIFS case. Additional details on the 

computation of the values displayed in the maps are provided in the text.
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Figures 4. 
As in Figure 3 but for model layer 34.
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Figure 5: 
Map of differences in the ratio of NH4

+/H+ soil concentrations (i.e. the emission potential) at 

a soil depth of 1 cm calculated in the CMAQ bidirectional NH3 land-surface exchange 

model on a) March 5, b) March 15, c) March 25, d) April 1, e) April 11, and f) April 21, i.e. 

10 days, 20 days, 30 days 40 days, 50 days, and 60 days after initialization for the spring 

case (February 23). The difference was calculated by subtracting the emission potential for 

the SPRING_PROF case initialized on February 23 from the emission potential for the 

BASE case initialized on December 21.
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Figure 6. 
Time series of atmospheric concentration differences between the two simulations for the 

spring case, spatially averaged over eastern Kansas and Oklahoma. a) NH3, b) nitrate, c) 

ammonium, d) sulfate, and e) ozone. The difference was calculated by subtracting the results 

for the SPRING_PROF case initialized on February 23 from the results of the BASE case 

initialized on December 21.
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Table 1.

CMAQ default initial conditions for selected species near the surface and at sigma levels 0.45 and 0.15. For a 

model top at 50 mb and a surface pressure of 1,000 mb, these two sigma levels correspond to approximately 

480 mb and 190 mb, respectively.

O3 (ppb) HNO3 (ppb) PAN (ppb) CO (ppb) NH3 (ppb) Sulfate (μg/m3) Nitrate (μg/m3)

Surface 35 0.05 0.02 80 0.1 0.6 0

Sigma level 0.45 60 0.07 0.01 65 0.02 0.08 0

Sigma level 0.15 70 0.1 0 50 0.01 0.04 0
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