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Eukaryotic cells express transcription factor (TF) paralogues that
bind to nearly identical DNA sequences in vitro but bind at differ-
ent genomic loci and perform different functions in vivo. Predict-
ing how 2 paralogous TFs bind in vivo using DNA sequence alone
is an important open problem. Here, we analyzed 2 yeast bHLH
TFs, Cbf1p and Tye7p, which have highly similar binding prefer-
ences in vitro, yet bind at almost completely nonoverlapping tar-
get loci in vivo. We dissected the determinants of specificity for
these 2 proteins by making a number of chimeric TFs in which we
swapped different domains of Cbf1p and Tye7p and determined
the effects on in vivo binding and cellular function. From these
experiments, we learned that the Cbf1p dimer achieves its speci-
ficity by binding cooperatively with other Cbf1p dimers bound
nearby. In contrast, we found that Tye7p achieves its specificity
by binding cooperatively with 3 other DNA-binding proteins,
Gcr1p, Gcr2p, and Rap1p. Remarkably, most promoters (63%) that
are bound by Tye7p do not contain a consensus Tye7p binding
site. Using this information, we were able to build simple models
to accurately discriminate bound and unbound genomic loci for
both Cbf1p and Tye7p. We then successfully reprogrammed the
human bHLH NPAS2 to bind Cbf1p in vivo targets and a Tye7p tar-
get intergenic region to be bound by Cbf1p. These results demon-
strate that the genome-wide binding targets of paralogous TFs can
be discriminated using sequence information, and provide lessons
about TF specificity that can be applied across the phylogenetic tree.

gene regulation | transcription factor binding | transcription factor
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The first step toward understanding gene regulation is to learn
how transcription factors (TFs) bind at specific genomic loci

in the cell. Understanding how paralogous TFs achieve their in
vivo specificities has proven especially challenging because such
factors frequently share highly similar DNA binding-site motifs,
yet they are able to specifically discern and bind different target
sites in vivo (1–3). This specificity cannot be entirely explained by
differences in spatiotemporal expression, since paralogous fac-
tors are often present in the cell nucleus at the same time, with
presumably the same access to cis-regulatory DNA, but they are
still able to bind unique regulatory targets and regulate disparate
cellular processes. These challenges make in vivo binding target
prediction for paralogous TFs a nontrivial ongoing endeavor.
How do 2 paralogous TFs with nearly identical in vitro DNA

binding preferences choose different genomic loci in vivo? Per-
haps the most frequently cited explanation draws on the com-
binatorial nature of eukaryotic TFs and their ability to bind
cooperatively to specific cis-regulatory regions. In this model of
specificity, direct physical interactions between cofactors allow
them to bind at low-affinity sites (4–9). In another example of
cooperativity, TFs gain access to their specific binding sites when
cofactors mediate DNA bending or repositioning of nearby nu-
cleosomes (10, 11). More recently, it has been shown that the
DNA binding preferences of some TFs can be altered upon in-
teraction with cofactor proteins, such that a different “latent”
DNA motif is preferred in the presence of these cofactors (2,
12). These examples all represent plausible mechanisms by which

paralogous TFs might achieve their specificity, but the goal of
explaining the in vivo binding preferences of 2 paralogous TFs
from DNA sequence alone has remained elusive.
In this study, we investigated the specificity determinants of

the basic−helix–loop–helix (bHLH) TFs Cbf1p and Tye7p in the
yeast Saccharomyces cerevisiae. These TFs provide an ideal
starting point for the study of paralogous TFs for several reasons.
First, they have nearly identical in vitro DNA binding prefer-
ences, with a shared consensus CACGTG (Fig. 1A), yet they
bind at almost completely nonoverlapping sets of target pro-
moters in vivo (9, 13–15). Second, Cbf1p and Tye7p perform very
different cellular functions: Cbf1p is required for chromosome
maintenance and growth in the absence of methionine, inducing
many of its regulatory targets by recruiting the Met4p activator
via a zipper domain located immediately adjacent to its DNA-
binding domain (16–19), whereas Tye7p is involved in the reg-
ulation of glycolytic genes (20–23). Third, Gordân et al. (13)
have carefully investigated the influence of DNA shape on site
recognition for these factors. Fourth, unlike many bHLH pro-
teins in higher eukaryotes, these TFs both function as homo-
dimers, negating the need to consider heterodimerization as a
contributing factor to binding specificity (14, 19, 22). Lastly, both
Cbf1p and Tye7p are constitutively expressed and localized to
the nucleus, so both proteins bind their distinct target gene sets
during normal, vegetative growth conditions, even though both
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proteins presumably have the same access to available genomic
CACGTG motifs (13, 14, 24).
To learn how Cbf1p and Tye7p achieve their binding speci-

ficities, we made truncated and chimeric TFs and measured their
genome-wide binding preferences and cellular functions to un-
cover which protein domains were important for specificity. This
analysis revealed that Cbf1p is the default occupying TF at
available CACGTG motifs, in part because of a higher intrinsic
affinity for this motif, but also because Cbf1p dimers bind co-
operatively with other Cbf1p dimers bound at nearby sites. We
show that this homotypic cooperativity depends on Cbf1p′s C-
terminal leucine Zipper coil domain (Zip), and that a truncated
Cbf1p without this subregion is unable to rescue cbf1Δ. In con-
trast, we found that Tye7p achieves binding specificity through a
genetic interaction with a TF complex consisting of Gcr1p, Gcr2p,
and Rap1p. Remarkably, 63% of Tye7p in vivo binding targets do
not contain any recognizable CACGTG motif, suggesting that
Tye7p binds at most promoters indirectly. Tye7p-bound regulatory

regions contain different subsets of Gcr1p, Rap1p, and Tye7p
motifs and display no strict rules for motif composition, spacing, or
orientation. Thus, Tye7p binds in a manner that is highly remi-
niscent of the recently described “cooperative collective” model of
TF binding (25, 26).
We demonstrated the sufficiency and comprehensiveness of

these specificity determinants through 3 computational and ex-
perimental avenues. We built computational models that could
accurately predict Cbf1p and Tye7p binding in vivo using DNA
sequence information alone. We then used the protein features
that determine Cbf1p′s specificity to reprogram the human
bHLH−PAS TF NPAS2 to complement cbf1Δ. Finally, we con-
verted a Tye7p target promoter to a Cbf1p target promoter by
modifying its DNA sequence to nullify Tye7p cofactor binding
sites and create Cbf1p binding sites. Together, our results dem-
onstrate that homotypic cooperativity and collective binding are
important determinants of bHLH specificity.

Fig. 1. Cbf1p and Tye7p both recognize the CACGTG DNA motif yet bind different genomic targets in vivo. (A) PWMs depicting the consensus binding motif
preference of Cbf1p and Tye7p for the canonical E-box sequence CACGTG (47). (B) TF binding targets identified by “calling card” assay have strong overlap
with the differentially regulated genes of the corresponding TF deletion strain (31). As the P value cutoff for identification of TF binding targets is lowered (x
axis), the P value of the overlap between genome-wide binding targets and differentially regulated genes (y axis) is plotted for Cbf1p (Right) and Tye7p (Left).
(C) Cbf1p and Tye7p bind nearly mutually exclusive genomic targets by calling card assay. (D) The binding of Cbf1p and Tye7p at 2 representative loci. The
position of red or blue circles on the x axis indicates the genomic location of a factor-directed “calling card” transposon insertion along the chromosome;
here, the intergenic regions between LPD1 and SMX2 genes (Left) and TDH3 and PDX1 genes (Right) are shown. The y axis indicates number of sequencing
reads supporting a given transposon insertion event. The normalized TPH score of TF binding to the shown locus is given in the top left corner. This “browser
shot” presentation is used to illustrate Cbf1p or Tye7p binding at representative genomic loci. (Throughout the figures, the color red is used for Cbf1p, while
blue is used for Tye7p when possible.)
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Results
Cbf1p and Tye7p Bind Nonoverlapping In Vivo Promoter Targets
Despite the Similarity of Their Position-Specific Weight Matrices.
We initiated this study by mapping the in vivo binding of Cbf1p
and Tye7p using transposon calling cards, a method designed to
measure equilibrium binding (27) and that can detect indirect
TF−DNA interactions (28–30). In this method, the TF of in-
terest is C-terminally fused to a short protein tag, which directs
insertion of Ty5 retrotransposons near its binding sites. For each
assay, a large number of Ty5 insertions are recovered from a
population of yeast cells, and their locations are determined via
second-generation sequencing, yielding a map of TF binding. As
a quantitative measure of binding, we used the number of Ty5
insertion events observed at a promoter in a given experiment,
normalized to 100,000 total insertions (transpositions per hun-
dred thousand, TPH). We found that the calling card method is
highly reproducible when applied to both Cbf1p and Tye7p (SI
Appendix, Fig. S1 A and B), with correlation coefficients between
replicates of r = 0.99 and r = 0.99, respectively. Since our strategy
to find the specificity determinants for these bHLH proteins
involves assaying a number of truncated and chimeric factors
expressed from centromeric low-copy plasmids (discussed be-
low), we wanted to ensure that the binding patterns derived from
plasmid-borne factors faithfully recapitulate the binding patterns
of these factors expressed from endogenous genomic loci. There-
fore, we compared binding patterns when Cbf1p and Tye7p were
expressed from centromeric plasmids to those obtained when these
genes were tagged at their endogenous loci, and we again found a
strong concordance (r = 0.93 for Cbf1p, r = 0.88 for Tye7p) (SI
Appendix, Fig. S1 C and D). To further verify the accuracy of this
system, we compared our calling card data (again when the factors
were expressed from centromeric plasmids) to mRNA expression
profiles collected from yeast strains in which CBF1 or TYE7 was
deleted (31). We observed a high degree of overlap between genes
whose promoters were bound by Cbf1p or Tye7p and genes whose
expression changed upon deletion of the corresponding factor
(Fig. 1B and SI Appendix, Fig. S2). Notably, when Cbf1p or Tye7p
binding targets were defined using a previously published chro-
matin immunoprecipitation (ChIP)-chip dataset (14), concor-
dance with the expression data was reduced (Fig. 1B and SI
Appendix, Fig. S2). Together, these results demonstrate that our
calling card system reproducibly and accurately measures the in
vivo binding of bHLH proteins.
We next analyzed the calling card data for Cbf1p and Tye7p to

identify significantly bound intergenic regions (P < 1e-5). We
observed little overlap in their sets of binding targets: Only
3 intergenic regions were shared between the 161 Cbf1p and 17
Tye7p targets (Fig. 1C), and one of these is a divergent promoter
that regulates both a Cbf1p responsive gene (MET3) and a
Tye7p responsive gene (TDH2) (SI Appendix, Fig. S3). Most loci
are bound in a nearly binary fashion; for example, the intergenic
region between TDH3 and PDX1 is strongly bound by Tye7p, but
Cbf1p binding is scarcely above background (Fig. 1 D, Right). In
contrast, at the intergenic region between LPD1 and SMX2,
Cbf1p binds quite strongly, but no Tye7p binding is observed
(Fig. 1 D, Left). This “all-or-none” binding suggests that the
specificity of these 2 TFs is not achieved through subtle differ-
ences in their DNA binding preferences but instead through
substantial differences in affinity at their unique binding targets.
The general lack of overlap that we observe between the binding
targets of these 2 TFs is consistent with their divergent regulatory
functions and with the previous literature (13).

The DNA-Binding Domain of Cbf1p Is Sufficient for Binding and
Function, yet No Specific Subregion of the bHLH Is Required for
Specificity In Vivo. We next set out to determine which domains
of Cbf1p confer specificity, reasoning that such knowledge could
inform interactions with DNA or protein cofactors. A Cbf1p
truncation mutant consisting of only the C-terminal bHLH−Zip
DNA-binding domain has been found to rescue methionine/
cysteine (MET/CYS) prototrophy and chromosome stability in a

cbf1Δ strain (19), so we first tested the ability of this truncation
mutant (Fig. 2 A, Top) to phenocopy the genome-wide binding
pattern of full-length Cbf1p in a cbf1Δ background. Strikingly,
Cbf1p bHLH−Zip is able to bind at the targets of full-length
Cbf1p (Fig. 2B). From this result, we conclude that the in vivo
binding specificity of Cbf1p is encoded solely in its DNA-
binding domain.
We then sought to ascertain which subregions of Cbf1p′s

DNA-binding domain contribute to its specificity. To do so, we
created chimeric proteins in which we switched the basic, helix 1,
loop, or helix 2 subregions of Cbf1p bHLH−Zip with the cor-
responding subregions from Tye7p bHLH (Fig. 2 A, Bottom) and
assessed their binding and function. We first analyzed the chi-
meric factor in which the basic region of Cbf1p bHLH−Zip was
switched with the basic region of Tye7p. As with all bHLH
proteins, it is the basic subregions of Cbf1p and Tye7p that make
specific contacts with DNA bases in the major groove (32, 33).
Therefore, if the specificities of these TFs were determined by
subtle differences in DNA binding preferences (13, 34), we
would expect that this chimeric factor would lose the ability to
bind at Cbf1p targets at a minimum, and that it would perhaps
spuriously recognize Tye7p targets. However, the in vivo binding
of this chimeric protein was very similar to that of Cbf1p, when
compared at a genome-wide level (Fig. 2C) or at individual loci,
such as the IDH1 promoter (Fig. 2D). Importantly, this chimeric
protein was also able to restore MET/CYS prototrophy in a
cbf1Δ strain (Fig. 2E), demonstrating that this protein is also
functionally indistinguishable from Cbf1p.
Next, we constructed the remaining chimeric factors in which

Cbf1p′s helix 1, loop, and helix 2 were exchanged with the cor-
responding Tye7p subregions (Fig. 2 A, Bottom). We expressed
these factors in the cbf1Δ background and assayed for MET/CYS
prototrophy and mapped their binding in vivo using transposon
calling cards. Remarkably, all of the Cbf1p subregions that we
tested could be replaced by their Tye7p counterparts without
disrupting MET/CYS prototrophy, whether they are tagged
without the calling card Sir4p tag (Fig. 2E) or with it (SI Ap-
pendix, Fig. S4). Furthermore, each of these chimeras largely
retained Cbf1p′s binding specificity (SI Appendix, Fig. S5), sug-
gesting that this factor’s specificity is not due to unique contacts
between the H1, H2, or loop regions and the DNA phosphate
backbone. Together, our results suggest that, although the
specificity of Cbf1p is entirely encoded in its bHLH−Zip domain,
the basic, helix 1, loop, and helix 2 subregions individually con-
tribute little beyond recognition of the CACGTG motif.

The Cbf1p Zip Is Required for Function in an Met4p-Independent
Manner and Confers In Vivo Homotypic Cooperative Binding. Given
the apparent dispensability of the basic, helix 1, loop, and helix
2 subregions, we next tested whether the C-terminal Zip domain
of Cbf1p is required for specificity. The bHLH−Zip of Cbf1p is
known to interact with the Met4p transcriptional activator to
regulateMET biosynthetic genes (21). Therefore, to separate the
Met4p-recruitment role of the Zip domain from other possible
Zip-mediated functions, we engineered a cbf1Δ met4Δ strain and
expressed fusions of Cbf1p bHLH−Zip or Cbf1p bHLHΔZip
(i.e., no Zip domain) fused in-frame with the Met4p transcrip-
tional activator, as diagrammed in Fig. 3A. On MET/CYS-
deficient media, the Cbf1p bHLH−Zip−Met4p fusion protein
phenocopies wild-type growth, while Cbf1p bHLH−Met4p dis-
plays a strong growth reduction (Fig. 3B). Because the Cbf1p
bHLH−Zip and Cbf1p bHLHΔZip proteins are expressed at
comparable levels in our system (SI Appendix, Fig. S6), these
results indicate that the Zip domain is necessary for Cbf1p to
function properly, in a manner independent of its ability to
recruit Met4p.
Since Cbf1p′s Zip domain is clearly functionally important, we

sought to determine whether it contributes to the binding spec-
ificity of this TF. Therefore, we mapped the in vivo binding of
Cbf1p bHLH−Zip and Cbf1p bHLHΔZip using transposon
calling cards. Although Cbf1p bHLH is bound at many of the
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same loci as Cbf1p bHLH−Zip (SI Appendix, Fig. S7), there were
significant quantitative differences in the binding of these 2 fac-
tors. This is shown in Fig. 3C, where we plot the average binding
score (TPH) of full-length Cbf1p, Cbf1p bHLH−Zip, and Cbf1p
bHLHΔZip at yeast intergenic regions containing 0, 1, 2, or 3
Cbf1p sites (see Materials and Methods). The binding score of
Cbf1p bHLHΔZip increases linearly with the number of Cbf1p
E-box motifs, whereas the binding scores of either full-length
Cbf1p or Cbf1p bHLH−Zip display a sharp nonlinear increase
when multiple Cbf1p sites are present (Fig. 3C). This nonlinear
increase in binding appears to occur only at intergenic regions
with at least 2 Cbf1p sites that are within 500 bp of each other
(Fig. 3D). Since Cbf1p bHLH−ZIP and Cbf1p bHLHΔZip
proteins are expressed at comparable levels in our cbf1Δ strain
(SI Appendix, Fig. S6), the nonlinearity observed for the Zip-
containing proteins suggests that this subregion allows Cbf1p
homodimers to bind cooperatively with other Cbf1p homodimers
bound at nearby sites, in a manner similar to what has been
previously observed for the yeast TF Gal4p (35).
To determine whether the Zip subregion is indeed responsible

for mediating a cooperative interaction between Cbf1p dimers,
we performed a detailed examination of Cbf1p′s binding at the
intergenic region between IDH1 and NCE103, a target which
harbors 3 Cbf1p E-box motifs. We mutated the Cbf1p binding
sites of this intergenic region to all 7 possible combinations of 1,
2, or 3 mutated sites in the cbf1Δ strain and measured the
binding of Cbf1p bHLH−Zip and Cbf1p bHLHΔZip to these
mutated target loci (see SI Appendix, Fig. S8 A and D for the
sequences of the mutated binding targets). If the Cbf1p bHLH−
Zip binds to nearby sites independently (i.e., without coopera-

tivity), then we would expect that the binding score observed at
the wild-type intergenic region between IDH1 and NCE103 with
3 intact Cbf1p sites would be the sum of the binding scores ob-
served at the mutant regions containing each site in isolation.
Instead, we found that Cbf1p bHLH−Zip binding was 15.8-fold
higher than would be expected given independent binding (Fig.
3E, P < 0.001). In contrast, binding of the Cbf1p bHLH alone
was not statistically different from the value expected under an
additive model (197 TPH observed versus 198 TPH expected)
(Fig. 3E). Similar results were observed at mutated intergenic
regions with 2 Cbf1p binding sites (SI Appendix, Fig. S9). Im-
portantly, cooperative binding of Cbf1p bHLH−ZIP is also ob-
served in a cbf1Δ met4Δ strain (SI Appendix, Fig. S10, Top),
demonstrating that Cbf1p′s cooperative binding does not require
its known cofactor Met4p. Furthermore, when we expressed
Cbf1p bHLHΔZIP from the TEF1 promoter, a strong constitu-
tive yeast promoter (36) (expression quantified by Western blot
in SI Appendix, Fig. S6), we still did not observe homotypic co-
operative binding of this protein in a cbf1Δ (SI Appendix, Fig.
S10, Bottom) or cbf1Δ met4Δ strain (SI Appendix, Fig. S10, Top).
Taken together, these findings demonstrate that the Cbf1p Zip
subregion mediates a cooperative interaction between Cbf1p
dimers bound at nearby sites in the genome. This homotypic
interaction results in substantially more Cbf1p binding at yeast
promoters with multiple Cbf1p sites, and it is necessary for
proper Cbf1p function.

Tye7p Binds via a Cooperative Cofactor Collective. We next focused
on the question of Tye7p′s binding specificity. We initiated our
investigation in a manner parallel to that of Cbf1p, by constructing

Fig. 2. Chimeric Cbf1p bHLH−Zip factors in which individual subregions of the bHLH domain have been replaced with the homologous subregions of Tye7p
have wild-type function and genome-wide binding. (A) Protein domain schematics of the Cbf1p, Cbf1p bHLH−Zip, and Cbf1p−Tye7p chimeras used in this
study. (B) Cbf1p′s in vivo binding specificity is entirely encoded within its bHLH−Zip domain. The normalized binding (log2 TPH) of full-length Cbf1p is plotted
against the binding of Cbf1p bHLH−Zip, as measured by calling card assays. Each point represents a single intergenic region that is significantly bound by
either Cbf1p or Cbf1p bHLH−Zip (or both). (C) The Cbf1p bHLH−Zip (Tye7b) chimeric factor binds to nearly all Cbf1p bHLH−Zip targets, with binding
measured and displayed as in B. (D) Cbf1p bHLH−Zip (Tye7b) and Cbf1p bHLH−Zip at a representative locus, the intergenic region between the IDH1 and
NCE103 genes. (E) Expression of chimeric genes with individual replacement of the basic, helix 1, loop, or helix 2 subregions of Cbf1p bHLH−Zip with those of
Tye7p is able to rescue growth of a cbf1Δ strain on agar media lacking MET/CYS.
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Tye7p truncation and chimeric mutants (diagrammed in SI Ap-
pendix, Fig. S11A). As with Cbf1p, we found that Tye7p′s speci-
ficity is encoded entirely in its C-terminal DNA-binding domain
(SI Appendix, Fig. S11B); therefore, we made chimeric mutants in
which we replaced Tye7p′s basic, helix 1, loop, or helix 2 subre-
gions with the homologous subregions of Cbf1p and mapped their
binding. We found that the basic region of Tye7p bHLH makes
little contribution to the protein’s specificity, as the “basic-swap”
chimera binds similarly to full-length Tye7p (SI Appendix, Fig.
S11C). However, in contrast with our findings for Cbf1p, we found
that swapping the remaining subregions of Tye7p nearly abolishes
binding (SI Appendix, Fig. S11D). Since these subregions of the
protein do not make base-specific contacts with DNA, these ob-
servations led us to hypothesize that Tye7p might function in a
complex with other TFs.
To identify which TFs form a complex with Tye7p, we turned

to a dataset containing transcriptional profiles for all TF deletion
strains in yeast (31). Fourteen of the 17 (82%) Tye7p regulatory
targets were down-regulated in the tye7Δ strain, consistent with
Tye7p′s known role as a transcriptional activator. Analyzing this
dataset further, we found that Gcr1p, Gcr2p, Cst6p, Rap1p, and
Sfp1p also activate Tye7p regulatory target genes (P < 1e-4 in
each case), suggesting that one or more of these TFs may in-
teract with Tye7p (Fig. 4A). To investigate this possibility, we
mapped the in vivo binding of Gcr1p, Gcr2p, and Cst6p using

transposon calling cards and analyzed published chromatin en-
dogenous cleavage sequencing (ChEC-seq) and ChIP-seq data
for Rap1p (37) and Sfp1p (38). We found that more than 80% of
significantly bound Tye7p target regions are strongly bound by
the glycolysis regulatory factors Gcr1p and Gcr2p and more than
70% are bound by the general regulatory factor Rap1p (Fig. 4B),
while Sfp1p and Cst6p do not significantly cooccupy Tye7p-
bound promoters (SI Appendix, Table S1). Furthermore, the
binding peaks of Gcr1p, Gcr2p, and Rap1p displayed substantial
overlap at individual intergenic regions (SI Appendix, Fig. S12).
Gcr2p is known to bind DNA indirectly through its interaction
with Gcr1p (39), and the Gcr1/2p complex is also known to
physically interact with Rap1p (23, 40–43). Therefore, our results
suggested to us that the Gcr1/Gcr2p/Rap1p complex binds co-
operatively with Tye7p, an interaction that has not previously
been described. To definitively test this hypothesis, we asked
whether proper Tye7p binding requires one or more of these
cofactors. Since RAP1 is essential for viability (44) and GCR1
deletion results in severe growth defects (45, 46), we assayed Tye7p
binding in a gcr2Δ strain and in a wild-type strain. To ensure
Tye7p protein levels were equivalent in both strains, we expressed
Tye7p from the TEF1 promoter, whose expression is independent
of GCR2 in a reporter assay (SI Appendix, Fig. S13). In the ab-
sence of the protein product of GCR2, Tye7p binding was severely
diminished at nearly all target intergenic regions, such as the

Fig. 3. The zipper domain of Cbf1p bHLH−Zip enables homotypic cooperative binding to intergenic regions possessing more than one CACGTG DNA motif
and is required for Cbf1p function. (A) Protein domain schematic depicting Cbf1p truncations with and without fusion to Met4p designed to test the function
of the Zip domain, Cbf1p′s leucine-repeat zipper coil. (B) In the cbf1Δ met4Δ strain, only a factor possessing both the Met4p transcriptional activator and the
Zip of Cbf1p enables wild-type prototrophy on MET/CYS-deficient media, demonstrating that the Zip has a functional role independent of Met4p re-
cruitment. (C) When all yeast intergenic regions are examined for the presence of Cbf1p target motifs meeting a recommended PWM cutoff (47), Cbf1p
bHLHΔZip binding increases linearly with the number of CACGTG motifs, while Cbf1p bHLH−Zip binding shows larger increases in a nonlinear fashion. Each
point in the graph plots the average normalized binding at all intergenic regions (y axis) with the indicated number of motifs (x axis). Error bars indicate ±1
SD. (D) Cbf1p homotypic cooperative binding is observed when motifs are <500 bp apart. The difference in normalized, background subtracted, binding
(STPH) between Cbf1p bHLH−Zip and Cbf1p bHLHΔZip binding to target intergenic regions having ≥2 Cbf1p motifs (y axis) is plotted against the minimum
distance between the 2 Cbf1p motifs (x axis). (E) Cbf1p binds with homotypic cooperativity at the IDH1 target promoter (the intergenic region between IDH1
and NCE103 genes) in a Zip-dependent fashion. The sum of truncated factor binding (TPH) to mutated IDH1 promoter intergenic regions displaying only 1 of
the 3 endogenous Cbf1p motifs is the “expected” score for binding to the wild-type IDH1 promoter intergenic region, if binding is additive, i.e., not co-
operative (Left), vs. the observed binding score of truncated factors to the wild-type 3-site promoter region (Right). Bar height indicates average TPH of
3 independent trials, and error bars indicate ±1 SD. PWM scores for each site are indicated above the wild-type promoter schematic, as well as distance (bp)
between sites. **P < 1e-5.
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intergenic region between TDH3 and PDX1 (Fig. 4 C, Middle).
When averaged across all target intergenic regions, Tye7p bind-
ing is reduced 8.3-fold (P < 5e-4; Fig. 4D) when Gcr2p is absent,
demonstrating that this protein is necessary for Tye7p binding.
As an orthogonal test for the dependence of Tye7p binding on
Gcr1/2p and Rap1p, we mutated the 2 Rap1p and 2 Gcr1/2p
binding sites in the intergenic region between TDH3 and PDX1
(SI Appendix, Fig. S8 B and D). Tye7p binding was completely
ablated at this mutated intergenic region (Fig. 4 C, Right, mu-
tated TDH3pr), whereas binding to other target loci was largely
unchanged (SI Appendix, Table S2). We conclude that Tye7p
binds DNA cooperatively with the Gcr1p/2p Rap1p complex and
that this binding is dependent upon the presence of Gcr2p.
To gain further insight into the nature of the Tye7p Gcr1/2p

Rap1p complex, we conducted a binding motif analysis on its
intergenic region binding targets. We excluded the divergent
promoter regulating MET3 and TDH2, which are Cbf1p- and
Tye7p-regulated genes, respectively (SI Appendix, Fig. S3), and
identified Tye7p binding motifs using Tye7p′s position-specific
weight matrix (PWM). Strikingly, only 3/16 Tye7p targets display
a Tye7p motif at the recommended PWM cutoff (47), and 8/16 at
a lax cutoff (see Materials and Methods). Thus, half of the
intergenic regions where Tye7p is bound do not contain even a
weak Tye7p binding motif. However, all but one of its target loci
contain binding sites for at least 2 of the 3 DNA-binding proteins
in the complex (Fig. 4E). These binding sites tend to occur within
150 bp of each other, but, beyond that, there appear to be no
strict rules governing the orientation or spacing of Gcr1p, Tye7p,
or Rap1p motifs. The flexible motif composition and grammar
that we observe is not consistent with either the classic billboard or
enhanceosome models of TF cooperativity, but is instead suggestive

of the collective cooperative model recently proposed by Furlong
and coworkers (25).

A Model for Cbf1p and Tye7p Binding Specificity. Our analysis of
Cbf1p and Tye7p suggests a simple model (Fig. 5A) to describe
how these proteins achieve their in vivo specificities: Cbf1p is the
dominant TF at consensus CACGTG sequences by virtue of its
intrinsically higher affinity for this sequence (13) and due to a
strong homotypic cooperative interaction with other Cbf1p
homodimers bound at nearby sites. Tye7p will outcompete Cbf1p
at a CACGTG only if there is also a nearby site for one of its
cofactors, Gcr1/2p or Rap1p. Furthermore, if there is both a
strong Gcr1/2p site and a strong Rap1p site at a promoter, then
the E box is dispensable and Tye7p will bind indirectly through
these 2 proteins. This framework makes 3 testable predictions.
First, by adding information about the binding preferences of
Gcr1/2p and Rap1p, we should be able to discriminate Tye7p-
bound intergenic regions from unbound intergenic regions sig-
nificantly better than if we only consider Tye7p′s PWM. Second,
since Cbf1p dominates at CACGTGs, its PWM alone should
have strong predictive power. This would be atypical, as a PWM
does not accurately predict the in vivo binding pattern for the
majority of eukaryotic TFs (48–50). Third, by applying a simple
decision tree based on the rules described above, we should be
able to discriminate promoters bound by Cbf1p from those
bound by Tye7p.
To test the first prediction, we used Tye7p′s PWM to dis-

criminate a set of Tye7p-bound intergenic regions from the set of
unbound promoters (as determined by calling cards) and plotted
the results using a receiver operator curve (ROC) (51) (Fig. 5B).
Tye7p′s PWM alone performed significantly better than chance,

Fig. 4. Tye7p achieves in vivo binding specificity
through interaction with the Gcr1/2p Rap1p com-
plex. (A) Most genes (82%) whose promoters are
bound by Tye7p are down-regulated in a tye7Δ
strain, and this set of genes significantly overlaps the
down-regulated genes in deletion strains for 5 other
TFs. Each column illustrates the transcriptional sig-
nature for one deletion strain. [Tet-repressible allele
strains were used to reduce expression of the es-
sential genes GCR1 and RAP1 (31).] Each row corre-
sponds to a Tye7p target gene, and the resulting
matrix is colored to represent an increase or de-
crease in gene expression level compared with wild
type. (B) Rap1p, Gcr1p, and Gcr2p bind to the ma-
jority of Tye7p target loci. Binding targets of Gcr1p,
Gcr2p, and Tye7p were determined by calling card
assay, while binding targets of Rap1p were pre-
viously determined by ChEC-seq (37). (C) Gcr2p is
necessary for proper Tye7p binding at the intergenic
region between TDH3 and PDX1, as are DNA binding
site motifs for Gcr1/2p and Rap1p. (D) Binding of
Tye7p is strongly reduced at its targets in the gcr2Δ
strain, with an average decrease in binding of 8.3-
fold. (E) Motif composition of Tye7p, Gcr1p, and
Rap1p binding site motifs for 16 Tye7p targets, using
PWMs and scoring cutoffs recommend by ScerTF
(47). Weak motifs are defined using a scoring cutoff
that is 2 units less than the recommended score.
Target gene promoters for Tye7p are indicated
along the x axis and were assigned through exami-
nation of the transcriptional signature of a tye7Δ
strain (31), given significant Tye7p binding to the
respective upstream intergenic region. Target gene
promoters are presented in order of decreasing
Tye7p binding from left to right.
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but its ability to discriminate bound and unbound promoters was
modest (area under the ROC [AUROC] = 0.66). However, when
we added information about Gcr1/2p′s and Rap1p′s binding
preferences by taking the sum of the highest-scoring PWMs for
each of these 3 factors within a 150-bp window (seeMaterials and
Methods), the performance improved dramatically (AUROC =
0.96). Together, our results confirm that, by utilizing information
about the binding preferences of Tye7p′s cofactors, we explain
the in vivo binding preferences of this factor.
We next gauged the ability of Cbf1p′s PWM to identify the in

vivo targets of this factor. Strikingly, a ROC analysis with Cbf1p′s
PWM alone achieved an AUROC of 0.93, suggesting that the
presence of a single high-scoring Cbf1p binding motif is highly
predictive of Cbf1p′s in vivo binding (Fig. 5C). To put this per-
formance in context, we performed a similar analysis for an
additional 155 S. cerevisiae TFs, using an optimized set of PWMs
(47) to predict in vivo binding as measured previously in a
comprehensive in vivo ChIP-chip dataset (14). None of the TFs
we analyzed achieved an AUROC higher than was observed for
Cbf1p, confirming our original hypothesis that Cbf1p′s PWM
would be a uniquely powerful predictor (Fig. 5D). We also con-
firmed that Cbf1p′s in vivo binding levels could be more accurately

predicted using a more sophisticated model that included homo-
typic cooperative interactions, at the cost of including additional
parameters (SI Appendix, Table S3).
Finally, we created a decision tree to distinguish promoters

bound by Cbf1p from those bound by Tye7p. This decision tree is
based on the simple model described above (Fig. 5A). Intergenic
regions with a single E box (a site that can be bound by either
Tye7p or Cbf1p) but no nearby Rap1p or Gcr1p sites are clas-
sified as Cbf1p targets. Intergenic regions with motifs for 2 of 3
TFs in the Tye7p complex within 150 bp are classified as Tye7p
targets, and intergenic regions with 2 or more E boxes are clas-
sified as Cbf1p targets (see Materials and Methods). Intergenic
regions that do not satisfy any of these rules are classified as
unbound, and intergenic regions that have 2 distinct sequence
regions that can be separately assigned to Tye7p and Cbf1p are
classified as bound by both TFs. This decision tree was used to
classify the set of intergenic regions bound by Cbf1p or Tye7p,
and the results are shown in Fig. 5E. Each data point represents
a yeast intergenic region, and the x coordinate gives the Cbf1p in
vivo binding score on a log2 scale, while the y coordinate gives
the Tye7p in vivo binding score on a log2 scale. Thus, data points
along the x axis represent intergenic regions bound exclusively by

Fig. 5. The in vivo binding patterns of Cbf1p and Tye7p can be predicted by computational models only examining proximal DNA sequence information. (A)
Model of the determinants of in vivo binding specificity for Cbf1p and Tye7p (see text for detail). (B) Tye7p-bound promoter regions can be distinguished
from unbound regions by combining PWM score information for Gcr1p, Rap1p, and Tye7p motifs. ROC displaying the ability of Tye7p PWM score to dif-
ferentiate between bound and unbound promoters (true promoter targets identified by “calling card” assay) (dark blue line) is shown compared with a
model incorporating collective TF PWM scores for each promoter in the genome (light blue line). (C) The PWM score of the highest-scoring Cbf1p motif in a
given genomic promoter region differentiates Cbf1p-bound and unbound promoters. (D) Of all yeast TFs having PWMs, Cbf1p PWM motif score is the best-
performing PWM in the prediction of in vivo binding targets. (E) A decision tree based on specificity determinants accurately distinguishes in vivo genomic
Cbf1p and Tye7p binding targets. Each point represents a Cbf1p- or Tye7p-bound intergenic region, and the point color indicates predicted TF binding at that
locus, based on PWM motif scores for Cbf1p and Tye7p collective members (see text for details).
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Cbf1p in vivo, while those along the y axis represent intergenic
regions bound exclusively by Tye7p. The points are then colored
according to their predicted classification: red for Cbf1p-bound,
blue for Tye7p-bound, gray for unbound, and pink for bound by
both factors. Fig. 5E demonstrates that a simple decision tree
can accurately distinguish Cbf1p- and Tye7p-bound intergenic
regions, especially those that are exclusively bound by one factor
or the other (i.e., the points along the x and y axes).

Functional Reprogramming of a Human bHLH TF.Our model predicts
that the specificity of Cbf1p is determined by its intrinsic affinity
for the CACGTG E box and by a homotypic cooperative in-
teraction governed by its C-terminal Zip domain. If these 2 fac-
tors are indeed sufficient for Cbf1p′s in vivo specificity, then the
fusion of Cbf1p′s Zip to the C terminus of a human bHLH that
binds at CACGTG sequences in vitro should endow the factor
with Cbf1p′s binding pattern and should also functionally com-
plement the yeast protein if fused to an activation domain.
The human bHLH NPAS2 (neuronal PAS domain-containing
protein 2) is a member of the bHLH−PAS TF family and
binds CACGTG motifs but is not known to utilize homotypic
cooperativity (52, 53). We added the Met4p transcriptional ac-
tivator to the C terminus of either the NPAS2 bHLH alone or
the NPAS2 bHLH−(Cbf1p Zip) fusion (diagrammed in Fig. 6A)
and tested for rescue of the cbf1Δ met4Δ strain. As shown in Fig.
6B, the NPAS2 bHLH−(Cbf1p Zip) protein functionally rescues
MET/CYS prototrophy, whereas the NPAS2 bHLH alone does
not. Binding analysis reveals that NPAS2 bHLH−(Cbf1p Zip)
but not NPAS2 bHLH binds to individual Cbf1p targets such as
the ICY2 promoter (Fig. 6C). Furthermore, a genome-wide
analysis of NPAS2 bHLH−(Cbf1p Zip) at intergenic regions
containing 1, 2, or 3 motifs represented by the NPAS2 PWM
reveals that, as predicted, the Cbf1p Zip confers homotypic co-
operative binding to NPAS2 bHLH (Fig. 6D). Importantly,
NPAS2 bHLH−(Cbf1p Zip) and NPAS2 bHLH alone display

equivalent expression in the cbf1Δ met4Δ strain (SI Appendix,
Fig. S14). From this result, we conclude that CACGTG site
recognition and homotypic cooperativity are sufficient for Cbf1p′s
in vivo binding specificity and function.

Binding Specificity Reprogramming of Cbf1p and Tye7p Target
Intergenic Regions via DNA Sequence Determinants. Lastly, we
sought to test the predictive power of our model by reprog-
raming a Tye7p target intergenic region so that it would instead
be bound by Cbf1p. To do so, we mutated 2 Rap1p sites and 2
Gcr1p sites to prevent binding by the Tye7p Gcr1/2p Rap1p
complex and modified the surrounding sequences to include 3
CACGTG motifs. To “reprogram” this intergenic region, we
used only base pair substitutions, as opposed to indels (see SI
Appendix, Fig. S8 C and D for “reprogrammed” TDH3 promoter
sequence). We observe strong binding of Cbf1p, but not Tye7p,
to our “reprogrammed” TDH3 promoter (the intergenic region
between TDH3 and PDX1), which is the converse of the natural
binding pattern (Fig. 6E). (Tye7p binding to other target inter-
genic regions was largely unchanged in the “reprogrammed”
TDH3 promoter strain, as shown in SI Appendix, Table S2.) This
reprogramming further exemplifies a detailed understanding of
Cbf1p and Tye7p binding specificity determinants.

Discussion
How do TFs choose their target sites in vivo? While PWMs
provide invaluable information, knowledge of motif alone fails to
predict in vivo binding for most TFs (48, 49, 54). This problem is
exacerbated for paralogous TFs, which add an additional layer of
complexity to in vivo binding site prediction because they typi-
cally share remarkably similar PWMs but bind at distinct target
sets. In this study, we dissected the specificity determinants of the
paralogous yeast bHLH proteins Cbf1p and Tye7p, both of
which bind at CACGTG-containing sequences in vitro. We
found that Cbf1p achieves its specificity through a high intrinsic

Fig. 6. The human bHLH−PAS NPAS2 can be reprogrammed to phenocopy Cbf1p bHLH−Zip in vivo binding specificity and function. (A) Protein domain
schematic of truncated NPAS2 factors, with and without fusion to Met4p, designed to achieve Cbf1p-like genome-wide binding and function. (See Materials
and Methods for details.) (B) NPAS2p bHLH−(Cbf1p Zip) fused to Met4p functionally complements the cbf1Δ met4Δ strain on MET/CYS-deficient media,
whereas NPAS2p bHLH fused to Met4p does not. (C) NPAS2p bHLH−(Cbf1p Zip) binds to the Cbf1p target intergenic region between ICY2 and RPL36B
(Bottom), while NPAS2p lacking the Cbf1p Zip displays substantially reduced binding (Top), as measured by calling card assays. (D) Binding of NPAS2p bHLH−
(Cbf1p Zip) increases in a nonlinear fashion when 2 or 3 NPAS2 binding site motifs are within a single intergenic region. (E) Cbf1p, but not Tye7p, binds to a
“reprogrammed” Tye7p target intergenic region (between TDH3 and PDX1) in which Rap1p and Gcr1/2p sites were mutated and 3 CACGTG motifs were added.
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affinity for the E box and by binding cooperatively with other
Cbf1p homodimers bound at nearby sites. In contrast, we found
that Tye7p achieves its specificity by binding in a “cooperative
collective” with 3 other factors, Gcr1p, Gcr2p, and Rap1p. Using
this knowledge, we formulated a simple conceptual model to
describe how these TFs bind in vivo and demonstrated its pre-
dictive power through 3 distinct computational and experimental
avenues. Together, our results show that homotypic cooperativity
and collective binding are key determinants of bHLH specificity.
What is the mechanism by which Cbf1p′s Zip domain confers

homotypic cooperativity? Previous studies examining the struc-
ture of USF1, a Cbf1p ortholog, suggest that the Cbf1p Zip may
tetramerize via a coiled-coil interaction to mediate the observed
homotypic cooperativity (32, 55). Because we did not directly
measure this putative coiled-coil interaction, it is also possible
that the homotypic cooperativity we observe is mediated by an-
other protein that bridges 2 Cbf1p dimers. Cbf1p′s Zip domain is
not only required for proper binding, but it is also clearly nec-
essary for proper function of the TF, since we found that MET/
CYS prototrophy requires an intact Zip domain. Furthermore,
this functional requirement is independent of the transcriptional
activator, MET4p, whose recruitment to MET promoters is an
additional Zip function. We therefore conclude that the homo-
typic interaction mediated by the Zipper domain is essential for
Cbf1p′s function. Relatively few examples of a functional phe-
notypic requirement for homotypic cooperative TF binding have
been found, with the most salient example being the necessity of
homotypic cooperative binding by Bicoid in the embryonic pat-
terning of Drosophila (56).
Our main findings regarding the determinants of Cbf1p′s

specificity are compatible with earlier functional studies. For
example, previous work has found that Cbf1p can act as a pio-
neer factor (57), consistent with our observation that Cbf1p′s
motif predicts in vivo binding more accurately than other TF
motifs. Siggers et al. (12) previously found that the RYAAT
motif is required for the transcriptional activation of Cbf1-
dependent sulfur metabolism genes. Together with our results,
this suggests a model where Cbf1p binds E boxes independently
of the RYAAT motif at most target promoters, and then effi-
ciently recruits Met4p and Met28p to the subset of bound loci
that encode the RYAAT motif. Such a model is also consistent
with the previous observation that Cbf1p can act as either an
activator or a repressor (58, 59).
Although Tye7p has never been previously shown to bind

cooperatively with the Gcr1p/Gcr2p/Rap1p complex, previous
studies on the functions of these proteins are completely con-
sistent with such an interaction, which could be the result of
direct protein−protein contacts between Tye7p and this complex
or could be mediated by an adaptor protein. Tye7p displays
genetic interactions with the Gcr1p and Gcr2p (23, 42); Gcr1p
and Gcr2p were already known to function in a TF complex
consisting of Rap1p and the nuclear pore protein Nup84p (41,
43). Furthermore, the binding of Gcr1p and Rap1p to promoters
of glycolytic enzyme genes has been shown to be combinatorial in
nature, with the binding of Gcr1p dependent upon the presence
of bound Rap1p (40). Also, classical studies of elements in the
glycolysis enzyme gene promoters revealed transcriptional syn-
ergy of Gcr1/2p and Rap1p sites in the TDH3 and PGK1 gene
promoters (60–62). Thus, our finding that Gcr1p, Gcr2p, Rap1p,
and Tye7p bind at highly overlapping sets of binding targets
agrees well with the existing literature on these proteins.

It is notable that the majority of Tye7p′s in vivo targets (63%)
lack a recognizable CACGTG consensus sequence, suggesting
that Tye7p binds at most promoters indirectly. Consistent with
this hypothesis, nearly all Tye7p-bound intergenic regions con-
tain moderately strong motifs for at least 2 of the 3 DNA-binding
proteins in the Tye7p/Gcr1p/Gcr2p/Rap1p complex, but these
motifs display no strict rules for motif composition, spacing, or
orientation. Taken together, these observations suggest that
Tye7p does not conform to either of the 2 classical models of TF
cooperativity—the enhanceosome model or the “billboard”model.
In the enhanceosome model, TFs bind in a highly cooperative
fashion to elements possessing the motifs for all of the factors in
well-ordered spacing and orientation (63). In the “billboard”
model, all of the TF motifs for each factor are again present in the
regulatory region, but not all motifs must be bound to achieve
transcriptional activity, since factors binding to the “billboard” can
influence gene expression either independently or cooperatively
(64). Notably, in both of these models, a TF binding motif is re-
quired at each regulatory element where the TF acts (26). How-
ever, in the case of Tye7p, we observe many yeast intergenic
regions that are bound but do not encode the corresponding motif
(Fig. 4E). Thus, Tye7p′s binding is highly reminiscent of the re-
cently proposed cooperative collective model for TF binding in
higher eukaryotes (25, 26). In this model, members of a TF com-
plex bind cooperatively to enhancer elements without a fixed motif
composition or strict grammar, with optimal synergistic output
depending only on the presence of most TFs of the complex.
Motifs for all of the occupying TFs need not be present on any
given cis-regulatory module, suggesting variability and flexibility in
protein−protein and protein−DNA interactions (25, 65–67). The
Tye7p/Gcr1p/Gcr2p/Rap1p regulatory complex represents an ex-
cellent model system to ascertain the rules and principles that
govern this poorly understood model of cooperative binding.
The work presented herein demonstrates that homotypic

cooperativity and collective binding are utilized by paralogous
TFs to achieve their binding specificities, complementing and
extending previous investigations into the roles of DNA shape
and differences in intrinsic binding affinities (1, 13, 68, 69).
Since most TFs expressed in higher eukaryotes such as humans
and mice are members of large paralogous gene families (70), we
expect that these mechanisms will be broadly employed through-
out the phylogenetic tree.

Materials and Methods
Referenced details of the materials and methods, including yeast strains and
culturing conditions, plasmid construction and design, yeast calling card
assay, paired-end sequence map back for Ty5 insertion site identification,
identification of target intergenic (promoter) regions, Western blotting, B-
galactosidase reporter assays, PWMs, ROCs, binding target prediction de-
cision tree, and further bioinformatic analysis are provided in SI Appendix.
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