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Abstract: Elucidating connectivity and functionality at the whole-brain level is one of the 
most challenging research goals in neuroscience. Various whole-brain optical imaging 
technologies with submicron lateral resolution have been developed to reveal the fine 
structures of brain-wide neural and vascular networks at the mesoscopic level. Among them, 
micro-optical sectioning tomography (MOST) is attracting increasing attention, as a variety of 
technological variations and solutions tailored toward different biological applications have 
been optimized. Here, we summarize the recent development of MOST technology in whole-
brain imaging and anticipate future improvements. 

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement 

1. Introduction 

The brain is one of the most complex systems in nature, controlling all physical and mental 
activities. World-wide researchers have long been working on deciphering neural processes 
involved in memory, emotion, thought, and consciousness, along with effective prevention 
and treatment of brain diseases, from molecular to cellular and neural circuit level [1–6]. 
However, none of these have been comprehensively resolved. 

Magnetic resonance imaging [7] and electron microscopy [8] have helped to elucidate the 
brain on the macro and micro levels. However, on the mesoscopic level [9], understanding of 
neurons, the basic units of brain functions and connections, and their connection map, is far 
from sufficient. In recent years, various research centers worldwide have implemented brain 
science research projects [10–12] to develop and apply a variety of novel techniques to map 
the connections between neurons. Among them, optical imaging technology with good spatial 
resolution has the natural advantage of imaging anatomical structures in the brain at the 
mesoscopic level. However, traditional optical microscopy techniques [13–15] only penetrate 
biological tissue to depths of tens or hundreds of microns because of scattering and 
absorption. To overcome the optical imaging depth limit and expand the imaging range from 
brain slices or the superficial brain area to the whole brains of rodents or higher model 
animals, two different strategies, clearing and mechnical sectioning had been introduced. 

Two old concepts of chemical clearing [16] and light-sheet fluorescence microscopy [17] 
from a hundred years ago were modified, combined and modernized [18]. Various clearing 
techniques [19] have been developed rapidly to minimize tissue scattering and absorption and 
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even out the refractive index of the brain tissue. Solvent-based clearing techniques [20–22] 
relies on dehydration of tissue and refractive index matching by lipid solvent. Aqueous-based 
clearing techniques achieves homogenizing the scattering through simple immersion, 
hyperhydration [23,24] or hydrogel embedding [25–29]. These approach has been 
demonstrated to yield three-dimensional (3D) brainwide distributions of specific cells [30]. 
However, to the best of the authors’ knowledge, no whole-morphology reconstruction of 
single neurons in the cleared brain has been demonstrated due to the low and inconsistent 
resolution of current light-sheet illumination imaging technology across the whole brain. 

Optical imaging combining different histological techniques using imaging and slice 
alternation constitutes a new strategy towards overcoming the imaging depth limit and 
obtaining high-resolution images across the whole brain. Serial two-photon tomography 
(STP) [31], block-face serial microscopy (FAST) [32], and micro-optical sectioning 
tomography (MOST) [33–38] are all examples of this approach. The Mouselight platform 
based on STP [39] and FAST employs a vibratome to achieve the slicing process. They used 
a sectioning thickness of 100 μm to achieve the fastest whole-brain imaging speed of their 
respective systems. However, imaging the detailed morphology in the axial range of 
approximately 100 μm remains a considerable challenge for both systems. Although a 
modified clearing technique has been developed for the Mouselight platform to alleviate this 
problem, additional sample preparation time is required [39]. 

In the contrary, MOST had employed ultrathin sectioning combining line-illumination 
imaging on a knife edge to achieve a submicron voxel resolution for whole-brain imaging and 
reconstruction [33]. Then a series of MOST techniques had been developed and constituted 
comprehensive and quantitative experimental tools for various applications, involving neural 
morphology [40,41] and cell distribution [42,43], as well as analyses of neural connectomes 
and projectomes [36] and the microvascular network [44,45]. 

Here, we review current available staining and labeling methods for whole brain optical 
imaging, the latest developments of MOST serial technology, along with their typical 
applications in neuroscience. In addition, we anticipate future trends and challenges. 

2. Sample labeling and preparation 

To obtain ideal whole-brain optical imaging results, samples have to be appropriately 
prepared before imaging. Thus, related difficulties must be overcome, e.g successfully 
labeling the interested structures across the whole brain and embedding entire brains suitable 
for imaging remain challenging. It is difficult to observe raw brain tissue directly using 
optical microscopy due to the poor optical imaging contrast. Since Cajal applied Golgi silver 
staining to depict neuron structures more than 100 years ago [46], different staining and 
labeling methods have gradually been developed for visualization of different structural 
components, to ascertain cell populations, and to analyze neuronal and vascular anatomical 
connections. connections. In recent years, in particular, fluorescence labeling has greatly 
promoted the application of optical imaging technology in to brain science, because of its 
good specificity and sensitivity. However, for whole-brain optical imaging based on tissue 
sectioning, it is also challenging to keep the mechanical properties of the brain suitable for 
cutting and to maintain the brain integrity during embedding. This section presents a brief 
review of the labeling and sample preparation techniques that have been applied to whole-
brain optical imaging. They can be used for not only MOST series technology, but also for 
other imaging technologies in this field. 

2.1 Conventional staining methods 

Conventional staining methods [46–48] are typically applied to cell cultures and tissue slices, 
because of the slow dye penetration rate of the dye. For whole-brain optical imaging, uniform 
dyeing of the whole brain is required. The entire staining process such as the general scheme, 
the operation of each step, and selected reagents and parameters impact the final staining 
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effect. Deep brain tissue cannot be stained well within a short penetration time, whereas 
superficial regions may be overstained if it takes longer penetration time. Previously, the 
authors’ research group modified the procedure and reagents of Golgi-Cox staining protocol 
[49] and achieved uniform Golgi staining of intact rodent brains [33,50]. The staining time of 
an intact mouse brain in Cox solution was six months, which was then optimized to 
approximately two months. In addition, lithium hydroxide solution rather than ammonium 
hydroxide solution was employed to darken the intact mouse brain, so as to avoid deposition 
of dark substances on the knife surface during subsequent mechanical sectioning and optical 
imaging processes. Figure 1 shows images of layer 2−3 neurons in the primary auditory 
cortex in Golgi-stained two-month-old male C57 mice brains, demonstrating even staining of 
the dendritic arborization and dendritic spine phenotypes in the tissue. Because of strong 
reflection of the heavy metals, the Golgi-stained neurons are easily identified by low 
transmittance [Fig. 1(a)] or strong reflection [Fig. 1(b)] contrasts with the surrounding 
unstained tissues. Only less than 5% of neurons were randomly labeled [46], therefore, the 
Golgi-stained neurons could be easier identified and distinguished from the densely 
distributed neural networks. 

 

Fig. 1. Conventional staining of brain tissue. (a, b) 50-μm-thick maximum intensity projections 
of Golgi-stained layer 2−3 neurons in primary auditory cortex in two-month-old male C57 
mouse brains, acquired via MOST and dual-mode MOST at voxel resolutions of 0.35 × 0.35 × 
1 μm and 0.32 × 0.32 × 1 μm, respectively. (c, d) 100-μm-thick minimal and maximum 
intensity projections of the same Nissl-stained mouse brain. 

Nissl staining protocol, another classical histological staining method, had been also 
improved for staining large-mount brain tissue [51–53]. The staining time was shortened from 
1 month to 10 days by increasing the concentration and decreasing the pH value of the 
thionine solution in the staining step. Combined with rapid elution, this modification was 
conducive to achievement of a high contrast and signal-to-back ratio in the subsequent whole-
brain optical imaging. This staining method allowed staining of all endoplasmic reticulum (or 
“Nissl bodies”) [54], followed by visualization of the brain cytoarchitecture via absorption (or 
reflection) contrast [Fig. 1(c)]. We also observed blood vessels in a maximum intensity 
projection of the Nissl-stained tissue [Fig. 1(d)], thereby achieving simultaneous 3D 
visualization of both the cytoarchitecture and cerebral vasculature in rodent brains through 
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whole-brain Nissl staining [44,53,55]. This modified protocol constitutes a new tool for study 
of cerebral circulatory pathways at anatomical landmarks. In addition, other traditional 
methods, such as ink perfusion had been demonstrated to stain cerebral vessles [56–59]. 

2.2 Fluorescence labeling methods 

Conventional staining methods can label structure of random neurons in circuits, but without 
cell type information [60]. In contrast, fluorescence molecular labeling of neurons has the 
advantages of good specificity and high sensitivity. In recent years, the rapid development of 
this technology has greatly enhanced the convenience of neurobiology research. Through 
combination of fluorescent labeling with optical imaging methods, more intuitive and larger-
scale neuroscience research has become feasible [61,62]. In particular, fluorescence MOST 
(fMOST) technologies [34–37,63] have been combined with various fluorescence labeling 
methods to achieve tracing of different brain structures. 

The most basic labeling method involves anterograde and retrograde labeling of neuronal 
projections using chemical fluorescent dyes. Using this technique, Zingg et al. [64] 
successfully constructed a cortical connectivity map of a mouse brain. Analysis of the map 
data suggested that the cortex subregions communicated with each other in a parallel and 
interactive manner. However, on a smaller scale, it is difficult to analyze the fine-structure 
characteristics of individual neurons and the connections between neurons using molecular 
probes such as fluorescent dyes. 

The central nervous system is a highly heterogeneous biological system composed of a 
large number of neurons of various shapes, which poses great technical difficulties for cell-
level research. Neuron specificity is largely determined by the genes they express; hence, it is 
possible to use genetics and genetic engineering techniques to analyze neuron morphology 
and function [65]. Molecular and genetic techniques enable to screen marker genes that are 
highly correlated with neuronal types and specifically expressed in a subpopulation neurons, 
or transcription factors that regulate the differentiation of neural stem cells and determine the 
fate of neurons [66,67]. For example, post-embryonic stem cell targeting and homologous 
recombination technology were previously employed to insert DNA-Cre recombinase or 
fluorescent markers at endogenous sites [68]. On this basis, various types of transgenic tool 
mice were developed [69,70]. These transgenic tools combining with high-resolution whole-
brain fluorescence imaging provide a potential of reconstructing whole morphology of type-
specific neurons (Fig. 2) and then deciphering the whole-brain connectivity. 
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Fig. 2. Mouse brains genetically targeted for labeling. (a) Image of hippocampus coronal plane 
of Thy1-green fluorescent protein (GFP) mouse brain. The projection thickness is 600 μm. (b) 
Enlarged view of dotted box in (a). (c) Coronal images of hippocampus of SOM-IRES-
Cre:Ai3-EYFP mouse brain. The projection thickness is 10 μm. (d) Enlarged view of dotted 
box in (c). 

By transforming a neurotropic virus into a tool for nerve cell transfection, a gene 
containing fluorescent protein can be carried into the nervous system. Compared with non-
viral neurotracers, a viral neurotracer system has the advantages of high specificity and cross-
synaptic behavior [71,72]. Hence, reverse and cross-synaptic labeling of single neurons can 
be achieved using the infection characteristics of neurons with different virus system tools. 

Fluorescence labeling of specific types of neuron can be achieved by combining a virus 
and the recombinase system. For example, in 2008, Kuhlman and Huang [73] used Cre-
recombinase knockin mice and viral-mediated gene transfection technology to mark 
inhibitory neurons having various functions in the mouse brain; hence, preliminarily analysis 
of the morphological characteristics of these neurons was performed. 

Sparse and high-brightness labeling can also be achieved using viral and molecular 
techniques. Recently, Lin and colleagues [41] developed a sparsely highlighted single-neuron 
virus labeling strategy which, combined with fMOST imaging, can accurately analyze the 
complete morphology of a single neuron. Figures 3(a) and (b) show that this strategy can 
yield the whole-brain output of a single excitatory neuron in the somatosensory cortex (S2) in 
mice, with long-range projection terminals and their fine structures being clearly apparent. 

By exploiting the retrograde transsynaptic transmission of the rabies virus, single synaptic 
connection labeling of specific types of neuron in the whole brain can be achieved [74,75]. 
Figures 3(c) and (d) show the input across single synapse on the whole-brain scale and the 
vertebral neurons in the S2 brain region obtained by combining rabies virus markers with 
fMOST imaging, respectively. 

In addition to the structural connection, molecular phenotypes of neurons and neural 
circuits are also important for understanding cell types and circuit functions. The 
developments of chemical clearing technology have provided an important pathway to 
immunostain tissue blocks. Various chemical clearing techniques had demonstrated the 
images of different immunostained organs and tissue by light sheet illumination microscopy 
[20,21,23–27]. It is not suitable for sectioning due to the change of tissue characteristics after 
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clearing treatment. Therefore, address this challenge is important for improving compatibility 
of whole-mount immunostaining with the sectioning-based whole brain optical imaging 
methods. 

 

Fig. 3. Virus-labeled input and output of Thy1 pyramidal neurons in somatosensory cortex 
(S2) area of mouse brain. (a) Thy1 pyramidal neuron output in S2 near injection site and (b) 
details of projected nerve fibers on opposite side of injection site. (c) Input distribution of Thy1 
pyramidal neurons in S2 in hippocampus coronal plane and (d) enlarged view of white dotted 
box in (c). 

Accurate localization of the neural structure is a prerequisite for accurate identification of 
the spatial composition of the whole-brain neural structure. We have also proposed the 
concept of real-time counterstaining [36]; this approach avoids additional whole-brain 
staining to provide cellular architecture localization assistance to obtain 3D information of 
interest. Real-time cytoarchitecture counterstaining is a simple, flexible, and easy whole-brain 
staining method because no additional sample preparation is required. The low permeability 
cytostructured dye is used to achieve real-time counterstaining of the sample surface instead 
of the whole brain. This strategy also avoids potential background interference from the deep 
tissue. Furthermore, the cutting−staining−imaging cycle ensures consistent staining effects 
across all imaged surfaces. By this approach [36], fluorescent-labeled neurons in the same 
field of view were imaged simultaneously with the cytoarchitecture, without additional time 
costs for acquisition of anatomical location information or further registration of different 
channels. This concept can also be extended to other whole-brain optical imaging methods 
based on mechanical cutting, such as the series of STP and fMOST systems. 

In addition, our previous work has shown that a low-temperature environment can 
effectively enhance the quantum efficiency of fluorescence [76]. Therefore, we have also 
successfully detected the endogenous fluorescence of senile plaques in a liquid nitrogen 
environment [63]. The obtained model indicates that the cryo-imaging environment provides 
a potential means of label-free observation of specific features and expands the scope of 
whole-brain 3D imaging objects. 
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2.3 Intact-brain fixation and embedding 

To determine the inter-neuron connection network at the whole-brain level of mice, it is 
necessary to fix the network during sample pretreatment. Fixation can prevent autolysis 
during specimen preparation to avoid possible changes of the fine-structure morphology of 
tissue, enabling to withstand long-term whole-brain data collection. Currently, there are two 
commonly tissue fixation: immersion soaking [77–79] and perfusion [18,80–82]. Immersion 
soaking fixation involves long-term immersion of fresh tissue in fixative solution [20,81,83]. 
The perfusion fixation method is used in both the STP [31] and MOST series of systems [33] 
to achieve complete fixation of the whole-brain tissue. Currently, there are four types of 
fixative: 1) aldehydes: paraformaldehyde and glutaraldehyde [83]; 2) oxidants: osmium 
tetroxide, potassium permanganate, etc [84,85]; 3) alcohols: methanol, ethanol, etc [86]; and 
4) others: mercury chloride, picric acid, etc [87]. Aldehyde fixative is most conducive to 
maintaining the fluorescence intensity, but has a slightly poor fixation effect on micro 
structures [84,88]. Among them, 4% paraformaldehyde is the most commonly used solution 
[89–91], followed by a fixative mixed with different proportions of glutaraldehyde or picric 
acid [92,93]. 

Because of the limited imaging depth of optical methods, in traditional histological 
techniques, samples are usually sliced for observation of microscopic details. Researchers 
have developed a variety of sample embedding methods suitable for different slicing 
techniques, including paraffin, collodion, resin, and agar embedding. The paraffin and 
collodion embedding is most widely used [94,95] while quenches fluorescent proteins and 
increases autofluorescence [96,97]. In 2012, STP [31] used agar instead of paraffin to reduce 
the effect of the embedding process on the tissue fluorescence. However, as agarose cannot 
penetrate tissue effectively, a sample section thickness of tens of microns as required and the 
imaging plane surface could only be positioned tens of microns below the sample surface. 
Therefore, ideal high-resolution imaging results cannot be obtained using single-photon 
imaging and this embedding method. Even two-photon imaging requires additional clearing 
to overcome the tissue scattering interference and other factors affecting the deep tissue 
imaging quality [39]. Comparatively, with reference to resin plastic embedding technology 
used in electron microscopy [98], our group embedded polymer in biological tissue to 
increase its hardness [99]. Hence, combining with optical imaging, we had achieved a high-
quality data acquisition over the whole brain at submicron voxel resolution. For Golgi 
staining [Fig. 4(a)] and Nissl staining [Fig. 4(c)] samples, spur resin embedding was used. 
while GMA [Fig. 4(b)] or HM20 [Fig. 4(d)] resin embedding was used for fluorescence 
labeling samples. We found that the fluorescence was weakened by protonation in the resin 
embedding process. To overcome this problem, we employed an alkali solution to immerse 
the sample during imaging and found that the fluorescencecould be effectively reactivated, 
thereby obtaining the ideal imaging effect. For samples subjected to a low-temperature 
imaging environment, a mixture of glycerol, anhydrous ethanol, and deionized water was 
used as the embedding agent. 
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very complex and time-consuming. Thus, automatic registration of tomographic images in 
imaging schemes would greatly reduce the difficulty of the subsequent data processing. 

Achievement of a high signal-to-noise ratio (SNR)/signal-to-back ratio is another 
important technical problem to be solved in the context of whole-brain optical imaging. Even 
with high resolution, ideal imaging results cannot be obtained when the SNR is insufficient. 
High SNR can be achieved in several ways, such as through design of an improved labeling 
strategy for enhanced signal intensity, along with improvement of the sample processing and 
embedding scheme to reduce background fluorescence (in the case of fluorescence imaging). 
For imaging systems, especially fluorescence imaging systems, a optical sectioning effect that 
reduces background interference through use of appropriate methods is necessary, such as 
confocal and light sheet illumination. 

Another technical challenge that is often neglected pertains to the imaging system 
stability. As a complex opto-electromechanical integrated system, a whole-brain optical 
imaging system has high requirements regarding high-frequency use, uninterrupted operation, 
and high anti-interference capability during rapid imaging. For example, wide-field large-
volume tomography system (WVT) is used to collect a whole-brain data set for mice, the 
camera captures more than 1 million photographs [36]. This large data volume generates high 
stability requirements that must be considered during engineering-based design and 
implementation of the system. 

In whole-brain optical imaging, the imaging parameters of the imaging system should be 
flexibly adjustable according to different requirements, i.e., the physical size of the target 
structure and the neurobiological application. The optical and voxel resolutions of the 
imaging system have a significant impact on the imaging results. If either of these resolutions 
fails to meet requirements, inaccuracies will appear in the imaged structure. Generally 
speaking, the optical resolution is required to be equivalent to the size of the structure to be 
observed. A voxel resolution of less than half the optical resolution will yield a well-resolved 
structure observation. In Table 1, recommended imaging parameters for common structures 
are given based on the authors’ experience. Reaching or exceeding the recommended 
parameters will yield image data suitable for the desired application. 

Table 1. Recommended whole-brain optical imaging techniques and parameters for 
different applications in brain science (Rop and Rvo: optical and voxel resolutions, 

respectively) 

Structures of 
interest 

Research goals Rop (μm) Rvo (μm3) Technology 

Synapse-
associated protein 

Synaptic morphological analysis ~0.15 0.08 × 0.08 × 
0.1 

Spinning disk 
confocal 
microscopy (on 
slice) [1] 

Dendrite spine & 
bouton 

Dendrite spine/bouton 
morphology & quantitative 
statistics 

~0.3 × 0.3 × 1 0.2 × 0.2 × 1 fMOST [36] 

Morphology tracing of densely 
distributed neurons 

fMOST [101] 

Morphological 
segmentation of 
axon, dendrite, 
capillary, and 
neuron soma 

Topological reconstruction of 
long-projection axons 

~0.5 × 0.5 × 
2.5 

0.5 × 0.5 × 2 fMOST [34,36], 
STP [39] 

Dendritic topological 
reconstruction 

fMOST [34,36], 
STP [39] 

Soma morphology segmentation fMOST [42,43] 
Capillary network fMOST [45] 

Cell counting, 
arteriolae, and 
venules 

Cell counting ~2 × 2 × 5 2 × 2 × 3 fMOST [42,43], 
light-sheet 
microscopy 
[32,102,103] 

Arteriolae and venules fMOST, light-
sheet microscopy 
[22] 

                                                                      Vol. 10, No. 8 | 1 Aug 2019 | BIOMEDICAL OPTICS EXPRESS 4083 



 
Synapse-related structures are very small and electron microscopy is commonly used for 

their imaging [104]. If an optical microscope is used, the lateral resolution must reach the 
diffraction limit of the optical microscope and the voxel resolution must be within 100 nm. 
The results reported to date have been limited to slice imaging [105,106], because the high 
time cost prevents achievement of whole-brain imaging [106]. To quantitatively count the 
dendritic spines or axon boutons which are approximately 1 micron in size, a voxel resolution 
of up to 0. 2 × 0. 2 × 1 μm3 should be reached. For reconstruction of dense structures such as 
interneurons, the same level of imaging parameters are also needed. To date, only MOST 
technology has successfully achieved the required level for whole-brain imaging [101]. Axon 
long-range projection tracking, dendritic topology reconstruction, cellular morphological 
segmentation, and capillary network mapping require similar resolutions. In particular, axon 
long-range projection tracking is currently a popular research topic in the field of whole-brain 
imaging, and results from various whole-brain imaging systems have been reported 
[34,36,39]. Imaging of the fatty tissue capillary network using light-sheet illumination 
microscopy combined with optical clearing technology has been demonstrated [22]; however, 
for whole-brain capillary imaging, only MOST technology has yielded relevant results to date 
[45]. Microvessels and capillaries have sizes exceeding 10 microns. The cell-body counting 
and positioning requirements are relatively low. In general, lateral and voxel resolutions of 
approximately 2 and 3 microns, respectively, can satisfy the requirements of this imaging 
application. Many whole-brain imaging systems have shown similar results [30,32,107]. 

3.2 MOST technology 

Combination of slicing and imaging offers the potential to achieve consistent high resolution 
across the whole brain; this is the concept adopted for MOST technology. For the first-
generation MOST technique [33], a method of simultaneous slicing and imaging was adopted, 
and a diamond knife was used to perform continuous slicing of resin-embedded mouse brain 
samples with 1-μm thickness. The ultra-thin brain slices formed on the blade were imaged via 
line scanning. Data was obtained in a layer-by-layer manner until the whole brain was 
imaged. Taking the diamond knife as the substrate, high-contrast absorption imaging of ultra-
thin slices was realized through epi-illumination, to achieve better association with traditional 
dyeing methods. As the tissue section thickness was less than the optical diffraction limit, the 
axial resolution was the section thickness. The lateral resolution was determined by the 
optical imaging configuration. Using this technique combined with the improved Golgi 
staining method, a whole-brain Golgi-staining data set for mice with a voxel resolution of 
0.35 × 0.35 × 1 μm3 was obtained for the first time [33]. Subsequently, a Nissl-stained whole-
brain sample was imaged, and a 3D data set of the whole-brain cellular architecture and 
vascular network of mice was obtained [53]. The arteriovenous and capillary networks were 
successfully distinguished [45]. Imaging on the knife edge had been demonstrated by 
McCormick et al. [108]. The illumination approach by a knife-collimator assembly in their 
system led to increasing the complexity and decreasing the stability of adjustment devices, 
further easily causing chatter. In contrast, the first-generation MOST addressed these issues 
by decoupling the illumination and cutting to make physical sectioning more easily free of 
chatter. 

The rapid development of fluorescence labeling technology has furthered development of 
new versions of MOST technology. Different from absorption imaging, when fluorescence 
labeling is applied, the excitation light can excite the out-of-focus sample tissue under the 
knife surface to generate a strong background fluorescence interference. To overcome this 
problem, a slit was added in front of the detector to generate a confocal effect at the image 
position of the knife surface; hence a high-resolution fluorescence whole-brain imaging was 
achieved [34]. In the same study, non-inertial scanning based on the principle of the acousto-
optic effect combined with continuous motion of the 3D translation stage was used to realize 
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rapid and stable scanning of mouse whole brains. Using this method, long-range projection 
tracing of a single neuron axon was achieved for the first time [34,100]. 

In the above techniques, slicing and imaging are performed simultaneously on the knife 
surface. Although the axial resolution is improved, the quality requirements for sample 
embedding and slicing are very high. To reduce the system debugging complexity, the present 
authors’ research group developed the two-photon fMOST (2p-fMOST) [35] system, which 
incorporates separate imaging and slicing processes. Optical section imaging of the surface of 
the sample block is performed; then, the imaged tissue is removed. This method greatly 
reduces the dependence of the imaging quality on the cutting quality and further improves the 
system stability. To effectively eliminate background interference from undersurface tissue, 
two-photon excitation imaging was applied to obtain the ideal tomography effect. Different 
with STP [31], this system still employed resin embedding and diamond sectioning for 
continuous axial sampling. Point-by-point scanning is still too slow for mouse brain samples 
with a 3D span of several centimeters, having an imaging time of more than 200 h. Therefore, 
exploration of more rapid imaging methods is necessary. 

In 2016, we achieved a WVT system [36] to improve imaging throughput. This technique 
employs the wide-field imaging method of structured illumination and mosaic scanning to 
complete acquisition of dual-color whole-brain data within 3 days with a voxel resolution 
reaching 0.325 × 0.325 × 2 μm3. In addition, in combination with a real-time counterstaining 
method, a brain-wide positioning system (BPS) was created to annotate the anatomical 
orientation information of the structure of interest at single-cell positioning precision. On this 
basis, we employed a three-window and two-color dichroic mirror to modify the system for 
Golgi-stained whole-brain samples [38]. 

Neurobiological research not only focuses on acquisition of structural information, but 
also aims to facilitate relevant biochemical analysis to obtain higher-dimensional information. 
To this end, we combined a vibratome with WVT [37]. The resultant device not only 
controlled the whole-brain imaging time to within a few hours via axial interval sampling, but 
also fully automatically collected all sections for subsequent immunohistochemical staining 
or sequencing of the sections of interest. 

In addition to effective detection of the fluorescence signals of internal markers, our 
research group also studied effective enhancement of fluorescence signal intensity in a low-
temperature environment. Hence, we developed cryo-MOST [63], and for the first time 
observed the 3D distribution of senile plaques in mouse whole brains through detection of 
their autofluorescence. Thus, a new tool for study of Alzheimer's disease (AD) through 
unlabeled imaging was developed. 

Apart from the fluorescence background signal from outside the focal plane, the 
autofluorescence of biological tissue also interferes with imaging quality during imaging of 
large samples of biological tissue. The autofluorescence of biological tissue, and especially 
animal tissue, is very complex. Lipofuscin, collagen, etc., produce autofluorescence when 
stimulated by light, which interferes with the target signal. The aldehyde group carried by the 
aldehyde reagent used to fix samples during histological treatment also reacts with the amino 
acids or proteins in the tissue to form a new fluorescent substance, increasing the background 
fluorescence. To solve this problem, we not only considered different optical tomography 
principles to obtain images with high signal-to-back ratios, but also employed Sudan black B 
(SBB) in the sample embedding to reduce the background fluorescence [109,110]. Hence, the 
imaging quality of the fluorescence-labeled samples was further improved. SBB is a lipid 
soluble lysochrome diazo dye with strong light absorption characteristics in the visible 
spectral range. Because of this property, SBB can easily penetrate brain tissue with organic 
solvents and bind to lipids in the tissue. Experimental results have shown that this method is 
effective for further background suppression. 
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4. Applications 

Comprehensive characterization of neuronal cell types, their distributions, and connectivity 
patterns is critical for understanding the properties of neural circuits and their behavior 
generation mechanisms. Using MOST technology, researchers can study a biological process 
in the context of its 3D environment, identify rare events in large tissue volumes, and trace 
cells and cell−cell interactions over large distances. In this section, various applications of 
MOST technology are presented and discussed. 

4.1 Cytoarchitecture for brain organization and neuron compartments 

Understanding the organization of the brain and its neuronal compartments is crucial for 
neuroscience research. One of the most fundamental requirements is a method of capturing 
the cytoarchitecture of the brain tissue. A whole-brain cytoarchitecture map can also provide 
a standard atlas for revealing the basic characteristics of certain brain areas or subareas. 

In conjunction with the MOST system, we have used Nissl and propidium iodide (PI) 
staining methods to acquire 3D mouse and rat whole-brain atlases [36,53]. The Nissl staining 
results could provide brains of a variety of animal species with a standard reference atlas for 
areal landmarks identification [53]. The PI staining can be conducted in real-time when 
performing fMOST imaging in resin-embedded samples labeled with green or yellow 
fluorescent protein (GFP or YFP, respectively) [36] (Fig. 5). Thus, in our previous studies, 
Nissl-like cytoarchitecture information for quantitative analysis was successfully obtained for 
each imaged brain. Moreover, as Nissl staining of large whole-mount samples has limited 
feasibility, PI staining combined with the BPS imaging may provide an alternative and readily 
method for mapping brain cytoarchitectonic atlases of primates specimens. 

 

Fig. 5. Visualization of Thy1-GFP mouse brain using fMOST. (a) Top view of GFP 
expression. (b) Top view of propidium iodide (PI)-counterstained cytoarchitecture. (c) Merged 
images of GFP-labeled neurons (green) and PI-stained cells (red). 
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4.2 Quantitative distributions of specific neuron types 

Brain cells are composed of diverse genetic-specific neuron types. Each neuron type, with 
high probability, plays distinct connectivity and functional role in the brain network, and 
usually possesses specific cell areal distributions and unique anatomic features, such as the 
soma shape. Our serial of fMOST systems can feasibly image the whole-brain distributions of 
specific cell types [42,43]. 

Through combination with transgenic Cre mouse lines and reporter lines, we have used 
fMOST system to map the brain-wide cell distributions of genetic-specific neuron types 
[42,43]. By employing the NeuronGPS tool [111] for automatic soma detection and the self-
registered cytoarchitecture atlas obtained via PI staining, quantitative cell distribution data 
could be achieved in 3D on the whole-brain level. Figure 6 shows the brain-wide distribution 
patterns of CRH-positive neurons across different areas and subareas. The distribution maps 
of other genetic-specific neuron types of interest can also be acquired through the same 
method. 

 

Fig. 6. Sagittal reconstruction of maximum intensity projections of CRH-IRES-Cre:Ai3-EYFP 
mouse brain. The projection thickness is 100 μm. (a1)–(a5) Enlarged views of white square 
boxes in sagittal image. The dimensions of (a1)–(a5) are 496 × 496 × 100 μm3. 

4.3 Brain long-range projectomes 

Imaging the long-range projections among brain areas is one of the most substantial goals of 
brain connectivity research [47]. The resultant maps can reflect the pathways and targets of 
information transfer in the brain. 

The fMOST series of systems can map neural circuits across different areas (Fig. 7). By 
combining anterograde adeno-associated virus (AAV) labeling and the fMOST whole-brain 
imaging, neuron projection patterns of distinct brain areas can be feasibly achieved [36]. 
Figure 7 shows the overall neuron axonal fiber distributions of the ventral tegmental area 
(VTA) in the mouse brain. This study describes the region-level connectivity or gross 
projections in different regions of VTA neurons. In future, systematic mapping of the 
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projecting patterns of specific function-related brain areas will further facilitate our 
understanding of the brain circuit connection and function mechanisms. 

 

Fig. 7. Dorsal view of 3D reconstruction of brain-wide projection labeled with AAV vectors 
expressing GFP and imaged by 2p-fMOST. 

4.4 Complete single neuron morphology on brain-wide scale 

Single neurons are the basic composing units of the brain network and can be classified into 
diverse neuron types based on their different molecular, functional, and connecting features. 
Morphology is one of the most intuitive depictions of neurons that reflects their input-output 
connectivity; therefore, the imaging, characterization, and quantification of their complete 
and fine structures at single-neuron level will greatly facilitate our identification and 
classification of anatomic neuron types. Anatomic neuron types can be described by their 
location, morphology, and connectivity. 

To this end, fMOST techniques have enabled imaging and reconstruction of the complete 
morphology of single neurons, whether long-range projection neurons [34] or complex-
morphology interneurons [101]. With subcellular imaging resolution, the single-neuron axons 
of sparsely labeled fluorescent samples over the brain-wide space can be discriminated and 
completely traced (Fig. 8). Further systematic and quantitative study of single-neuron 
projecting targets and fiber distribution patterns of molecularly or physiologically specific 
neurons will potentially provide an ultimate, perfectly structured wiring map for the brain 
network. 

 

Fig. 8. Morphological reconstructions of individual pyramidal neurons. Different colors 
represent different cells: (a) top view, (b) sagittal view. 
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4.5 Molecular identification of neural individuals 

For neuron circuit investigation, multiple kinds of information are needed simultaneously. To 
facilitate various whole-brain labeling and imaging schemes, researchers are eager to combine 
morphological, distribution, and molecular phenotype information to achieve a thorough 
understanding of the specific neurons. Various whole-mount immunostaining techniques 
[20,26,27,29] may satisfy requirements to some extent; however, their reliability is limited by 
the need for extra-long-term tissue treatment. Moreover, the cost of a large amount of 
antibodies is too high. Therefore, we designed an automatic slice collecting device [37]. The 
high efficiency of this device enables selection of fluorescent-positive slices for subsequent 
immunostaining to capture native molecular information, such as c-Fos expressions, or to 
obtain gene expression information through in situ experiments. Figure 9 shows the workflow 
for whole-brain cell distribution mapping of c-Fos expression changes after electric foot 
shock stress modeling [112]. Significant changes are apparent in the lateral septal nucleus, 
bed nucleus of the stria terminalis, medial preoptic nucleus, paraventricular hypothalamic 
nucleus, and central amygdaloid nucleus areas. As only the slice of interest is selected for 
immunostaining, the staining difficulties and sample treatment time and costs are greatly 
reduced. 

 

Fig. 9. c-Fos expression changes after foot shock stress modeling. (a) Significant changes in c-
Fos expression levels in main brain areas. The middle and right columns show the groups 
without and with foot shock treatment, respectively. The left column shows the corresponding 
brain areas. Brain areas: LS, lateral septal nucleus, BNST, bed nucleus of the stria terminalis, 
MPO, medial preoptic nucleus, PVN, paraventricular hypothalamic nucleus, CEA, central 
amygdaloid nucleus (b) Automatic storage of imaged tissue slices in perforated plate. (c) Anti-
c-Fos immunostaining result for paraventricular hypothalamic nucleus. The scale bars in (a) 
and (c) are 200 and 100 μm, respectively. 

4.6 Blood vascular network 

The brain is an organ rich in blood vessels, and a quarter of the body's total oxygen 
consumption is used to maintain nerve activity. Common brain diseases, such as stroke, AD, 
and tumors, are also accompanied by abnormal cerebral vascular structures. Cerebral blood 
vessels are characterized by tortuosity and changeability, and blood vessels are usually 
interlaced with each other; thus, a 3D image is required to represent the complex vascular 
anatomy. 

The authors’ research group has established a technical system for acquisition, processing, 
and analysis of cerebrovascular data based on five mouse whole-brain data sets obtained via 
MOST (about 10,000 coronal surfaces were collected in each brain and the total data set of 
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the five brains had a size of about 10 TB) [44,45]. Detailed cerebrovascular maps spanning 
the brain were constructed, including arteries, veins, arterioles, and venules (Fig. 10). This 
study not only reconstructed the whole vascular network in three dimensions, but also used 
the cytoarchitecture of the same mouse brain to realize stereotactic localization of the 
vascular branch starting points at single-cell level. With the aid of high-resolution vascular 
reconstruction data, many previously unreported venous branches were found and named 
according to the common naming rules. Further quantitative analysis of the connectivity and 
blood supply relationship between arterial and venous vessels and brain regions will facilitate 
intuitive understanding of arterial blood transport to specific brain regions/nuclear groups 
through specific vascular branches, and collection and gathering of venous blood after energy 
supply. The constructed atlas will constitute an important basic resource database for study of 
brain functions and disease. 

 

Fig. 10. Dorsalateral view of vascular network in Nissl-stained mouse brain. Red and blue 
represent arterial and venous networks, respectively. 

4.7 Label-free visualization of Alzheimer’s pathology distribution 

Neurological and psychiatric diseases usually induce brain-wide changes. Among them, AD 
causes production of amyloid plaques that change their shapes and distributions with 
pathological evolution. 

Using the endogenous fluorescence contrast provided by senile plaques, Luo et al. [63] 
developed a cryo-MOST method that realized label-free optical imaging of senile plaques in 
transgenic AD mouse brains. Label-free brain-wide visualization of Alzheimer’s pathology 
distributions and morphologies may be useful for quantitative study of neurodegenerative 
disease mechanisms and for drug efficacy evaluation. Figure 11 shows the coronal 
distributions of amyloid plaques in the hippocampus. Compared to the work of Whitesell et 
al. [113], in which methoxy-X04 injections were employed for amyloid plaque labeling, the 
cryo-MOST method could provide more realistic and objective results showing the overall 
distributions and shapes of amyloid plaques in the brain. Furthermore, sample cryo-fixation is 
simple and easy, with no sample deformation, in contrast with chemical fixation methods. 
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the imaging throughput. In addition, development of efficient 3D optical imaging methods 
with the aid of computational imaging, especially machine learning and other technology, 
also merits attention. We believe that, with continuous breakthroughs in whole-brain optical 
imaging technology, the human brain will eventually be revealed. 

In this review, we summarized the development of MOST in multiple contexts, including 
sample labeling and preparation, imaging requirements, and technological development, as 
well as typical brain science applications. Finally, we discussed future technological 
challenges. We hope this review will elucidate the field of whole-brain optical imaging and 
make it possible to better serve brain research as a powerful tool. 
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