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Abstract

The associative memory, water-mediated, structure and energy model (AWSEM) has been 

successfully used to study protein folding, binding, and aggregation problems. In this work, we 

introduce AWSEM-IDP, a new AWSEM branch for simulating intrinsically disordered proteins 

(IDPs), where the weights of the potentials determining secondary structure formation have been 

finely tuned, and a novel potential is introduced that helps to precisely control both the average 

extent of protein chain collapse and the chain’s fluctuations in size. AWSEM-IDP can efficiently 

sample large conformational spaces, while retaining sufficient molecular accuracy to realistically 

model proteins. We applied this new model to two IDPs, demonstrating that AWSEM-IDP can 

reasonably well reproduce higher-resolution reference data, thus providing the foundation for a 

transferable IDP force field. Finally, we used thermodynamic perturbation theory to show that, in 

general, the conformational ensembles of IDPs are highly sensitive to fine-tuning of force field 

parameters.
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1. INTRODUCTION

Intrinsically disordered proteins (IDPs) and structured proteins containing intrinsically 

disordered regions (IDRs) are ubiquitously found in the proteomes of higher organisms. 

These elements carry out a variety of critical biological functions despite their structurally 

disordered nature.1–7 Extensive progress in investigating IDPs in the past 20 years has 

highlighted the limits of the classical fixed structure−function paradigm of molecular 

biology,8 suggesting a number of new mechanisms, including “coupled folding and binding” 

along with others.9–14 While many studies treat IDPs as conformational ensembles having 

no well-defined secondary and tertiary structures, it has more and more been recognized that 

certain types of structural order are in fact encoded in the overall disordered state.15–20 

Hence, numerous experimental studies, employing solution-based techniques, such as 

nuclear magnetic resonance (NMR)21 and small-angle X-ray scattering (SAXS),12 have 

investigated various classes of IDPs. Generally, these methods provide only ensemble 

averaged measurements, although more recently complete distributions of structural 

variables have become available through single-molecule observations based on Förster 

resonance energy transfer (FRET).22 Nevertheless, it remains challenging to capture 

experimentally the detailed structural dynamics of IDPs. To address this blind spot, and also 

help guide further experiments, computational approaches have come to play an increasingly 

important role, in illuminating the molecular nature of IDPs’ conformational ensembles.
16,17,23,24

Different computational methodologies have been used to study IDPs, including models that 

require specific experimental inputs as well as de novo molecular dynamics (MD) 

simulations at the all-atom level which do not use experimental data.25–27 Methods such as 

the energy-minima mapping and weighting method (EMW),28 ASTEROIDS,21 and the 

ENSEMBLE program29 usually take experimental constraints to generate a best-fitted IDP 

ensemble through back-calculations from specific experiments on each system. These 

methods almost exclusively rely on fitting the experimental data, using only relatively 

simple energy functions to describe the chain. In contrast, traditional atomistic MD 

simulations attempt to model IDPs at the same high structural resolution employed in 

developing X-ray crystal structures. De novo approaches provide the possibility of 

discovering new conformations of completely unexpected types. Yet, obtaining adequate 

statistical sampling of the configuration space of IDPs by means of purely atomistic MD 

simulations is quite challenging, requiring very long runs at high computational expense. 

These studies have also already given the impression that atomistic force field inaccuracies 
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are significant with regard to modeling IDPs.30–33 Coarse-grained (CG) models, on the other 

hand, replace atomistic details with a coarser description that can be more rapidly simulated. 

By having a higher computational efficiency, coarse-grained models dramatically broaden 

the exploration of the conformational space of IDPs and IDRs.34–40 Most of the earlier CG 

models used for IDP simulations have employed generic polymer physics approaches and 

have been neither systematically benchmarked against experiments reporting on the 

properties of the structural ensembles sampled by IDPs nor, alternatively, benchmarked 

against comprehensive atomistic simulations. Therefore, it is desirable to develop a 

transferable CG force field for IDPs that aims to reproduce the salient structural features of 

IDPs, namely, the extended geometry of the chain and the nature of their conformational 

disorder, in particular, by taking into account sequence-specific effects.

We might ask: Why has it been so hard to model “intrinsically disordered proteins”? There 

are two fundamental reasons arising from their statistical physics:

First, “intrinsic disorder” implies, by its definition, large fluctuations in structure. If one 

were to use thermodynamic perturbation theory to treat any errors in individual terms in the 

force field as perturbations on the perfect model, one would see that the sensitivity of any 

average structural feature to small errors in the potential directly depends on the correlated 

fluctuations in the unperturbed ensemble of those structural features to be monitored and the 

energetic error terms (which are themselves structural variables!). Thus, ipso facto, intrinsic 

disorder with its large structural fluctuations then implies there will be high sensitivity of the 

average structure of an IDP to modeling errors.

Second, sequence disordered polymers exhibit many phase transitions that all meet near 

multiple points in the phase diagram: collapse, folding, liquid crystal order, etc.41 Making a 

small error in the force field that fails to locate properly which part of the diagram the 

molecule actually is in thus has big consequences. This difficulty is unlike what happens for 

simulations of well-ordered globular proteins where it can be assumed, at the start, that the 

system is weakly fluctuating in the fully ordered part of the phase diagram and thus in the 

most insensitive part of the phase diagram! Simulations can be started in near native 

conformations, biasing the system to fluctuate less for example. Remember that Pauling was 

led to the main themes of secondary structure in well-ordered proteins without even 

considering such important forces as hydrophobicity! His force field was poor, but his 

structures were excellent.

At the same time that we see that the structure of an intrinsically disordered protein must be 

sensitive to the details of the force field owing to the big fluctuations of IDPs, likewise 

thermodynamic perturbation theory by the same token also suggests that the thermodynamic 

consequences of making these structural errors are small because the system is soft! In other 

words, there will be entropy/energy compensation. In this way we see that very often less 

than perfect structural simulations will still get the global mechanism right due to 

compensating contributions. Biology and thermodynamics can forgive modest modeling 

errors.
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The associative-memory, water-mediated, structure and energy model (AWSEM),42 which 

has been successfully applied to study globular protein folding,42 protein recognition and 

binding,20,35 aggregation,43 membrane proteins,44,45 protein−DNA association, and 

functional transitions,46–48 provides a promising opportunity for predictive simulations of 

IDPs. It is a coarse-grained model that has been developed using concepts from the energy 

funnel theory of folding of globular proteins and structural data on well-folded proteins. It 

contains both physics-based potentials and bioinformatics-motivated local structural biasing 

terms.49 The synergy among the biophysical and bioinformatic potentials provides the 

needed flexibility for AWSEM’s further development to simulate IDPs. For instance, 

specific potential terms can be tuned to regulate the formation of protein secondary or 

tertiary structures. The local structure biasing term can be drawn from diverse data sources 

including experiments42 or from in silico simulations of more elaborate fully atomistic 

models.50,51

In this article, we introduce “AWSEM-IDP”, a new coarse-grained model specialized for 

simulating IDPs. It is based on the standard AWSEM, but three major changes have been 

made: (1) the weights of the hydrogen bonding potentials have been modified to reflect the 

reduced propensities for secondary structure formation characteristic of IDPs; (2) the local 

fragment library is derived from either IDP experiments or structural ensembles obtained 

from atomistic simulations; (3) a novel radius of gyration (Rg) term is added into the 

AWSEM Hamiltonian to regulate finely the collapse of the chain, enabling delicate control 

of its size fluctuations. We tested the performance of AWSEM-IDP on two examples: the H4 

histone tail (H4 tail) and ParE2-associated antitoxin 2 (PaaA2). H4 tail is 26-residues long 

and largely lacks any secondary structure. PaaA2 is 71-residues long but has clear secondary 

structural elements in an extended chain geometry. Both sets of simulations show significant 

agreement between the AWSEM-IDP generated ensembles and the corresponding 

experimental measurements or atomistic simulations. We also carried out energy landscape 

analysis of these IDPs, comparing the energy distributions with those found for globular 

proteins. Finally, we used thermodynamic perturbation theory to calculate how IDPs’ 

structural propensities depend on the details of the potential, finding the responses of 

structural variables to force field perturbations are at least an order of magnitude larger than 

the same responses for globular proteins.

All together, this study introduces AWSEM-IDP as a transferable model for simulating 

various types of IDPs, whose computational efficiency allows broad, well-converged 

sampling of the disordered ensemble. It should be particularly useful for simulating mixed 

biomolecular complexes that contain IDPs or IDRs along with well-folded structural 

segments.

2. METHODS

2.1. AWSEM-IDP Hamiltonian.

AWSEM-IDP is a specialization of AWSEM,42 a coarse-grained protein force field, where 

each amino acid is represented by the positions of Cα, Cβ (H for glycine), and O atoms. The 

coordinates of other heavy atoms are calculated following the ideal peptide geometry. The 
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total Hamiltonian of AWSEM-IDP, which largely coincides with that of AWSEM, is given 

below

V totalIDP
= Vbackbone + Vcontact + Vburial + VHbond′ + VFM′
+ VRg

(1)

where Vbackbone ensures a proteinlike backbone connectivity and stereochemistry. Vcontact 

and Vburial describe water- and protein-mediated tertiary interactions and also the 

preferences for each amino acid to be buried or exposed. Detailed definitions of the first five 

terms are provided in the references.42,49 In this work, we report on tuning the parameters 

for the VHbond′  and VFM′  terms for IDP simulations, hence denoting these terms with a single 

prime notation. We also introduce here a new VRg
 term, which allows for the control of the 

collapse and the size fluctuations of an IDP chain. In the following subsections, these three 

terms are introduced in greater detail.

2.2. Hydrogen Bonding Potential.

VHbond′  is a sum of three hydrogen bonding terms, as shown in eq 2

VHbond′ = λβ′ V β + λP−AP′ VP−AP + λhelical′ Vhelical (2)

where Vβ favors formation of well-structured hydrogen bonding networks in β-sheets, 

VP−AP enables a protein chain to adopt approximate parallel or antiparallel β-sheet 

conformations before more detailed hydrogen bonds are fully formed, and Vhelical controls 

the formation of hydrogen bonds in α-helices. λβ′ , λP−AP′ , and λhelical′  indicate the 

corresponding weights of these potentials. These terms have been described in detail else-

where.42,49

IDPs show a lesser propensity to form secondary structure elements than do globular 

proteins. Collapse itself tends to increase secondary structural content.41 Doubtless, the 

tendency to form secondary structure is also reinforced by minimally frustrated correlation 

between secondary and tertiary inter-actions.41,52–54 In our test simulations, we found that, 

with the default VHbond setup, IDPs already tend to form more stable secondary structures 

than are seen in experiments. Therefore, while for AWSEM-IDP we kept the functional 

forms of these hydrogen bonding terms, we have recalibrated the relative weights of these 

terms, namely, λβ′ , λP−AP′ , and λhelical′ , such that the resulting α-helix and β-sheet propensities 

are more appropriate for IDPs and IDRs (see Supporting Information for further details of 

this calibration).

2.3. Fragment Memory Potential.

VFM′  is a bioinformatics fragment memory (“FM”) potential that structurally biases short 

fragments of the protein chain, typically 3−9 residues at a time, toward conformations that 
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are based on “memory” structures. In AWSEM the latter memory terms have been selected 

by matching the fragment sequence to sequences of proteins in the globular protein 

structural database, usually selected from the (see Figure 1)

VFM′ = − λFM′ ∑
m

∑
i j

exp −
ri j − ri j

m 2

2σi j
2 (3)

In eq 3, the outer summation is carried out over aligned fragment memories, while the inner 

summations are carried out over all possible pairs of Cα and Cβ that are separated by two or 

more residues. rij is the distance between the ith Cα and jth Cβ atom in the target sequence, 

and ri j
m is the corresponding distance in the memories. σij=|i − j|0.15 is the tolerance factor for 

gauging similarity between two distances. λFM sets the overall weight of the FM term.

As shown in Figure 1, the fragment memory library in the standard form of AWSEM is 

constructed from structures in the PDB database, with the specific memory conformations 

selected on the basis of the similarity between the target sequence and the individual 

memory sequences. This approach is not optimally suited for studying IDPs or the 

disordered regions in globular proteins,42 because most structures in the PDB, which serve 

as templates for potential fragment memories, belong to globular proteins having a 

significant amount of secondary structure that has been partially induced by the supporting 

tertiary structure. This bias, in turn, typically will result in overestimation of secondary 

structure formation in IDPs or IDRs. Therefore, in AWSEM-IDP we have decided to rely 

instead on taking fragment memories either from the representative snapshots of the target 

protein carried out using atomistic simulations, similar in spirit to the way it was done in 

atomistic AWSEM,51,55 or by taking them from the experimentally obtained structural 

ensembles for these peptide fragments, since these ensembles are expected to describe more 

accurately the realistic conformational details.56

2.4. Rg Potential.

The standard AWSEM can accurately predict the size of globular proteins. However, for 

some disordered proteins highly extended in physiological conditions, the AWSEM 

Hamiltonian tends to overcollapse the IDP chain, especially for longer ones. To remedy this 

deficiency, we propose a new VRg
 term in AWSEM-IDP in the following expression

VRg
=

DN + α Rg − γRg
0 2

1 + β Rg − Rg
0 4 (4)

where N is the number of residues in the target sequence and Rg
0 is the desired value for the 

average of the radius of gyration, which typically can be determined by related experiments 

such as FRET or SAXS. α and β modulate the width of the VRg
 curve, thus modulating the 
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degree of allowed fluctuation in degree of collapse. The depth of the potential is controlled 

by D is a scaling factor to fine tune the sought after average compaction.

The major advantage of this potential over the more commonly used alternatives, such as 

harmonic or Morse potentials for the radius of gyration, is the ability of this term to sculpt 

more flexibly the potential profile (Figure 2). In particular, this potential allows the 

simulated chain to overcome the unrealistically large energy barriers for expansion of the 

chain that arise from the harmonic well much in the way the Morse potential does. The chain 

collapse potential therefore allows accessing extended chain conformations characteristic of 

IDPs, while separately controlling the extent of the fluctuations at the bottom of potential 

profile. In this way, eq 4 goes beyond what can be done with the Morse potential. The width, 

depth, and slope of the VRg
 can all be carefully adjusted to regulate both the general collapse 

and the distribution of accessible conformations of the IDP chain. Hence, this potential 

could be useful not only in IDP simulations, but also in computational studies of various 

other biological and artificial polymer chains, where more precise control of collapse 

dynamics is needed.

2.5. Force Field Parametrization.

We used a two-step protocol to calibrate the modified and new parameters in AWSEM-IDP. 

Since VHbond′  and VFM′  both account for local structure, these two terms were parametrized 

first. After local secondary structures were reproduced sufficiently and faithfully close to the 

targets from atomistic simulations or experimentally determined structural ensembles, the 

parameters in VRg
 were subsequently optimized. The parameters obtained for the 

VHbond′ , VFM′ , and VRg
 terms in the current model are listed in Table 1. A detailed 

description of the parametrization procedure is provided in the Supporting Information.

2.6. Testing Models.

The wild-type N-terminal H4 histone tail (H4 tail) and ParE2-associated antitoxin 2 (PaaA2) 

are both well-studied IDPs with important biological functions in regulating eukaryotic 

chromatin folding57,58 and prokaryotic cell growth and death,59,60 respectively (Figure 3). 

These two IDPs were chosen as the test systems to evaluate the performance of AWSEM-

IDP because they have quite distinct chain lengths, with rather different characteristics of 

their respective conformational ensembles. The H4 tail is relatively short, with a small 

fraction of secondary structure elements, while PaaA2, on the other hand, is a longer IDP 

and is more extended with two preformed α-helices. The specific parameters for these 

targets are listed in the Supporting Information.

2.7. Simulation Details.

We performed all molecular dynamics simulations using the open-source simulation package 

LAMMPS (Feb 2016 version), in which both the original AWSEM and AWSEM-IDP codes 

have been implemented.42 We used nonperiodic shrink-wrapped boundary conditions and 

the Nose−Hoover thermostat. The simulation time step was set at 2 fs. We unfolded the 

initial structure at 800 K to generate a random peptide chain as the initial conformation and 
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then slowly cooled down the system from 800 to 300 K over 5 × 105 time steps. Then, we 

ran 10 production simulations at 300 K for 1.5 × 107 time steps, recording snapshots every 

1000 time steps. The first 5 × 106 time steps of trajectories were discarded as the 

equilibration phase. All the analyses reported below are based on the final 1 × 107 time 

steps. The convergence of all simulations was confirmed by the root-mean-square inner 

product analysis61 (see Supporting Information, including Figure S1, for details).

2.8. Analyses.

Since AWSEM is based on a coarse-grained (CG) representation of amino acids, we 

converted the CG beads into more elaborate atomistic representation based on ideal peptide 

backbone geometry.42 We determined secondary structure assignments in simulations by 

STRIDE62 implemented in VMD (version 1.9.2). We also calculated the radius of gyration 

(Rg) and end-to-end distance (De2e) of structures in the ensembles as global structural 

metrics using Cα atom coordinates.

Particularly for PaaA2, we compared our simulations with the NMR and SAXS 

experimental results that are available online.63 We determined the secondary structure of 

PaaA2 from NMR chemical shift data from the BioMagResBank database64 (BMRB entry: 

18841) with the δ2D method,65 which translates a set of chemical shifts into probabilities of 

secondary structure elements. We also computed theoretical SAXS intensities from 

simulations with CRYSOL (version 2.8.2)66 and compared these with experimental results.

To measure the heterogeneity of ensembles, we employed the distribution of pairwise 

structural overlap values: q. This pairwise q quantifies the structural similarity between any 

two conformations, and the formula for pairwise q between structure i and j is given by

qi j = 1
Npairs

∑
a, b

exp −
rab

i − rab
j 2

2σab
2 (5)

where rab
i  represents the Cα distance between residues a and b for structure i, σab = (1+ |a − 

b|)0.15 is the resolution of this metric, and Npairs is the number of a and b pairs summed for 

all possible choices. The range of pairwise q is from 0 to 1, with the higher values indicating 

stronger structural similarity between conformations. Hence, the shape of the pairwise q 
distribution reflects the heterogeneity of the corresponding structural ensemble. Pairwise q 
distributions have been used to elucidate the intrinsic conformational preferences and the 

structural heterogeneities of histone tail conformation ensembles in previous simulation 

studies.16,17

3. RESULTS AND DISCUSSION

We first describe the results of AWSEM-IDP calculations for the two test systems, H4 tail 

(Section 3.1) and PaaA2 (Section 3.2), comparing our results with either atomistic 

simulations or experimental data. In the third subsection, we then characterize the secondary 
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and tertiary structural properties of the H4 tail and PaaA2 and some well-folded globular 

proteins from the energy landscapes perspective (Section 3.3).

3.1. Coarse-Grained Simulations of H4 Tail.

We first applied AWSEM-IDP to the H4 histone tail, which is 26-residues long, and has no 

prominent secondary structure elements (Figure 3). Winogradoff et al.18 previously 

performed atomistic replica-exchange molecular dynamic (REMD)67 simulations of the H4 

tail at 300 K for 6 μs in total, using the amber99SB*68 and ions9469 force fields with the 

TIP3P water model. We randomly selected 100 conformational snapshots from those 

atomistic simulation trajectories to construct the fragment memory database for AWSEM-

IDP.

We characterized the distribution of the chain sizes as measured by the radius of gyration, 

Rg, of the H4 tail, calculated from both the atomistic18 and the AWSEM-IDP simulations 

(Figure 4A). The average Rg value from AWSEM-IDP (8.2 ± 0.8 Å) reproduces its atomistic 

simulation counterpart (8.6 ± 1.4 Å) well. Furthermore, the Rg probability distributions from 

atomistic and AWSEM-IDP simulations significantly overlap. Both distributions exhibit 

long tails stretching toward larger Rg values that correspond to extended chain 

conformations. Note that the Rg biasing potential, introduced in this work, provides enough 

flexibility to control the complete Rg distribution, not only the average value of the radius of 

gyration, enabling more accurate modeling of the H4 tail in more extended conformations. 

Interestingly, histone tails are known to change their degree of chain condensation 

throughout the cell cycle.16–18,70–72 By tuning the Rg potential, we can thus nudge histone 

tails to explore specific regions of chain extension (Figure S2), providing a basis for more 

accurate coarse-grained modeling of polynucleosomal arrays in future studies.

We examined the heterogeneity of the structures sampled in AWSEM-IDP and all-atom MD 

simulations by measuring the distributions of the pairwise q (Figure 4B). A similar level of 

structural heterogeneity was found in both the atomistic and the AWSEM-IDP simulations. 

The average pairwise q obtained from AWSEM-IDP (0.33 ± 0.07), however, is slightly 

larger than that found from atomistic MD (0.27 ± 0.07), possibly resulting from AWSEM’s 

tendency to overstructure protein chains.73

In addition to comparing the global characteristics of chain conformations, we also analyzed 

the local propensities for the secondary structure formation. Because the H4 tail is 

intrinsically disordered, lacking well-defined secondary structure,16–18 we used the 

combination of coil and turn probabilities as a metric of local structural disorder and 

heterogeneity (Figure 4C). This comparison indicates that AWSEM-IDP replicates the 

amount of flickering secondary structures observed in atomistic simulations with a relatively 

high fidelity. In both atomistic and AWSEM-IDP simulations, the coil + turn probabilities 

fluctuate around 90%. This particularly high level of disorder is not surprising because of 

the high proportion of positively charged (lysine and arginine) and flexible (glycine) 

residues in the H4 tail amino acid sequence (Figure 3A). Overall, these comparisons reveal 

robust agreement between the conformational ensembles sampled by atomistic simulations 

and those sampled by AWSEM-IDP simulations. In particular, the results obtained from 
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AWSEM-IDP simulations of the H4 histone tail more faithfully reflect the atomistic results 

than do those found using the standard AWSEM force field (Figure S3).

3.2. Coarse-Grained Simulations of PaaA2.

We also tested the performance of AWSEM-IDP on another disordered protein, PaaA2. 

PaaA2 is relatively longer (71 residues) than H4 histone tails and has more stable secondary 

structural elements, namely, two α-helices (Figure 3B). Sterckx et al.63 calculated a PaaA2 

ensemble based on NMR and SAXS experimental results. We used all 50 structures from 

their ensemble as the fragment memory library in our subsequent simulations.

We first analyze the AWSEM-IDP sampled ensemble by projecting the conformational 

space onto two collective variables, Rg and end-to-end distance (De2e) (Figure 5A). The 

resulting two-dimensional landscape topography reveals three well-connected 

conformational basins (labeled as i, ii, and iii in Figure 5A), with moderate energy barriers 

of ∼2 kBT, suggesting high conformational lability.

To quantify further the simulation results, we compare the locations of the free energy basins 

to those inferred from theexperimentally guided structural ensemble.63 All three free energy 

basins are located along the average Rg (20.8 ± 3.2 Å) of the latter ensemble (the vertical 

green dotted line in Figure 5A), showing consistency between the chain dimensions of the 

simulated and experimental ensembles. The experimentally guided structural ensemble gives 

the range 30−62 Å for the end-to-end distance De2e, covering the largest free energy basin 

explored by AWSEM-IDP. The average value 46.0 Å is marked with a horizontal green 

dotted line in Figure 5A. Notice that the two other free energy basins have lower De2e values 

than the experimental reference. This again could arise from the tendency of AWSEM to 

overcollapse, or it represents subpopulations that are too small for experiments to see.

Beyond global analyses of the chain conformations, we also looked into the local structural 

details of ensemble members. The PaaA2 experimental ensemble63 indicates two prominent 

α-helices, connected by a highly flexible loop (Figure 3B). This topology is important for 

carrying out some of the significant biological functions of PaaA2, such as the molecular 

recognition driving toxin inhibition.63,74 To analyze this structural feature, we calculated the 

average α-helical tendency of all the PaaA2 residues along the simulation trajectory. As seen 

in Figure 5B, PaaA2 has two well-defined α-helices in AWSEM-IDP simulations (shown in 

red). Moreover, both the positions and structural probabilities of these helices are 

quantitatively consistent with those in the experimental ensemble (green), as well as with the 

helical probabilities calculated directly from the NMR chemical shifts data63 by the δ2D 

method65 (blue). This agreement suggests that AWSEM-IDP can reproduce reasonably well 

the local structural details obtained from experimental measurements. By contrast, in the 

standard AWSEM simulations, the first helix comes out as too long in comparison to the 

NMR determination (Figure S5B). Reducing the weight of the helical structure formation 

term λhelical′  in AWSEM-IDP is apparently necessary to improve the modeling of secondary 

structures of disordered proteins. Besides the experiment-guided ensemble and NMR 

chemical shifts signal, we also compared the simulation results to the SAXS experimental 

data63 (Figure 5C). The experimental and simulated curve overlap with high precision for s 
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< 0.10 Å−1. For greater s, the small deviations indicate less extended structures in 

simulations than those found in experiments. The slopes of the Guinier plot (log(I(s)) versus 

s2) show similar global structures in experimental and simulated ensembles with close Rg 

values. This comparison indicates both ensembles have similar global size.

3.3. Analyzing IDPs from the AWSEM-Specific Energy Landscapes Perspective.

We discuss and quantify in this section the role of those AWSEM-IDP energy terms that 

provide the most important contributions to the formation of secondary and tertiary 

structure. In the AWSEM-IDP Hamiltonian, the formation of protein secondary structures 

primarily results from the effects of two potential terms, VHbond and Vrama. VFM also 

commonly contributes to local structure formation, but we must remember the fragment 

memories for IDPs do not necessarily carry directly the signals for conventionally well-

defined helical or extended secondary structure. Residual tertiary interactions in IDPs, on the 

other hand, arise largely from the terms Vcontact and Vburial, where Vcontact indicates water-

mediated or protein-mediated interactions between pairs of amino acids distant in sequence, 

and Vburial governs the burial preference a particular residue. We define the secondary and 

tertiary average energies per residue using eqs 6 and 7 as

Esecondary = 1
N V rama + VHbond (6)

Eteritary = 1
N Vcontact + Vburial (7)

Following these definitions, we calculated ⟨Esecondary⟩ and ⟨Etertiary⟩ for H4 histone tail and 

PaaA2, along with these analyses for two globular proteins (PDB: 1R69, 1UBQ) and one 

mostly globular protein with a disordered tail (PDB: 1UZC). These data are plotted in Figure 

6. As one could have anticipated, both the H4 histone tail and PaaA2 have higher 

⟨Esecondary⟩ and ⟨Etertiary⟩ than the three ordered proteins. Between the two IDPs, PaaA2 has 

lower average secondary structure energy compared with that of the H4 tail. The average 

tertiary energy of the H4 tail is approximately equal to PaaA2, however, with similar level of 

fluctuations. This comparison suggests that PaaA2 and H4 tail may potentially belong to two 

different classes of IDPs: PaaA2 has stable secondary structural elements but is lacking 

tertiary organization, while H4 tail may be relatively collapsed but lacks stable secondary 

structures. 1R69 and 1UBQ, which are well-folded globular proteins, are characterized by 

lower secondary and tertiary structure energies than IDPs have, as expected. 1UZC, which 

has unstructured segments, shows correspondingly an intermediate behavior: low secondary 

structure energy but destabilized tertiary structure energy. Table S1 and Figure S6 elaborate 

on additional term-by-term contributions from other terms of the AWSEM Hamiltonian and 

also temporal evolution of Esecondary and Etertiary during MD runs.

We see that the analyses more or less correspond to our intuitions about the differences 

between IDPs and well-structured globular proteins. Still more telling differences can be 
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seen in the fluctuations and corresponding modeling sensitivities as monitored by 

susceptibilities or response functions. We calculate the sensitivities of the radius of gyration 

and the helical occupation probabilities. Both of these, as we have seen, can be monitored 

experimentally. The susceptibility of Rg to potential variation is computed as

χRg, Vκ
≡

σ Rg
∂γκ

= − β δRgδVκ (8)

while the sensitivity of helical occupations along the sequence

χhi, Vκ
= − β Ph, i − P δVκ (9)

can be computed on an individual residue basis (where Ph,i is an indicator function, being 1 

if the residue i is found in helical conformation, and 0 otherwise). Here, the AWSEM 

potential is assumed to have the following form

VAWSEM = ∑
κ

γκVκ (10)

where the Vk terms represent various types of interactions, and γk parameters indicate the 

corresponding weights. We see in Figure 7A that the Rg modeling sensitivities for the IDPs 

studied are more than an order of magnitude larger than those are for globular proteins. This 

seems to trace back to considerable sensitivity of secondary structure occupation to the 

model terms as shown in Figure 7B. We see that the fraying ends of helices in PaaA2 are 

especially sensitive to energy modeling errors. This is where the structure of this IDP 

fluctuates most strongly.

4. CONCLUSIONS

In this paper, we introduce AWSEM-IDP, a coarse-grained model tailored for modeling 

intrinsically disordered proteins. Two terms from the standard AWSEM Hamiltonian, 

VHbond and VFM, were modified, and one new term, VRg
, was added. Lowering the weight 

of VHbond diminishes secondary structure formation, thereby better representing the amount 

of secondary structure observed in IDPs. The VFM term can be constructed and tuned using 

the structural ensembles obtained from either experiments or long time scale atomistic 

simulations, allowing AWSEM-IDP to replicate accurately the known structural features of 

any given IDP. Finally, the new VRg
 term provides fine control over the chain’s global 

fluctuations, being important for reproducing the average chain radius as well as variance 

and tails of the Rg distribution that may be known either from experiments or atomistic 

simulations.

Wu et al. Page 12

J Phys Chem B. Author manuscript; available in PMC 2019 August 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



The quality of predictions from AWSEM-IDP will depend on the quality of the available 

experimental input data or the accuracy of atomistically generated ensembles. Experimental 

databases for IDPs, such as pE-DB,75 are rapidly evolving and will become more useful. We 

must bear in mind however that obtaining accurate descriptions of IDPs by atomistic MD 

simulations alone will remain a challenge, both due to the intrinsic sensitivity of IDP 

structure to force field error and the incomplete samplings of fully atomistic landscapes. In 

particular, our calculations of such sensitivities indicate an order-of-magnitude amplification 

of errors compared to globular proteins, which has profound implications in the context of 

recent attempts to improve atomistic force fields to better model IDPs and unfolded protein 

chains.

In summary, AWSEM-IDP enables the exploration of large conformational spaces of IDPs 

while still maintaining sufficient chemical accuracy. The present work should provide the 

foundation for simulating large protein complexes that include both ordered and disordered 

protein segments, such as nucleosomes.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
Schematic diagram of the fragment memory terms in AWSEM and AWSEM-IDP. In both 

AWSEM and AWSEM-IDP, the target sequence (green) is assigned into short local segments 

(red). Then structural fragments called “memories” (blue) are chosen to bias the local 

segment. The original forms of AWSEM search for fragment memories from the PDB 

database, while AWSEM-IDP utilizes NMR ensembles or atomistic simulation trajectories 

to construct the fragment library. The example sequence shown here is the amino-terminal 

domain of phage 434 repressor (PDB ID: 1R69).
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Figure 2. 
VRg

 potential introduced in this work allows for more powerful control of chain fluctuations 

of IDPs than the harmonic and Morse Rg potentials. The harmonic potential (orange) and 

Morse potential (green) tend to restrain Rg in a narrow energy well with a steep energy 

barrier away from the ideal Rg value. In comparison, VRg
 (blue) shows a shallow bottom and 

allows the chain to escape the restraint.
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Figure 3. 
Experimental structures and sequences of H4 tail and PaaA2. (A) X-ray crystallography 

structure of H4 tail in the context of the encompassing nucleosomal particle (PDB ID: 

1KX5). (B) NMR ensemble structure of PaaA2 (PDB ID: 3ZBE). Amino acid sequences are 

shown under the corresponding structures.
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Figure 4. 
AWSEM-IDP captures reasonably well the structural features of the H4 tail obtained from 

atomistic simulations. (A) The probability distributions of Rg indicate similar global overall 

properties of AWSEM-IDP (red) and atomistic (blue) simulated ensembles. Representative 

snapshots at the average Rg values of the corresponding distributions are displayed for the 

atomistic (blue) and AWSEM-IDP (red) simulations. (B) The probability distributions of 

pairwise q demonstrate a somewhat shifted, but roughly similar, level of structural 

heterogeneity in AWSEM-IDP and atomistic MD. (C) Local disordered secondary structural 

propensities (coil + turn) from atomistic and AWSEM-IDP results are close.
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Figure 5. 
AWSEM-IDP simulations agree well with experiments in the global and local structures of 

PaaA2. (A) The free energy landscape of PaaA2 is projected on the coordinates of Rg and 

De2e. The vertical and horizontal lines in the figure are the average Rg and De2e from the 

experimental ensemble calculated on the basis of NMR and SAXS data in Sterckx et al.63 

Representative structures are shown for the experimental ensemble (green) and for different 

basins in AWSEM-IDP simulations (red). (B) The two helical structures in both 

experimental ensemble (green) and δ2D calculation from NMR chemical shifts data (blue) 

are well-replicated by AWSEM-IDP simulations (red), with similar positions and 

probabilities. (C) The AWSEM predicted SAXS curves and the related Guinier plot (inset 

figure). Experimental errors are labeled in gray.
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Figure 6. 
Means and variances of AWSEM-specific energies corresponding to secondary and tertiary 

structures can efficiently demarcate protein disorder. The average energies and 

corresponding standard deviations for secondary and tertiary structures are shown for all 

simulated proteins (H4 tail, blue; PaaA2, green; 1UZC, red; 1R69, cyan; 1UBQ, purple). 

Initial conformations of each protein are illustrated accordingly. The dashed line serves as a 

qualitative border between the ordered and disordered proteins. All energies are in the units 

of kcal/mol.
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Figure 7. 
Structural features of IDPs are highly sensitive to the force field potential variation 

compared with globular proteins. (A) The susceptibilities of Rg to variation of the potential 

for IDPs and globular proteins are shown. (B) The susceptibilities of helical occupations 

along the PaaA2 sequence are primarily determined by the covariance with Esecondary (green 

squares), whose peaks coincide with the locations where the helical probability fluctuation 

(red circles) reaches a maximum. A similar plot with the raw value of helical probability as 

reference is given in Figure S7.
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Table 1.

Typical IDP Parameters Used in AWSEM-IDP

term param value unit

VHbond′ λβ′ 1.0 kcal/mol

λP−AP′ 1.0 kcal/mol

λhelical′ 1.2 kcal/mol

VFM′ |i – j|min 3

|i – j|max 12

λFM′ 0.001–0.002 kcal/mol

VRg
D −0.2 to −0.8 kcal/mol

α 0.001 kcal/mol Å−2

β 0.0005–0.003 Å−4

γ 1.1−1.2
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