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Abstract

This review article discusses various cognitive and behavioral interventions that have been 

developed with the goal of promoting self-controlled responding. Self-control can exert a 

significant impact on human health and impulsive behaviors are associated with a wide range of 

diseases and disorders, leading to the suggestion that impulsivity is a trans-disease process. The 

self-control interventions include effort exposure, reward discrimination, reward bundling, interval 

schedules of reinforcement, impulse control training, and mindfulness training. Most of the 

interventions have been consistently shown to increase self-control, except for mindfulness 

training. Some of the successful interventions are long-lasting, whereas others may be transient. 

Most interventions are domain-specific, targeting specific cognitive and behavioral processes that 

relate to self-control rather than targeting overall self-control. For example, effort exposure 

appears to primarily increase effort tolerance, which in turn can improve self-control. Similarly, 

interval schedules primarily target interval timing, which promotes self-controlled responses. A 

diagram outlining a proposed set of intervention effects on self-control is introduced to motivate 

further research in this area. The diagram suggests that the individual target processes of the 

interventions may potentially summate to produce general self-control, or perhaps even produce 

synergistic effects. In addition, it is suggested that developing a self-control profile may be 

advantageous for aligning specific interventions to mitigate specific deficits. Overall, the results 

indicate that interventions are a promising avenue for promoting self-control and may help to 

contribute to changing health outcomes associated with a wide variety of diseases and disorders.
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Impulsivity is a multi-faceted construct (Evenden, 1999) that is often broadly categorized 

into impulsive choice and impulsive action. Impulsive choice is most commonly measured 

using choice tasks that involve trade-offs in choices between different amounts and delays. 

Impulsive choice is the preference for a smaller reward that is available sooner (smaller-

sooner or SS) over a larger reward that is available later (larger-later or LL), particularly 

when the larger reward choice is relatively more optimal. Optimality defined here means 
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maximizing obtained reward after factoring in delays to reward and calories expended to 

earn reward.

The predominant construct that is used to explain choice behavior in these tasks is delay 

discounting, which refers to the degradation of the subjective value of a reward as a function 

of the delay to its receipt. The degradation is a hyperbolic function (i.e., steep decline in 

value across short delays transitioning to a shallower decline in reward values across 

increasing delay values) that describes the equivalent value of a delayed reward (Vdelay) 

relative to the reward value if the reward was provided promptly: Vdelay = A
1 + kD ., where the 

delayed-reward amount is denoted by A, delay is denoted by D, and the decay rate is 

represented by the discounting rate parameter k (Mazur, 2001). Figure 1 displays the 

discounting of SS and LL rewards at the time of the choice point and the implications of the 

discounting rate for choice. As seen in panel A, with a low discounting rate, the LL is more 

valued than the SS even though it is delayed considerably. However, when the discounting 

rate is high (panel B), the SS is more valued. As a result, individuals that are more prone to 

make impulsive choices should have higher k-values.

Individual k-values are proposed to serve as a stable trait variable (Odum, 2011a, 2011b) 

that predict a wide range of diseases and disorders, thus leading to the suggestion that 

impulsive choice is a trans-disease process (Bickel, Jarmolowicz, Mueller, Koffarnus, & 

Gatchalian, 2012; Bickel & Mueller, 2009). Additionally, the discounting rate appears to be 

a stable trait variable in rats (Peterson, Hill, & Kirkpatrick, 2015) and is a predictor of drug 

self-administration in humans and non-human animal models (de Wit, 2009; Perry & 

Carroll, 2008). This cross-species correspondence improves confidence that cognitive and 

behavioral treatments for impulsivity discovered in animal models (which better lends itself 

to experimental research) may generalize to a clinical population.

In comparison to impulsive choice, impulsive action refers to the inability to restrain 

response tendencies or stop ongoing responses. Inhibitory processes, and possibly other 

executive functions such as attentional regulation, are key predictors of impulsive action 

challenges (Bari & Robbins, 2013). Impulsive choice and impulsive action are proposed to 

be distinct processes (Broos et al., 2012), but both are related to substance abuse (Diergaarde 

et al., 2008; Grant & Chamberlain, 2014), suggesting some partial overlap.

Impulsive choice and impulsive action vary along a continuum with the opposing anchor of 

the continuum being self-control. In the case of impulsive choice, self-control typically 

relates to the ability to delay gratification and choose the larger, delayed reward. Self-control 

can also potentially be expressed through choosing the smaller, certain reward, as opposed to 

being tempted to gamble and select the larger uncertain reward (i.e., probability discounting) 

and choosing the larger, more effortful reward as opposed to choosing the easier option (i.e., 

effort discounting). Although these paradigms are not as commonly associated with self-

control, there is an element of controlled behavior in being able to choose the more optimal 

option in the face of temptation. In impulsive action paradigms, self-control involves the 

ability to delay, suppress, or cease behaviors, thus making more controlled responses. Self-

control as a broader concept, which involves various facets including impulsive choice and 

impulsive action, has a large effect on human health (e.g., Moffitt et al., 2011).
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Although self-control is generally valued in our modern society, it is worth noting that 

unilateral self-control may not always be the optimal outcome. In some situations, such as 

more volatile environments where the future is less certain, self-control could be 

disadvantageous. If waiting is risky and unlikely to pay off, then self-control may be less 

likely to result in positive outcomes compared to choosing a more certain outcome in the 

here and now (an impulsive choice). This may explain, to an extent, the evolutionary origins 

of impulsivity, which may have stemmed from an evolutionary history with volatile 

environments in which resource availability was often uncertain. Even in our relatively more 

stable modern environments, it is important to consider the behavioral outcomes of self-

controlled or impulsive choices in relation to the environmental situation. This relates to the 

construct of ecological rationality (Stevens & Stephens, 2010), that the rationality of a 

decision (i.e., self-control versus impulsive) depends on the situation in which the decision 

occurs.

Self-control can be stimulus- or context-specific, in that it may be exhibited to specific 

stimuli or situations. For example, gamblers are more self-controlled in a non-gambling 

context (Dixon, Jacobs, & Sanders, 2006) and smokers show better self-control for money 

decisions compared to choices involving cigarettes (Bickel, Odum, & Madden, 1999), 

although both groups generally show poor self-control overall. On the other hand, self-

control is often reported to generalize across a variety of stimuli and/or situations. The trait 

nature of self-control is consistent with context-general processes (Odum, 2011a, 2011b), 

and self-control is often consistent across commodities (Baker, Johnson, & Bickel, 2003; 

Odum & Rainaud, 2003). This has important implications for the development of 

interventions to alter self-control. To the extent that self-control is generalizable across 

contexts, then specific interventions that improve self-control may generalize across stimuli 

or situations. Thus, some interventions may be capable of exerting influence on self-control 

across a variety of contexts. On the other hand, if self-control is context-specific, then 

specific interventions may result in limited generalization within a restricted set of contexts.

Given the importance of self-control to human health, there have been various attempts to 

develop cognitive and behavioral training interventions to promote self-control. Rung and 

Madden (2018) recently published a meta-analysis of techniques designed to reduce delay 

discounting and impulsive choice. They found that the most robust techniques involved 

cognitive or behavioral training with a focus on learning specific content or skills. These 

procedures often involve training that is designed to target specific processes, such as delay 

exposure training designed to increase delay tolerance, but that may operate through other 

processes as well (see below for details). Their meta-analysis did not include interventions 

designed to target impulsive action, nor did they assess self-control training more generally. 

The current review will focus predominantly on cognitive and behavioral training 

interventions designed to target specific processes that promote self-control within 

paradigms that may invoke self-control in choice or controlled response situations. Our 

focus is specifically on interventions that are designed to engineer changes in individuals 

rather than environmental changes such as priming or framing. Environmental changes can 

produce significant changes in behavior but are often transient and dependent on specific 

environmental conditions (although it is worth noting that individuals could learn to frame 

events differently through interventions), so they are often context-specific by their nature. 
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Individual engineering may have a stronger potential for producing lasting self-control 

changes. In addition, we specifically examine whether the interventions are likely producing 

domain-specific or domain-general effects on self-control where possible. Domain specific 

processes target specific individual processes that indirectly affect self-control, whereas 

domain general processes target broad self-control. We offer a preliminary diagram of self-

control regulation which suggests that self-control emerges from a collection of domain-

specific processes that may nevertheless contribute to overall self-control and can result in 

generalization across situations.

Effort and Self-Control

Challenges to self-control can occur when the larger reward also requires greater effort on 

the part of the organism. Time and effort correlate in the real world, and any project that 

requires work will also often require that the reward not be delivered until after the task has 

been completed. As a result, more effort often requires more time, but may have a higher 

payoff compared to the alternatives. While effort detracts from the value of the option 

requiring it, an organism can adapt and learn to tolerate effort and potentially even learn to 

value it (Eisenberger, 1992; Inzlicht, Shenhav, & Olivola, 2018).

Effort is generally divided into physical effort (e.g., intensity of a handgrip squeeze; 

Mitchell, 2004b) or cognitive effort (e.g., difficulty in solving a puzzle; Botvinick, 

Huffstetler, & McGuire, 2009). Regardless of the effort modality, as the degree of effort 

required to earn a reward is increased, preference for a lower-effort alternative will increase, 

known as the law of least work (Hull, 1943). Just as the subjective value of a larger-amount 

option is a declining function of its delay to receipt, the subjective value of that option is 

also a declining function of the effort for its receipt – effort discounting (Hartmann, Hager, 

Tobler, & Kaiser, 2013; Mitchell, 1999a, 2004b; Sugiwaka & Okouchi, 2004). Research is 

ongoing regarding the form of the effort discounting function and whether such a function 

has parameters capable of providing theoretical meaning in the same way that the k 
parameter does in the delay discounting function (see Figure 1). Using a hypothetical choice 

task involving effortful options, Sugiwaka and Okouchi (2004) showed that effort was 

discounted hyperbolically in the same manner as delay. Likewise, Mitchell (1999a, 1999b, 

2004a, 2004b) required human participants to squeeze a hand dynamometer for 10 s to earn 

reward (calibrated individually based upon the percentage intensity of the individual’s 

maximal voluntary contraction) and reported a hyperbolic effort discounting function. 

However, Klein-Flügge et al. (2015) and Hartmann et al. (2013), used a hand dynamometer 

to demonstrate that a negative sigmoidal model (a z-shaped function characterized by 

shallow discounting across early increases in effort intensity followed by steeper 

discounting) better described the effect of effort on preference. Regardless, effort 

discounting produces a hyperbolic or hyperbolic-like discounting function that describes the 

diminished value of an effortful reward.

Neurobiology of effort.

Delay and effort impulsivity on the surface may appear to be mediated through a common 

underlying psychological construct given that they both involve discounted rewards, but 
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there is evidence that they are mediated through different neural pathways (Prévost, 

Pessiglione, Météreau, Cléry-Melin, & Dreher, 2010). Prévost et al. (2010) reported that, in 

humans, the subjective value of delayed rewards (waiting to see erotic stimuli) was 

associated with fMRI signal strength in the ventral striatum and ventromedial prefrontal 

cortex, but the subjective value of effortful rewards (dynamometer use to view erotic stimuli) 

was associated with signal strength in the anterior cingulate cortex (ACC) and anterior insula 

(AI). In another study dissociating temporal discounting from effort discounting, Mies et al. 

(2018) showed that while children and teenagers with attention deficit hyperactivity disorder 

(ADHD) were more likely than control participants to discount delayed rewards, they did 

not discount effortful rewards more steeply. Thus, delay and effort impulsivity are not 

necessarily comorbid in the same population of individuals, suggesting separate processes 

underlie those forms of impulsivity.

In addition to the ACC and AI, another region of interest regarding the neurological 

processing of effort-based decision-making is the mesolimbic dopaminergic pathway in 

humans (Treadway et al., 2012) and rats (Salamone, Correa, Yang, Rotolo, & Presby, 2018). 

Dopamine (DA) antagonists produce a low-effort bias in effort-discounting tasks with 

rodents across a variety of studies (Bardgett, Depenbrock, Downs, Points, & Green, 2009; 

Floresco, Tse, & Ghods-Sharifi, 2008; Robles & Johnson, 2017), while not affecting delay 

tolerance tested with a progressive-interval task (Wakabayashi, Fields, & Nicola, 2004). 

Dopamine release in the nucleus accumbens (NA) is positively correlated with effort to 

respond for reward, but not reward consumption (Salamone, Cousins, McCullough, Carriero, 

& Berkowitz, 1994). Likewise, inhibiting DA functioning will disrupt a rat’s willingness to 

climb a barrier to obtain reward, but not their willingness to consume an easily available 

reward (Salamone, Cousins, & Bucher, 1994). Floresco et al. (2008) compared rats’ choices 

in delay and effort discounting tasks and reported that DA antagonism increased both effort 

and delay discounting, and that it increased effort discounting above and beyond any 

contribution from the delay to reward. Walton et al. (2006) showed that both rats and 

monkeys are more likely to favor the low-effort option in an effort choice task if the DA 

mesolimbic pathways (i.e., ACC connections to the NA) were disrupted. Consistent with rats 

and monkeys, Botvinick et al. (2009) reported that NA and ACC activation in humans was 

subdued under high-demand conditions.

The relationship between mesolimbic dopaminergic pathways and effort tolerance is 

clinically relevant when considering disorders that involve dysfunctional motivation. 

Treadway and colleagues (2012) used an effort discounting task and found a greater 

intolerance of effort (sustained rapid button pressing) in individuals with major depressive 

disorder (a disorder that may involve dysfunction of dorsal striatum in effort-based decision-

making tasks; Yang et al., 2016). Furthermore, the magnitude of the depressive symptoms 

was positively correlated with effort intolerance (Yang et al., 2014). The negative symptoms 

of schizophrenia (e.g., blunted affect, amotivation, asociality) are also linked to 

dysfunctional dopaminergic systems (Fervaha et al., 2013) and abnormal effort-based 

decision-making (Bismark et al., 2018; Treadway, Peterman, Zald, & Park, 2015). Gold et 

al. (2013) reported a negative correlation between preference for higher-effort (high-payoff) 

option and negative symptoms. Finally, the influence of dopaminergic pathways on effort-

based decision-making has been observed in individuals with Parkinson’s disease who are 
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less likely to complete an effortful trial (at low reward levels) than control individuals. 

However, as reward magnitude increases, individuals receiving DA treatment are relatively 

more likely to work for rewards (Chong et al., 2015) when compared to untreated 

individuals.

To summarize, dysfunction of the mesolimbic dopaminergic circuits has corresponding 

behavioral dysfunction in effort tolerance in human and animal research. This dysfunction 

may underly disorders in human populations, including depression, schizophrenia, and 

Parkinson’s disease. Interventions designed to improve effort tolerance may function as a 

treatment for effort-related impulsivity. If those interventions produce associated changes in 

neuroplasticity, then it may also produce collateral treatment for the associated diseases.

Justification of effort.

It is quite apparent that effort functions as a barrier to making an optimal choice when the 

path of least resistance is available. However, prolonged experience working through 

effortful tasks can improve self-controlled choices regarding effort (i.e., increase grit). It 

appears that exposure to effortful tasks can increase the value of an act or outcome by itself 

(Inzlicht et al., 2018). A classic example is the justification of effort effect where individuals 

appraise events more positively after there was an associated cost (Aronson & Mills, 1959; 

Festinger, 1957). Additionally, individuals place greater value on things that they have built 

over identical things that they were given (i.e., the IKEA effect, Mochon, Norton, & Ariely, 

2012; Norton, Mochon, & Ariely, 2012; Sarstedt, Neubert, & Barth, 2017).

The increased value of an effortful gain does not require a culture emphasizing a good work 

ethic (Zentall, 2016). Animals have also demonstrated a preference for a stimulus leading to 

reward that occasioned greater effort (Clement, Feltus, Kaiser, & Zentall, 2000; Zentall, 

2010; Zentall & Singer, 2007). Clement et al. (2000) provided pigeons two different 

discrimination trial types. In a low-effort trial, pigeons had to emit few responses to initiate a 

discrimination trial (e.g., peck red key for food or yellow key for no reward) and in a high-

effort trial, pigeons had to emit many (20x more) responses to initiate a different 

discrimination trial (e.g., peck green for food or blue for no reward). After the pigeons 

learned both discriminations, probe trials presented the pigeons the two correct options (a 

red and green key) from the two different discrimination trials. Despite two keys offering the 

same amount of reward, the pigeons favored the key that followed the high-effort trial (e.g., 

green key). Zentall and Singer (2007) argued that environmental cues that reliably signal an 

improvement in circumstances will acquire reward value (i.e., a within-trial contrast effect), 

and therefore organisms will favor that stimulus compared to others. The high-effort 

response requirement was relatively more aversive than the low-effort requirement; 

therefore, a stimulus signaling food availability following a high-effort trial had relatively 

greater value.

The within-contrast effort effect has been replicated in starlings (Kacelnik & Marsh, 2002) 

and humans (Klein, Bhatt, & Zentall, 2005; Tsukamoto & Kohara, 2017; Tsukamoto, 

Kohara, & Takeuchi, 2017) using comparable tasks. Conceptually, the within-trial contrast 

effect has also been demonstrated when the contrast involved a stimulus signaling a 

transition from a long delay (e.g., Digian, Friedrich, & Zentall, 2004) or a transition to food 
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when the organism was in a relatively more extreme food deprived state (e.g., Marsh, 

Schuck-Paim, & Kacelnik, 2004). Dobryakova, Jessup, and Tricomi (2017) conducted an 

experiment in humans which suggested that positive feedback in a cognitive effort task 

produced a stronger fMRI signal in the ventral striatum (correlated with reward feedback 

value) following a high-effort trial compared to a low-effort trial. These data are consistent 

with the hypothesis that positive feedback is more valuable following a difficult task. 

Although there is promising evidence for within-trial contrast, this effect has not been 

reliably observed (Arantes & Grace, 2008; Vasconcelos, Urcuioli, & Lionello-DeNolf, 

2007a, 2007b) and the mixed results suggest that the contrast hypothesis does not entirely 

explain the data (Aw, Vasconcelos, & Kacelnik, 2011; Fox & Kyonka, 2014; Tsukamoto & 

Kohara, 2017). Overall, more research is necessary to fully understand the conditions under 

which organisms will learn to value stimuli correlated with a transition to reward following a 

high-effort task. Nonetheless, there are a range of experiments demonstrating that some 

stimulus-driven mechanism promotes preference for an option that leads to a reward 

requiring relatively more effort.

Effort-based interventions.

Learned industriousness, opposed to within-trial contrast, argues that exposure to effort and 

its hard-earned rewards can cause effort itself to become a conditioned reward (Eisenberger, 

1992). The hypothesis of learned industriousness originates from experiments with humans 

and animals, and it provides the basis for behavioral interventions to promote self-control. 

Eisenberger et al. (1979) demonstrated that when rats were given an effortful task in one 

context, they were more likely to demonstrate greater response output on a different task 

with a different response in another context relative to rats that had low-effort training or no 

training. This result showed that training on one effortful task generalized to greater effort 

tolerance in another task. Expanding on this finding, Eisenberger et al. (1989) demonstrated 

that effort training in one task produced more self-control in an effort discounting task. They 

trained two groups of rats to run down a runway for food in a low-effort (one trip) or high-

effort (five trips) task. Additionally, rats in control groups received pellets yoked to the high 

and low effort conditions. Following effort and delay training the rats chose between a 

larger-effortful option and a smaller-easier option. The rats that required many laps to earn 

pellets chose the large-effortful option more often than the rats in the low-effort group or the 

yoked control groups. This demonstrated that effort training produced improvements in 

effort-based self-control, but that this improvement was limited to effort training, since the 

control group that received delay training did not display greater preference for the larger-

effortful option. This further suggests domain specificity of the effort-based (as opposed to 

delay-based) training on transfer to effortful tasks.

The effect of effort training on improving self-control is not isolated to rats. Eisenberger, 

Mitchell, and Masterson (1985) divided children into high-effort, low-effort, or no task 

groups. The high- and low-effort task groups were given a series of tasks (object counting, 

picture memory, shape matching) to complete, but the high-effort group had to work harder 

to successfully complete each task. Following those tasks, all three groups were given an 

effort-based self-control test that offered 2 cents for passively waiting (low-effort, impulsive) 

or 3 cents for completing a task of copying nonsense words (high-effort, self-controlled). 
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Children that were previously in the high-effort task group showed many more self-

controlled choices in the test. This demonstrated that, like rats, high-effort experience in one 

task generalized to more effort-based self-controlled choices in other tasks.

Following the previous study, Eisenberger and Adornetto (1986) examined the domain-

generality of effort- and delay-based self-control training. They had children engage in a 

variety of tasks that offered high or low effort and high or low delay to reward. The children 

that received long delay training showed better self-control in a subsequent delay-based self-

control task relative to an effort-based task and vice versa. This study further showed that 

effort-based self-control and time-based self-control are not entirely governed by the same 

underlying processes. While effort and delay training generalized within their respective 

dimensions, they did not generalize between those dimensions, consistent with the previous 

research in rats (Eisenberger et al., 1989).

To summarize, intolerance to effort-based costs in decision-making can result in a 

maladaptive preference for suboptimal (low-reward) choices, but there is evidence that 

effort-based interventions can increase high-effort choices in both humans and animals. 

Furthermore, the behavioral and neurological data suggest that effort-based and delay-based 

impulsivity are a function of different underlying processes and any intervention designed to 

address self-control problems in humans will need to either be tailored to the form of self-

control problems encountered (i.e., be it “laziness” or “impatience”) or include elements that 

separately address both. The within-trial contrast perspective argues for a mechanism where 

cues signaling a positive transition from effort to reward acquire greater value when the 

effort level is greater (i.e., higher contrast), but the learned industriousness perspective 

suggests that exposure to effortful activities increases tolerance against the aversive qualities 

of high effort. It is not yet known whether these two perspective mechanisms operate 

independently or reflect a common mechanism. The argument for these two operating under 

domain-general process is that they both, through the learning process, result in increased 

value for a high-effort option. The argument for these two operating as domain-specific 

processes is that the contrast perspective is tied to environmental cues signaling the 

transition to a better state of affairs, whereas the experiments surrounding learned 

industriousness has demonstrated that increased effort tolerance in one specific context (e.g., 

runway activity in rats, object counting in children) generalizes to increased tolerance in 

another context (e.g., lever pressing in rats, copying nonsense words in children). For this 

generalization to occur the contrast effect would need to be generalized such that learned 

cues signaling an improved transition in one context would spontaneously produce an effect 

for different cues in a different context. It is uncertain if such a generalization occurs, 

especially in rats.

Reward and Self-Control

The common denominator for all forms of impulsivity is the currency or commodity that is 

discounted—reward amount or quality. Given that most self-control tasks explicitly involve 

different reward amounts, it is reasonable to assume that sensitivity to the different reward 

amounts would also affect self-controlled choices. The reward dimension is separable from 

the timing dimension in impulsive choice at a neuronal level of analysis (e.g., Ballard & 
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Knutson, 2009; C. T. Smith et al., 2015), and the two dimensions can be captured 

independently in behavioral models of impulsive choice (Ho, Mobini, Chiang, Bradshaw, & 

Szabadi, 1999; Locey & Dallery, 2009; Young, 2018).

Neurobiology of reward.

Reward amount sensitivity does appear to be an important contributor to impulsive choice in 

rats and humans. Ballard and Knutson (2009), using fMRI data, established that self-

controlled choices in response to reward amounts were associated with greater activity in the 

NA, medial prefrontal cortex, and posterior cingulate cortex. On the other hand, self-

controlled choices in response to reward delays were associated with greater activity to the 

dorsolateral prefrontal cortex and posterior parietal cortex. C. T. Smith et al. (2015) reported 

that, in people, decreased activation (measured with PET scan) in the midbrain was 

correlated with reduced discounting with greater reward amounts, consistent with the 

proposal that the midbrain dopaminergic system contributes to processing reward 

magnitudes (Tobler, Fiorillo, & Schultz, 2005). This implicates the NA as a key region of 

interest regarding reward amount processing. In experiments using rats, lesions to the NA 

core have been associated with increasing sub-optimal, impulsive choices (Basar et al., 

2010; Galtress & Kirkpatrick, 2010; Steele, Peterson, Marshall, Stuebing, & Kirkpatrick, 

2018), this region appears to serve as a domain-general reward integration region (Cardinal 

& Cheung, 2005; Cardinal & Howes, 2005; Steele et al., 2018).

Individuals with ADHD display greater rates of temporally-based impulsive choice (Barkley, 

Edwards, Laneri, Fletcher, & Metevia, 2001; Luman, Oosterlaan, & Sergeant, 2005; Mies et 

al., 2018; Sonuga-Barke, Taylor, Sembi, & Smith, 1992; Wilson, Mitchell, Musser, Schmitt, 

& Nigg, 2011) along with poor reward processing related to dysfunction in the dopaminergic 

system (Acheson et al., 2006; Alsop et al., 2016; Luman, Tripp, & Scheres, 2010; Mairin, 

Boden, Rucklidge, & Farmer, 2017; Tripp & Wickens, 2008). The comorbidity of 

impulsivity with poor reward discrimination abilities (Alsop et al., 2016) further links 

dysfunctional dopaminergic processes with impulsivity and poor reward sensitivity.

Reward-based interventions.

In a straightforward method of assessing the relationship between reward sensitivity and 

impulsivity, Marshall and Kirkpatrick (2016) demonstrated that rats’ self-controlled choices 

positively correlated with their pellet-amount discrimination accuracy. However, that 

relationship was not found when the reward magnitude discrimination procedure involved 

the successive presentation of trials and discrimination ratios were used to measure the effect 

(Marshall, Smith, & Kirkpatrick, 2014). This insensitivity may have occurred because 

relative response rates on schedules of reinforcement that vary on reward amount is an 

insensitive method to assess discrimination of reward amounts (Bonem & Crossman, 1988; 

Catania, 1963). Overall, their results suggest that reward magnitude discrimination may 

contribute to impulsive choice, but further research is needed to better understand this 

relationship.

Presently, there are few studies that have attempted to experimentally manipulate an 

organism’s exposure to varying amounts in an attempt to determine the effect on impulsive 
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choice. Marshall and Kirkpatrick (2016, Experiment 2) exposed rats to a reward-based 

intervention task designed to increase the rats’ sensitivity to the relative reward magnitudes 

between the two options. In the intervention, the number of pellets earned was varied 

between two levers across three-session phases; however, in the control group the rats earned 

a constant number of pellets. The intervention increased self-controlled choices compared to 

the control group. However, the difference between the intervention and control groups 

diminished over successive sessions, possibly due to a ceiling effect in the intervention 

group. A follow-up magnitude discrimination task confirmed that the intervention improved 

the rats’ magnitude discrimination abilities compared to the control group.

The underlying process by which the reward-based intervention improved self-controlled 

choices is not yet entirely understood. One possibility is that it improved the rats’ abilities to 

correctly estimate the differential reward magnitudes between the two options, thus allowing 

for better informed choices. An alternative hypothesis is that the intervention experience 

facilitated their learning to assign greater value to whatever option offered more pellets. The 

rats in the intervention group, but not the control group, demonstrated a numerical distance 

effect in their discrimination performances (Gallistel & Gelman, 2000), where their accuracy 

was higher under conditions where the ratio of the pellet magnitudes between the two 

options was higher (e.g., 1 vs 2 pellets was easier to discriminate than 4 vs 5 pellets). This is 

a hallmark of good numerical cognition and such an effect would be expected if the rats 

were making better informed choices. This does not preclude the possibility that the reward-

based intervention affected self-controlled choices by a value-based learning mechanism, 

however. Future research is required to dissociate the two hypotheses.

Another method of increasing self-controlled choices in rats is to bundle rewards. Bundling 

rewards effectively compresses a series of impulsive choice contingencies into a single 

choice trial. For example, while a typical choice might result in 1 pellet after 5-s and a 

transition to a new trial, a bundled choice might result in one pellet after 5 s, a second pellet 

after 10 s, a third pellet after 15 s and then a transition to a new trial. This procedure 

resembles some real-life situations where a single choice does not represent a single 

consequence but rather a cascade of consequences stretched across time. The bundling of 

rewards increases preference for the self-controlled option in humans (Hofmeyr, Ainslie, 

Charlton, & Ross, 2011; Kirby & Guastello, 2001) and rats (Ainslie & Monterosso, 2003; 

Stein, Smits, Johnson, Liston, & Madden, 2013). Stein et al. (2013) demonstrated that 

exposing rats to bundled rewards not only increased preference for the self-controlled option 

in the bundled trials but also generalized to increasing self-controlled choices in a 

conventional impulsive choice task (with no reward bundles). Thus, the bundling functioned 

as a form of intervention to increase self-controlled choices. It is not immediately clear what 

mechanism allows bundling to increase self-controlled choices. Rats were exposed to both 

increased delay and magnitude during the bundling trials. The shift in preference for the 

self-controlled option in the bundling phase suggests that the rats were more sensitive to 

magnitude (if the rats were predominately attending to the delay aspect of the contingencies, 

then one might expect them to favor the impulsive option with less of a delay), but the delay 

exposure may have also altered their choice behavior (see delay tolerance below). It remains 

to be seen whether this procedure enhances reward discrimination abilities. Given previous 
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intervention studies, the most likely mechanisms are either increased reward discrimination 

or value-based learning of the outcomes.

Temporal Processes and Impulsivity

There are two temporal processes that might promote impulsive choice: delay-intolerance 

and timing deficits. Waiting is aversive, so the ability to tolerate a delay should increase LL 

choices that may pay off more in the long run. Likewise, being able to accurately and 

precisely time delays should be important for reducing errors in decision making, resulting 

in increased LL choices when those choices are relatively more optimal. These two 

processes are potentially separable but may often operate in tandem. We will discuss each in 

turn and then their potential interrelationship.

Timing deficits and impulsive choice.

Self-control likely requires an organism to accurately weigh the relative value between the 

SS and LL. Organisms, however, do not compute the value of their options without a degree 

of error. The subjective value of an option in an impulsive choice task is the composite of an 

organism’s estimation of delay to reward and expected magnitude of reward. The processes 

responsible for obtaining those psychological estimates of time are prone to inaccuracies and 

imprecision. Therefore, one potential source for the expression of impulsive choices might 

be the error in estimating the delays associated with the two options, and this may result in 

inaccurate reward value estimates (Galtress, Marshall, & Kirkpatrick, 2012). For instance, in 

an impulsive organism, an objective LL option offering 5 rewards after 30 s (10 rewards per 

min) might be subjectively experienced as 5 rewards after 45 s (6.67 rewards per min), thus 

resulting in an error in the estimate of reward rate. Additionally, timing imprecision 

(inconsistent timing estimates) might disrupt temporal decision-making and make the 

immediate option more attractive in its apparent certainty. If inaccurate and imprecise timing 

underlies some instances of impulsive choice, then that would suggest that interventions that 

focus on improving timing precision and/or accuracy may reduce impulsive choice.

There is ample evidence that atypical timing processes and impulsive choice are related in 

humans (Baumann & Odum, 2012; Berlin, Rolls, & Kischka, 2004; Kim & Zauberman, 

2009; McGuire & Kable, 2012, 2013; Noreika, Falter, & Rubia, 2013; Reynolds & 

Schiffbauer, 2004; Rubia, Halari, Christakou, & Taylor, 2009; Wittmann & Paulus, 2008; 

Zauberman, Kim, Malkoc, & Bettman, 2009) and rodents (Bailey, Peterson, Schnegelsiepen, 

Stuebing, & Kirkpatrick, 2018; Marshall et al., 2014; Smith, Marshall, & Kirkpatrick, 2015). 

The perception of timed events can affect impulsive behavior; for example, humans 

perceiving that an upcoming delay interval is longer will be less persistent in waiting for 

delayed rewards (McGuire & Kable, 2013). It is reasonable that misperception of temporal 

events would also bias preference for a sooner option if the delayed option is overestimated, 

as in the example above. Baumann and Odum (2012) reported that within a population of 

college-aged individuals, not screened for a diagnosed disorder, overestimating delays was 

correlated with higher degree of temporal discounting. Just as individuals with ADHD 

display poor reward processing, they also exhibit disordered timing (Rubia et al., 2009; 

Toplak, Dockstader, & Tannock, 2006). Methylphenidate (also known as Ritalin), a 
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commonly used drug used to treat ADHD symptoms, has been shown to both reduce 

temporal discounting for experiential outcomes (Shiels et al., 2009) and to increase precision 

in a temporal production task (Baldwin et al., 2004; Noreika et al., 2013) in children with 

ADHD. However, most of the evidence relating these processes is correlational in nature and 

does not answer the question of whether timing processes directly contribute to impulsive 

choice.

Neurobiology of timing and impulsivity.

Timing and impulsivity appear to share neural circuitry, suggesting potential overlapping 

mechanisms. There are cases where brain injury causes timing deficits and increased 

impulsive choices. Berlin, Rolls, and Kischka (2004) reported that individuals with damage 

to the orbitofrontal cortex (OFC) tended to both have a higher rate of temporal discounting 

and mis-estimated time intervals. Experimentally induced frontal traumatic brain injury in 

rats also produce greater impulsive choice (Vonder Haar et al., 2017) and similar injuries 

produce impairments in timing precision (Scott & Haar, 2019).

In rats, the dopaminergic system is implicated in timing processes, particularly in the 

nigrostriatal region (Meck, 2006). Specifically, lesions to the caudate putamen (CPu) and 

substantia nigra (SN) produced a flat timing function in rats experiencing a peak interval 

(PI) procedure instead of peaking at the expected time of food delivery. The timing deficit 

from disabling the SN pathway was recovered when the rats were treated with L-Dopa (a 

dopamine precursor). Dopamine’s impact on timing in humans parallels what has been 

reported in rats. C. T. Smith et al. (2015) showed that weak activity in the CPu in humans 

was correlated with a preference for the SS in an impulsive choice task. Pastor et al. (1992) 

reported that individuals with Parkinson’s disease, a disorder resulting from a deterioration 

of functioning DA neurons in the SN, underestimated and overproduced time intervals and 

that carbidopa/levodopa treatment to increase DA functioning improved the timing 

estimates. While levodopa may help correct inaccurate timing estimates, it may also enhance 

impulsive choice (Housden, O’Sullivan, Joyce, Lees, & Roiser, 2010; Pine, Shiner, Seymour, 

& Dolan, 2010), and it can trigger an impulse control disorder (Voon et al., 2011). This 

outcome might seem paradoxical since DA agonists have been involved in the treatment of 

impulsive behavior in individuals with ADHD. However, it appears that other 

neurotransmitter and neuromodulator systems (e.g., serotonin) may be responsible for the 

self-control promoting effects (Dalley & Robbins, 2017; Dalley & Roiser, 2012; C. A. 

Winstanley, Dalley, Theobald, & Robbins, 2003).

Winstanley and colleagues (2003) gave rats amphetamine prior to an impulsive choice task 

and reported increased self-controlled responding (similar to humans), but the effect of 

amphetamine was reduced in rats that had their serotonin levels depleted. Serotonin 

depletion did not affect impulsive choice on its own; instead the interaction with 

amphetamine was necessary to produce the effect. Thus, the role of DA in impulsive choice 

is broad (e.g., timing processes, effort-based motivation processes, sensitivity to reward 

magnitude) and complex (e.g., promoting impulsivity alone, but promoting self-control in 

interaction with serotonin).
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Timing interventions and impulsive choice.

Rodent models have proved useful in illuminating the processes involved in time-based self-

control research. Rats with more precise timing are also less impulsive and these individual 

differences correspond with what has been reported in humans (Marshall et al., 2014; 

McClure, Podos, & Richardson, 2014). There is mounting evidence suggesting that 

impulsive choice is related to timing processes, specifically more impulsive rats are less 

precise in their timing and/or inaccurate in their estimation of timed events. However, the 

causal relationship between timing capacities and impulsive choice has not been as well-

studied. While exposure to tasks that require waiting has improved impulsive choice (Bailey 

et al., 2018; Fox, Visser, & Nicholson, 2019; Renda & Madden, 2016; Rung & Madden, 

2018; A. P. Smith et al., 2015; Stuebing, Marshall, Triplett, & Kirkpatrick, 2018), only a few 

studies have independently assessed timing processes to determine whether improvements in 

subjective timing accompany improvements in self-control. Smith et al. (2015) introduced 

rats to a variety of interventions designed to improve timing abilities. Differential 

reinforcement of low rate (DRL, schedules required rats to withhold responding for a 

prescribed interval of time and respond after the time interval has elapsed to earn pellets), 

fixed-interval (FI, in which the first press after a fixed time interval produced pellets), and 

variable-interval (VI, in which the first press after a variable time interval produced pellets) 

interventions were all effective in reducing impulsive choice and increasing precision in 

timing. All three of these schedules, including the VI schedule, have been shown to induce 

anticipatory timing of food delivery and are proposed to invoke the timing system (Church, 

Lacourse, & Crystal, 1998; Pizzo, Kirkpatrick, & Blundell, 2009; Roberts, 1981). Peterson 

and Kirkpatrick (2016) exposed middle-aged rats to a VI intervention and reported that the 

intervention improved self-controlled choices. The VI intervention did not improve timing at 

a group level (i.e., the rats in the VI intervention group did not generally perform better than 

the rats in the control group), but individual rats that made more self-controlled choices post-

intervention also showed greater timing precision in a temporal bisection task, which is used 

to measure discrimination of time intervals.

Stuebing et al. (2018) extended the FI time-based intervention to female rats and reported 

that the intervention improved self-controlled choices compared to a no-delay control group. 

However, the female rats did not show improved timing precision in a temporal bisection 

task. The female rats in the intervention group did show better timing accuracy in peak 

interval tests (i.e., increased peak rates on the LL lever) and progressive interval tests (i.e., 

fewer ineffective presses prior to the target interval duration). Thus, improved self-control 

choices and better timing performances were related, but not in the expected way. Time-

based interventions do not always improve both self-controlled choices and timing 

performances. Rung, Buhusi, and Madden (2018) demonstrated that a response-initiated 

17.5-s delay exposure intervention improved self-controlled choices in an ensuing impulsive 

choice task; however, there was no improvement in timing accuracy or precision in a 

temporal bisection assessment at the group level or the individual-subject level. Eckard and 

Kyonka (2018) exposed mice to several DRL schedules of reinforcement and reported 

decreased timing precision (in contrast with A. P. Smith et al., 2015) using a peak interval 

assessment in mice. Fox et al. (2019) showed that DRL interventions improved self-

controlled choices and that DRH (differential reinforcement of high response rates; requiring 
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rapid responding) worsened self-controlled choices. In addition, FI 30-s and 60-s 

interventions improved self-controlled choices, and a no-delay control worsened self-

controlled choices in a pre-post intervention comparison. It is worth noting that other no-

delay controls have not been previously reported to have this effect (Renda, Rung, 

Hinnenkamp, Lenzini, & Madden, 2018). Finally, peak interval timing was not significantly 

improved in the intervention groups, suggesting that the interventions may have improved 

other temporal processes such as delay tolerance. The inconsistent results linking timing 

imprecision and impulsive choice in rats require further investigation in terms of the 

experimental conditions where a timing relationship is evident, or the methods used to assess 

timing and choice.

Experimental investigations of impulsive choice interventions have the benefit of testing for 

the longevity of a given intervention on impulsive choice. Interventions with short-lived 

effects will not be prime candidates for clinical translation. Renda and Madden (2016) 

demonstrated that a delay-exposure intervention (akin to Rung et al., 2018) increased self-

controlled choices immediately following the intervention exposure and that the effects 

lasted for at least four months following the intervention. However, Renda and Madden 

(2016) did not assess whether rats’ timing abilities were improved in this assessment. Bailey 

et al. (2018) exposed rats to FI and VI interventions and demonstrated that both were 

effective in increasing self-control choices, but only the FI intervention demonstrated long-

term intervention effects in a nine-month follow up choice assessment. The advantage of the 

FI might be due to this schedule invoking specific timing processes; however, this was not 

directly measured in the Bailey et al. study. Overall, it appears that time-based intervention 

effects last for a long time and that interventions with temporal predictability (e.g., FI or 

delay exposure interventions) perform best at producing long-term benefits. The advantage 

of temporally-predictable interventions suggests that timing is a candidate process for 

reducing impulsive choices and that correcting a timing dysfunction may lead to better long-

term outcomes for interventions promoting self-control. It is also not yet known what aspect 

of the timing performance, accuracy or precision, is most improved by time-based 

interventions. However, hyperbolic discounting can be directly derived from scalar variance 

in the timing system (Cui, 2011; Gibbon, 1977). This relationship suggests that factors that 

affect timing precision (i.e., increase or decrease scalar variance) such as changes in the 

variance in clock speed, fluctuating attention to time, and/or changes in temporal decision 

thresholds (Gibbon & Church, 1984; Lejeune, 1998; Wearden, 2004) would be the top 

candidates for future study.

Behavioral intervention effects on timing processes are largely limited to nonhuman animal 

experimental research at this time (Rung & Madden, 2018). It is evident that time-based 

interventions do not always produce measurable improvements in timing performances. 

Thus, misperceptions of time are unlikely to entirely explain the time-based intervention 

effects on improving self-control. Dissociation experiments are necessary to determine the 

conditions where improved self-control is aided by improvements in timing processes or 

improving choice through other mechanisms such as delay tolerance (see subsequent 

section). Given that Rung and Madden (2018) used a delay-exposure intervention that 

response-independently delivered a pellet after the delay and A. P. Smith et al. (2015) used 

an FI schedule, it is possible that the FI intervention encouraged rats to time more precisely 
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because of the response-dependent contingency. Future research may wish to directly 

compare response-dependent and response-independent timing interventions to see whether 

(1) response-dependent interventions improve timing abilities and (2) improved timing is 

correlated with better self-controlled choices above and beyond a delay-exposure 

intervention that may not directly improve timing abilities.

Delay intolerance.

Waiting is aversive, but those who can tolerate delays (i.e., demonstrate “willpower”) from a 

young age are better suited to get ahead in the world as an adult (Mischel, Shoda, & 

Rodriguez, 1989). The ability to tolerate a delay should increase LL choices that may pay 

off more in the long run. Organisms can be conditioned to increase their delay tolerance, 

which is the ability or willingness to wait for a reward (Schweitzer & Sulzer-Azaroff, 1988; 

Sonuga-Barke et al., 1992). A related concept is delay gratification, which relates to the 

ability to see the value in waiting for reward. Delay gratification will be addressed in the 

upcoming section on mindfulness training, but it is worth noting that delay tolerance training 

may affect delay gratification. Improving delay tolerance may help individuals discount 

rewards less because they become less averse to waiting. Delay tolerance can be measured 

using tasks that gradually increase the delay to reward and can be altered by interventions 

that expose participants to increasing or decreasing delays, so they potentially learn how 

long the delays are and/or decrease their aversion to waiting.

Marshall and colleagues (2014) attempted to parse out the relationship between timing 

processes, delay intolerance and impulsive choice using a series of temporal discrimination 

tasks followed by an impulsive choice task in rats. Rats that made more self-controlled 

choices during the impulsive choice task also had greater timing precision and greater delay 

tolerance in a progressive interval task, where the delay to reward gradually increased 

(Marshall et al., 2014). These results suggest that timing processes and delay intolerance are 

both related to impulsive choice behavior and that improving delay tolerance ability could 

potentially alter impulsive choices.

Behavioral interventions designed to improve delay tolerance have been developed and 

employed in both animals and humans. Fading (progressively increasing or decreasing) the 

SS or LL delays within a choice task is one of the most common paradigms used to promote 

delay tolerance. One of the first delay tolerance interventions was conducted by Mazur and 

Logue (1978). The pigeons in the intervention condition were exposed to a delay tolerance 

fading procedure where the SS delay (6 s) was initially the same as the LL delay but 

gradually became shorter across sessions until reaching 0 s by the end of the study. A control 

group received a 2-s SS delay throughout training followed by additional tests with 0- and 

5.5-s SS delays. The pigeons that received the intervention chose the LL more often than the 

control group at the 0-s SS delay. It is possible that the pigeons experienced a carryover 

effect due to a long history of choosing the LL when the SS delays were increased. However, 

the pigeons did show changes in behavior as the SS delay was reduced and the group 

differences were maintained when the SS and LL keys were switched, suggesting that the 

pigeons were primarily under the control of the reinforcement history.
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In addition, delay tolerance can be provided as training before an impulsive choice 

assessment. Stein and colleagues (2013) gave male rats 120 sessions of delay exposure 

training where the delay to food reward increased throughout the sessions. Rats that 

completed this training made more LL choices in an impulsive choice task compared to a 

control group of rats that received immediate reinforcement during training (Stein, Johnson, 

et al., 2013), but their responding was comparable to a group that received exposure to a 

constant long delay. Thus, it is not clear whether the gradual delay increases were necessary 

to produce delay tolerance.

Delay tolerance paradigms produce similar effects in children and adults. Multiple studies 

have shown that increasing the delay to the LL reward during the intervention phase 

increased LL choices in subsequent impulsive choice tasks in children with ADHD (Binder, 

Dixon, & Ghezzi, 2000; Neef, Bicard, & Endo, 2001), pre-school aged typically-developing 

children (Schweitzer & Sulzer-Azaroff, 1988), children with developmental disabilities 

(Vessells, Sy, Wilson, & Green, 2018), children and adults with severe behavior disorders 

(Fisher, Thompson, Hagopian, Bowman, & Krug, 2000), and adults with intellectual 

disabilities (Dixon et al., 1998; Dixon, Rehfeldt, & Randich, 2003). These improvements 

were observed after multiple sessions of training. Combined, these results suggest that 

improving tolerance to long delays can affect choice behavior in a variety of populations, 

both clinical and non-clinical.

While these results suggest that gradual fading of delays is an effective intervention to 

reinforce self-controlled behavior, further research with appropriate control groups are 

needed to confirm the findings. Many studies involving human participants did not have any 

condition in which participants received the same treatment in all respects except for the key 

experimental manipulation (sham training) or an alternative training condition that did not 

involve prolonged timing exposure. Some studies designed with a pre-assessment of 

impulsive choice included other manipulations of effort or reward magnitude which 

complicate the assessment of the relationship between delay tolerance and impulsive choice 

(Neef et al., 2001). The meta-analysis evaluation of delay fading and exposure training by 

Rung and Madden (2018) excluded papers (Dixon et al., 1998; Dixon et al., 2003; Fisher et 

al., 2000; Neef et al., 2001) that did not include appropriate control groups or sample sizes 

large enough to calculate an effect size. After accounting for those limitations, Rung and 

Madden (2018) found that the delay tolerance behavioral interventions were associated with 

large effect sizes in promoting self-controlled choices and their analysis suggests that delay 

tolerance is a robust and reliable method to improve self-control.

Timing deficits and delay intolerance.

Timing deficits and delay intolerance are temporal processes that have been shown to play a 

potential role in impulsive choice. These two processes are likely related but are 

theoretically distinct. For example, if an organism’s cognitive capabilities result in poor 

perception of the intertemporal reward contingencies, then even a delay tolerant animal may 

opt for the immediate option. If inaccurate and imprecise timing underlies at least some 

instances of impulsive choice, then that would suggest that interventions that improve timing 
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precision and/or accuracy may reduce impulsive choice by decreasing errors in judging 

delays regardless of any changes in delay tolerance.

Much of the intervention research has focused on improving delay tolerance, and the 

research investigating the mechanism for delay tolerance has not teased apart timing 

processes from the effects of delay exposure on delay intolerance in improving self-

controlled choices. Researchers have proposed that timing abilities predict impulsive choice 

(Marshall et al., 2014; Wittmann & Paulus, 2008) and that exposing subjects to time 

intervals can improve their ability to time the delays to reward. However, some of the 

previous timing interventions may have targeted delay tolerance rather than specific timing 

processes. This ambiguity could be parsed apart using an adjusting choice task or a 

systematic choice task following a timing intervention. If timing interventions improve 

timing processes, rats that received the intervention should make more self-controlled 

choices in the systematic choice task, where delays are altered systematically across trials or 

sessions. In comparison improvement in timing should have little impact on choices in an 

adjusting delay task, where delays adjust frequently based on the individual’s choices, as 

adjusting tasks have been found to be less reliant on timing of specific delays (Cardinal, 

Daw, Robbins, & Everitt, 2002; Peterson et al., 2015). On the other hand, if timing 

interventions primarily improve delay tolerance, then rats that received the intervention 

should make similar amounts of self-controlled choices on both choice tasks.

It is also possible that delay intolerance and timing may interact directly in affecting 

impulsive choice. For example, errors in temporal perception may lead impulsive individuals 

to overestimate the duration of experienced delays (Wilson et al., 2011; Wittmann & Paulus, 

2008), thus leading to delay intolerance. In contrast, delay intolerance may drive impulsive 

individuals to avoid longer delays which could impair learning about delays and ultimately 

lead to increased timing deficits (Galtress, Garcia, & Kirkpatrick, 2012; Kirkpatrick, 

Marshall, & Smith, 2015; C A Winstanley, Eagle, & Robbins, 2006). Whether delay 

intolerance leads to temporal processing deficits or vice versa, timing interventions produce 

robust and lasting increases in self-control that are a potentially effective tool that could 

translate for potential treatment of impulsivity. Further research should focus on parsing out 

the causal relationships between timing deficits, delay aversion, and impulsive choice.

Inhibitory Interventions

Impulsive behavior may originate from a decreased ability to inhibit an automatic response 

to choose the SS and instead of waiting for the LL. A decreased ability to inhibit responding 

is a common symptom associated with ADHD. Researchers have argued that ADHD is 

comprised of multiple endophenotypes, two of which are poor response inhibition and 

excessive impulsive decision-making (Castellanos & Tannock, 2002; Slaats-Willemse, 

Swaab-Barneveld, De Sonneville, Van Der Meulen, & Buitelaar, 2003). While the causal 

relationship remains unclear, those who make more impulsive choices also make more errors 

on response inhibition tasks (Solanto et al., 2001). This section focuses on behavioral 

inhibition, specifically response inhibition, as interventions in this area are more numerous. 

Response inhibition encompasses actions like waiting, withholding a response, or stopping a 

response (Bari & Robbins, 2013). Tasks used to measure behavioral inhibition are easier to 
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reliably measure in both humans and animals compared to cognitive inhibition tasks (Bari & 

Robbins, 2013).

DRL schedules.

Inhibition is commonly studied in humans using tasks such as the go/no-go paradigm (in 

which individuals must respond to some stimuli and withhold responses to other stimuli) or 

the stop-signal task (in which individuals must stop an ongoing response when a signal 

occurs) that involve testing the ability to inhibit a planned response (Bari & Robbins, 2013). 

These paradigms in addition to the five-choice serial reaction time task have not typically 

been used as interventions. Instead, researchers use them to measure impulsive action (e.g., 

motor impulsivity). Other tasks, such as DRL schedules, have been targets of behavioral 

interventions. Under DRL contingencies, organisms must inhibit responding until a specific 

time has passed after which they can respond. As mentioned above, DRL schedules may 

also be used as time-based interventions to improve self-control (Fox et al., 2019; A. P. 

Smith et al., 2015). DRL contingencies have also been successfully incorporated into 

behavioral inhibition interventions with children. For example, three typically developing 

children completed a DRL intervention to help reduce the number of requests for the 

teacher’s attention during class (Austin & Bevan, 2011). The DRL intervention significantly 

decreased the number of attention requests from the children. These results suggest that 

DRL interventions can decrease problem behavior in humans as well as animals.

Although the literature on DRL schedules to improve self-control is relatively small, the 

DRL interventions do appear to produce a large effect in increasing self-controlled choices 

in animals and humans. The exact mechanism by which the DRL schedules operate is still 

unclear. DRL schedules do not appear to consistently improve timing precision (Eckard & 

Kyonka, 2018; Fox et al., 2019), but may increase delay tolerance, which results in fewer 

impulsive choices. Alternatively, DRL schedules may improve other inhibitory processes 

such as deferred gratification (Bari & Robbins, 2013), which may help suppress the urge to 

act impulsively.

Inhibitory control training.

While few DRL intervention studies have used human participants, the use of inhibitory 

control training (ICT) to reduce unhealthy choices has received more attention. ICT typically 

involves a go/no-go task or a stop signal task where the responses that require inhibition are 

presented with unhealthy choices. The general approach of ICT training, using healthy and 

unhealthy foods as an example, is to train participants to respond to pictures of healthy foods 

or no food and inhibit responses to unhealthy foods. This is often compared to the reverse 

condition where they make a response to the unhealthy pictures. Successful inhibition of 

real-world unhealthy food choices has been obtained using the go/no-go task cued with 

pictures of unhealthy food choices (van Koningsbruggen, Veling, Stroebe, & Aarts, 2014; 

Veling, Aarts, & Papies, 2011). The go/no-go ICT has also been applied to increasing 

healthy food choices in children (Porter et al., 2018) and decreasing alcohol consumption in 

undergraduate students (Bowley et al., 2013; Houben, Nederkoorn, Wiers, & Jansen, 2011). 

However, these studies did not include a sham control group where all pictures are presented 
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with go or no-go responses equally, so it is unclear whether the unhealthy/go condition made 

them worse compared to the unhealthy/no-go condition.

A few studies have incorporated a sham control to address these weaknesses and have 

yielded mixed results. For example, Houben and Jansen (2011) selected college-aged 

females who craved chocolate to participate in a go/no-go task that served as training to 

inhibit their responses to chocolate. During training, the go cue was presented with pictures 

of empty plates or plates of snacks and required a response on a keyboard, while the no-go 

cue was presented with pictures of chocolate and required no response. The sham training 

group completed the same task, but all the pictures were presented with a go cue half the 

time and a no-go cue the other half of the time. Another control group completed the same 

task, but the go cue was presented with pictures of chocolate and the no-go cue was 

presented with pictures of snacks or empty plates. After training, the participants were 

presented with three bowls of chocolate and instructed to eat however much they wanted so 

they could judge the tastes and textures of each. Compared to the sham training group, the 

participants who inhibited responding to pictures of chocolate during training ate less 

chocolate which suggested that ICT strengthened the participants’ ability to inhibit a 

response to chocolate (Houben & Jansen, 2011). However, the participants who inhibited 

responding to pictures of chocolate did not differ from those in the condition that associated 

chocolate with the go cue for the entirety of training. Houben and Jansen (2015) repeated the 

previous study minus the sham training group and found that participants who inhibited 

responding to pictures of chocolate ate significantly less chocolate than those who had 

chocolate associated with the go cue, suggesting that the intervention was effective. Further 

investigation of these two conditions, chocolate/no-go and chocolate/go, supported the 

conclusion that the female participants increased their ability to inhibit responding to 

chocolate (Houben & Jansen, 2015).

Similar work using a stop signal task has been conducted to improve inhibitory control over 

food and alcohol. Stimuli are presented to the right or left of center on the screen. 

Participants responded once on two different keys to indicate what position the stimulus 

occupied on go trials. In the experimental condition, the unhealthy or “bad” stimulus was 

often presented with the stop cue, so participants must inhibit responding on either key. The 

control group, on the other hand, typically had to respond twice to the unhealthy stimulus. 

Control participants responded twice to unhealthy options to equate attentional demand 

across groups. The stop-signal intervention effectively reduced food consumption during a 

snacking phase in undergraduates (Lawrence, Verbruggen, Morrison, Adams, & Chambers, 

2015) and reduced alcohol consumption during a taste test (Jones & Field, 2013). This 

suggests that the effect of ICT is not a product of the control group resulting in poorer 

inhibitory control, but instead appears to be due to the intervention increasing inhibition.

Inhibitory control training can be effective outside a laboratory/clinical setting as well. The 

ICT interventions can be adapted into smartphone applications for daily training. 

Improvements to self-control were observed after participants completed a modified Stroop-

task for four weeks (Cranwell et al., 2014). These improvements were measured by 

comparing a baseline assessment of self-control administered before the 4-week training 

period to a post-assessment. This line of research has the potential to bring effective 
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interventions to a wide range of populations that would benefit from daily inhibitory control 

practice and should be explored further.

Many studies have concluded that ICT effectively reduced appetitive behaviors, and meta-

analyses have shown that ICT significantly improves self-control after training (for a 

comprehensive review of effect sizes, see Jones et al., 2016). Despite the growing literature 

in this field, the mechanism responsible for the improvements to self-control are not yet fully 

understood. Researchers have determined that the association between unhealthy stimuli and 

response inhibition is essential for the improvements to occur, but the way in which this 

association formation improves impulsive behavior remains ambiguous (Jones et al., 2016).

One avenue to understanding the mechanisms of action can be through examining the 

neurobiology associated with inhibitory training. However, the neurobiological mechanisms 

involved in behavioral inhibition are also unclear. Tasks such as ICT engage multiple 

neurotransmitters and cortical regions that are dependent on the context. Researchers agree 

that the prefrontal cortex and pre-motor areas have a major role in response inhibition, but 

the way in which dopamine, norepinephrine and serotonin interact is widely debated (for a 

comprehensive review of pharmacological studies, see Bari & Robbins, 2013). In addition, 

challenges with procedurally separating inhibition from other processes such as attention 

have complicated the understanding of the roles of each neurotransmitter system. Future 

studies need to address whether the mechanisms of the interventions are through 

strengthening of inhibition, or through some other attention-related process such as 

mindfulness.

Mindfulness training

One potential mechanism for improving self-control is through increasing attention to one’s 

own actions and the consequences of those actions. Attentional processes have been the 

targets of mindfulness interventions. The prior sections have conceptualized self-control in 

terms of distinct forms (e.g., effort-based, time-based, waiting-based, reward-based, and 

inhibitory-based). However, self-control has also been described as consisting of two 

interacting systems – hot and cool (Metcalfe & Mischel, 1999; Mischel & Ayduk, 2002). 

The hot system is based off emotions and motivations leading to reactive impulsive behavior 

(perhaps related to delay intolerance and poor inhibitory processes). Whereas the cool 

system is based off executive/cognitive control processes (e.g., reflective logic and planning) 

leading to self-controlled behavior. Attentional control, the construct of being able to 

observe or neglect aspects of the environment, is a necessary function of the cool system. 

Within the cool system, attentional control is needed to ignore emotional reactions and 

embrace a calm pensive reaction. Deficits in attentional control impair the ability to utilize 

the cool system and may result in impulsive behavior. The importance of attentional control 

in promoting self-control has led to the development of mindfulness interventions to 

promote attention.

Mindfulness is the practice of maintaining attention to the current situation while 

concurrently acknowledging and accepting any thoughts of feelings that arise (Bishop et al., 

2004). Learning processes appear to be involved in establishing and mediating the effects of 
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mindful behavior. That is, individuals can learn that they are susceptible to engaging in 

impulsive behaviors and modify their attention accordingly. For example, they could modify 

their attention to focus on the benefits of avoiding the temptation to eat a cookie that will 

violate their dietary goals. Alternatively, they could modify their behavior by making plans 

to only have healthy foods in the house to avoid abandoning a diet in a moment of weakness. 

These actions can avoid decisions that individuals may later regret. Out of all the prior 

practices for self-control, mindfulness training is the only technique that relies on some 

degree of awareness or self-monitoring by requiring individuals to become aware of their 

own tendencies to misbehave. Mindfulness training addresses factors incorporated in 

attentional control such as sustaining attention and awareness, regulating emotions, and 

inhibiting intrusion of outside thought (Bishop et al., 2004; Semple, 2010). These factors are 

essential to utilize the cool system of self-control by allowing individuals to remain calm 

and attentive. There are multiple methods to accomplish attentional control that fall under 

the umbrella of mindfulness training. This review will discuss mindfulness training more 

broadly rather than parsing out by individual practices.

Mindfulness training has been utilized in healthy (Chambers, Lo, & Allen, 2008; Mrazek, 

Franklin, Phillips, Baird, & Schooler, 2013; Valentine & Sweet, 1999; Van Dillen & Papies, 

2015) and clinical (Baer, 2003; Semple, 2010) populations to improve attentional control. 

Different factors of attention are measured to address the efficacy of mindfulness training. 

These factors include but are not limited to sustained attention, attentional inhibition, and 

attention switching (Bishop et al., 2004). During mindfulness practice, sustained attention is 

needed to maintain focus on the present and attentional inhibition prevents leaving the state 

of mindfulness. Attention switching is important for being able to acknowledge thoughts or 

feelings that arise during practice while then switching back to focusing on the present 

moment.

The importance of attention has been exemplified in school children that were less likely to 

fail at a delay to gratification task when they could not attend to the SS reward (Mischel & 

Ebbesen, 1970; Mischel, Ebbesen, & Raskoff Zeiss, 1972). Mischel et al. (1972) presented 

children with a delay to gratification task and instructed them to think about other things 

while a lesser preferred reward was placed in front of them tempting them to forfeit the 

claim to the better delayed reward. The children that were directed to self-distract from 

grabbing the immediate reward were more likely to wait for the preferred reward, further 

demonstrating the importance of attention in self-control.

The attentional processes involved in the delay to gratification task are not limited to 

humans. The diverting of attention leading to delay of gratification is noted in research on 

collateral behaviors. Collateral behaviors are behaviors that occur during an operant 

behavioral task (Hemmes, Eckerman, & Rubinsky, 1979) and may function as a method of 

self-distraction. In pigeons this behavior is commonly expressed as pecking a portion of a 

screen, response strip, or response key that is not reinforced or punished. This pecking 

improves performance on a DRL schedule as it occupies the delay interval between 

reinforced responses (Hemmes et al., 1979; Schwartz & Williams, 1971). For example, 

Hemmes et al. (1979) trained pigeons to peck a response strip to earn food reinforcement. 

Once training was completed, a DRL schedule was put in place in which part of the response 
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strip delivered food following the first response after a delay interval. Pecking the portion of 

the strip without the DRL schedule did not result in reinforcement or punishment but the 

behavior was recorded. The birds that pecked the neutral portion of the response strip during 

the delay interval performed better on the DRL schedule and earned more food than the bird 

that did not. These results suggest that non-human animals may divert attention to improve 

performance on challenging tasks and this may extend to other species as well (Slonaker & 

Hothersall, 1972; Van Hest, Van Haaren, & Van de Poll, 1987).

More recently, Evans and Beran (2007) tested chimpanzees in a task where candies would 

accumulate in a receptacle as long as the chimps did not grab the receptacle. This is variant 

of a delay to gratification task where self-control through waiting results in more candies 

earned. In the experimental condition, the chimps waited for candies to accumulate and had 

access to toy stimuli that they could manipulate. The researchers measured toy manipulation 

behaviors and how soon the chimps grabbed the candies. In one control condition, the 

chimps had to wait without toy stimuli, and they measured the time it took to grab the 

candies. In another control condition, the monkeys had access to toys, but they did not have 

the opportunity to grab the candies early. Instead, toy manipulation behaviors were 

measured. The chimps waited longer to maximize candy accumulation when they had toys 

available than when they did not have toys, and the chimps’ manipulation of the toys was 

more likely to occur when the candies were available to grab. The chimps did not have 

multiple trials per day that could potentially allow them to make up for candies that they lost 

from grabbing the receptacle too soon. Thus, the impulsive behavior was associated with an 

actual cost of missing candies that they could have received. The results suggest that the 

chimps instrumentally directed their attention to the toys while the candies were 

accumulating to avoid making an impulsive choice and increase reward earning. The 

significance of this finding, and the findings of other types of collateral behaviors, is that it 

demonstrates that nonhuman animals without verbal reasoning skills can still learn to 

redirect attention in a way that helps them be more self-controlled. This may involve a 

rudimentary process implicated in mindfulness training in humans as well.

In terms of specific attentional processes, the results of the mindfulness studies suggest that 

the largest improvements are in sustained attention, which is the ability to maintain attention 

on a specific task or stimulus for a longer period. Considering that maintaining attention to 

the present moment is at the core of mindfulness training, this is not surprising. It can be 

argued that the ability to sustain attention requires inhibition; individuals need to inhibit 

thoughts that would remove them from a mindful state. Future work should address the role 

of attentional inhibition in relation to mindfulness. If mindfulness training is improving 

attentional inhibition, this may improve the use of the cool system for self-control.

The direct use of mindfulness training as a method of decreasing impulsivity has been 

explored as well. The efficacy of training is still in question as experiments have produced 

mixed results (Ashe, Newman, & Wilson, 2015; Cairncross & Miller, 2016; Hendrickson & 

Rasmussen, 2013, 2017; Morrison, Madden, Odum, Friedel, & Twohig, 2014). A major 

challenge of using mindfulness training to improve self-control is that it seems to be 

stimulus-specific. For example, Hendrickson and Rasmussen (2013) had participants 

complete food and monetary discounting tasks prior to a mindfulness training that was 
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specific to food. Following training, participants completed the discounting tasks again and 

more self-controlled responses were observed in the food discounting task for the 

mindfulness training group, but this was not observed in the monetary discounting task. The 

stimulus specificity of mindfulness training will likely impact the ability of this treatment to 

generalize to other impulsive situations.

Even when addressing an underlying component of impulsivity such as delay tolerance, 

selective effects of mindfulness training come into play. Morrison et al. (2014) recruited 

individuals with steep discounting functions (i.e., high k-values) to participate in 

mindfulness training to assess the effects on Acceptance and Action Questionnaire-II (AAQ-

II), Distress Tolerance Scale (DTS), and monetary discounting. All measures were 

completed prior to training and participants were assigned to the mindfulness training group 

or the “wait-list” control group. Those in the mindfulness group completed pre-tests, 

received training, and then completed post-test assessments. The mindfulness training 

emphasized overcoming the discomfort experienced when waiting and was tailored to the 

specific individual as needed. Those in the “wait-list” control group completed the initial 

pre-test but no treatment while the mindfulness group received their treatment and then 

completed the post-test. The wait-list group subsequently received mindfulness training prior 

to completing an additional final post-test. Reductions were shown in delay discounting for 

the initial training group and when groups were combined (no control group) to analyze pre-

and post-treatment. Decreased distress intolerance was only significant when analyzing pre- 

and post-treatment. The results suggest that mindfulness training may be a useful strategy at 

improving self-control in a delay discounting task but may not consistently alleviate the 

negative emotions experienced when waiting. The inability to consistently reduce distress 

from waiting may impact the ability to maintain use of the cool system.

Taken together these two experiments raise several questions regarding the use of 

mindfulness as a direct method of improving self-control. It is likely that mindfulness 

training will not generalize to all aspects of impulsivity, so it may be a better treatment 

option for specific deficits. In both experiments, the cool system was utilized via 

mindfulness training, but it is possible that utilizing the cool system is not enough to ward 

off impulsive behaviors. An individual needs to be able to comprehend what constitutes an 

impulsive behavior. The inability to determine what is or is not an impulsive behavior may 

be due to alternative deficits that the cool system cannot address. For example, in a standard 

delay discounting task an individual using the cool system may be able to inhibit responding 

promoting a contemplative reaction to the choices at hand. Despite this calm and thoughtful 

reaction, an impulsive choice can still be made as the individual is unable to decipher which 

choice is optimal. The inability to comprehend what choice is the impulsive choice may be 

due to impairments in other processes discussed above such as timing or reward processes. 

Therefore, mindfulness training in conjunction with other interventions previously discussed 

may be ideal. Administering mindfulness training prior to other interventions could improve 

attentional control, allowing other learning processes to be more effective in the behavioral 

interventions discussed above.
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General Discussion

The present review discussed a range of cognitive and behavioral training techniques that 

have been employed to promote self-control in various ways. The most successful 

interventions appear to be the learning-based techniques that target specific aspects of self-

control such as high-effort training, reward bundling, interval schedules, delay-exposure, and 

ICT (inhibitory) training. Some of these interventions have been applied strictly in 

controlled laboratory settings with substantial training, so their application to real-world 

setting remains to be determined. However, the inhibitory training and mindfulness training 

techniques have been used to varying degrees of success in applied settings, suggesting that 

some interventions may be transferrable to real-word problems. In some cases (e.g., fixed 

interval and delay exposure training), the effects of the interventions were quite long lasting. 

However, the effects of many of the interventions do appear to be stimulus/context-or 

domain-specific. For example, high-effort training was found to generalize to effort 

discounting choices but not delay discounting choices and vice versa (Eisenberger & 

Adornetto, 1986). And, mindfulness training specific to food was found to generalize to food 

choices but not to other types of choices (Hendrickson & Rasmussen, 2013). The fixed 

interval intervention (Bailey et al., 2018) did generalize to both delay and reward choices 

within an impulsive choice task, suggesting some degree of generalizability. However, it 

seems unlikely that transfer would be seen to other types of choice tasks (e.g., effort and 

probability discounting) or to other controlled response tasks, except perhaps to other 

interval schedules such as the DRL – this remains to be seen.

Mindfulness training, on the other hand, targets general attentional control processes which 

theoretically could apply to a wide range of situations. This type of training has only 

received preliminary attention with regard to self-control, and results have been fairly mixed 

in terms of intervention efficacy (Ashe et al., 2015; Cairncross & Miller, 2016; Hendrickson 

& Rasmussen, 2013, 2017; Morrison et al., 2014). Rung and Madden (2018) concluded that 

there was no overarching evidence that mindfulness training decreased delay discounting on 

its own. The weaker pattern of evidence for mindfulness training may, in fact, stem from its 

failure to target specific cognitive processes. Repeated activation of neural pathways to 

target specific cognitive processes may be a key ingredient to robust and lasting intervention 

effects. Even so, the mechanisms of the specific interventions remain poorly understood and 

much further study is needed to identify the cognitive and neural mechanisms that are 

targeted by these interventions. More focus on nonhuman animal experiments in which 

mechanisms can be more easily targeted through causal methodologies could help to identify 

key substrates. These can then be corroborated with human research, particularly those that 

involve neural correlates that can then be linked back to the mechanisms discovered in the 

animal studies.

Figure 2 displays a diagram of the different training techniques and the proposed processes 

they may be targeting. Given the paucity of evidence on this topic, this diagram should be 

viewed with caution and seen as an early attempt to organize current evidence and motivate 

further research in this area. The different interventions that have been discussed here 

include effort exposure, reward discrimination, reward bundling, delay exposure, interval 

schedules (including FI, VI, and DRL schedules), inhibitory control training (e.g., stop-
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signal and go/no-go tasks), and mindfulness training. We propose that each intervention 

targets one or more domain-specific processes that most closely relate to the underlying 

neural systems and learning mechanisms that are invoked by the intervention. Effort 

exposure is proposed to induce effort tolerance (Eisenberger, 1992; Treadway et al., 2012), 

but may in some cases also involve some form of within-trial contrast effect (Zentall & 

Singer, 2007). Reward discrimination and reward bundling techniques are proposed to 

primarily affect reward differentiation and/or value-based learning mechanisms (Ainslie & 

Monterosso, 2003; Hofmeyr et al., 2011; Kirby & Guastello, 2001; Marshall & Kirkpatrick, 

2016; Stein, Smits, et al., 2013). Interval schedules that do not have explicit inhibitory 

elements should primarily alter interval timing processes (A. P. Smith et al., 2015), but may 

also affect delay tolerance (Marshall et al., 2014) and potentially attention to time (Galtress, 

Garcia, et al., 2012). On the other hand, DRL schedules that involve temporal processing 

and inhibitory elements may affect inhibitory processes (Eckard & Kyonka, 2018; A. P. 

Smith et al., 2015), alter interval timing (A. P. Smith et al., 2015), and/or increase delay 

tolerance (Fox et al., 2019). ICT training should primarily affect inhibitory processes. 

Mindfulness training is the most challenging to pin down as it may potentially affect 

different processes depending on the targets of the mindful thinking. Based on the delay 

discounting literature, mindfulness likely alters attentional control.

There are some interesting questions that stem from the diagram in Figure 2. First, because 

the evidence so far suggests domain specificity of at least some interventions, the diagram 

suggests that each target process could promote general self-control but given that there are 

multiple processes feeding into self-control, one would expect to see only partial moderation 

of choice and/or controlled responses. This prediction does indeed appear to be the case. 

Although the interventions described here do increase self-control, they do not lead to 

extreme self-control. For example, Binder et al. (2000) reported that the delay tolerance 

intervention made two of the children less impulsive, but they did still make some impulsive 

choices. ICT training results in reduced consumption of unhealthy foods, but participants do 

not refuse to eat unhealthy foods following the intervention (Houben & Jansen, 2011, 2015; 

Veling et al., 2011). And, rats that received time-based interventions significantly increased 

their self-controlled choices but still made a considerable number of impulsive choices (A. P. 

Smith et al., 2015).

This does raise an interesting question, however, about the goal of these interventions. 

Although self-control is a virtue and a predictor of human health (e.g., Moffitt et al., 2011), 

ultimately the goal of interventions should be to engender good decision making. Many of 

the intervention studies described in this review have found partial moderation of choices 

and controlled responses so that individuals may no longer be in the highest risk category in 

terms of impulsive behaviors. Partial moderation may be enough to move individuals 

towards healthier decisions. Although interventions often hold up self-control as a gold 

standard, impulsivity can be advantageous in some settings. It would be interesting to assess 

the effects of the interventions on behaviors under situations where different strategies may 

be more or less optimal (such as the ecological rationality hypothesis discussed earlier). 

Impulsivity is often sub-optimal, but not always, and it may be possible to be self-controlled 

to a fault (see, for example Bailey et al., 2018). This is an interesting possible direction for 

future research.
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A second issue implied by the diagram is that the domain-specific nature of the interventions 

suggests that they may be most successful if applied to target populations. This suggests that 

screening individuals to create a self-control profile would be beneficial to determine if they 

have specific deficits. The intervention tasks may themselves be beneficial here in revealing 

the deficits that they are also designed to treat by examining early performance on these 

tasks. If an individual is impulsive, then giving them an array of tasks such as high-effort 

tasks, timing schedules, reward discrimination tasks, and inhibitory tasks may reveal specific 

deficits for intervention. In cases where they do show specific deficits, then further training 

on the interventions could target those deficits, potentially leading to more successful 

therapeutic approaches. On the other hand, if individuals exhibit consistent self-control 

deficits across a range of tasks, then they may suffer from generalized self-control problems, 

in which case a multi-dimensional intervention may be needed.

A further issue raised by the proposed diagram is whether the individual interventions may 

be additive or synergistic. The preliminary proposal that the individual processes all 

influence general self-control and given that each process may be at least partially 

independent it should be possible to produce additive effects by delivering multiple 

interventions to the same individual. This could be beneficial for individuals with more 

general self-control challenges if each intervention can target individual processes and sum 

together to promote additional increases in self-control in terms of the magnitude and/or 

longevity of the intervention effects. It is additionally possible that at least some of the 

interventions may be synergistic, particularly if they target some shared processes. For 

example, mindfulness training could potentially be used in conjunction with interval 

schedules as a scaffolding technique to produce enhanced delay tolerance. This could be 

especially beneficial for individuals with serious delay intolerance challenges, such as 

ADHD patients.

Overall, it appears that there are some promising techniques for increasing self-control by 

using cognitive and behavioral training methods. Many of these methods are well 

established in the laboratory but need further testing for real-world applications. The target 

processes for the interventions are somewhat known, but the mechanisms by which these 

processes alter self-control requires further research. In addition, further research is needed 

to determine whether individuals with specific profiles may benefit differently from different 

interventions and whether the interventions may be used in concert to produce additive or 

synergistic effects. Although much remains to be studied in this area, there is reason for 

hope that these interventions may be a foundation for moderating poor self-control.

Acknowlegements

This project was supported by a grant from the National Institutes of Mental Health (MH085739) award to 
Kimberly Kirkpatrick and Kansas State University. All authors contributed to both the idea generation and writing 
of the paper.

References

Acheson A, Farrar AM, Patak M, Hausknecht KA, Kieres AK, Choi S,… Richards JB (2006). Nucleus 
accumbens lesions decrease sensitivity to rapid changes in the delay to reinforcement. Behavioural 
Brain Research, 173, 217–228. [PubMed: 16884790] 

Smith et al. Page 26

J Exp Psychol Anim Learn Cogn. Author manuscript; available in PMC 2020 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Ainslie G, & Monterosso JR (2003). Building blocks of self-control: Increased tolerance for delay with 
bundled rewards. Journal of the Experimental Analysis of Behavior, 79(1), 37–48. [PubMed: 
12696740] 

Alsop B, Furukawa E, Sowerby P, Jensen S, Moffat C, & Tripp G (2016). Behavioral sensitivity to 
changing reinforcement contingencies in attention-deficit hyperactivity disorder. Journal of Child 
Psychology and Psychiatry, 57(8), 947–956. [PubMed: 27079299] 

Arantes J, & Grace RC (2008). Failure to obtain value enhancement by within-trial contrast in 
simultaneous and successive discriminations. Learning & Behavior, 36(1), 1–11. [PubMed: 
18318421] 

Aronson E, & Mills J (1959). The effect of severity of initiation on liking for a group. The Journal of 
Abnormal and Social Psychology, 59(2), 177.

Ashe ML, Newman MG, & Wilson SJ (2015). Delay discounting and the use of mindful attention 
versus distraction in the treatment of drug addiction: a conceptual review. Journal of the 
Experimental Analysis of Behavior, 103(1), 234–248. [PubMed: 25545725] 

Austin JL, & Bevan D (2011). Using differential reinforcement of low rates to reduce children’s 
requests for teacher attention. Journal of applied behavior analysis, 44(3), 451–461. [PubMed: 
21941378] 

Aw JM, Vasconcelos M, & Kacelnik A (2011). How costs affect preferences: Experiments on state 
dependence, hedonic state and within-trial contrast in starlings. Animal Behaviour, 81(6), 1117–
1128.

Baer RA (2003). Mindfulness training as a clinical intervention: A conceptual and empirical review. 
Clinical psychology: Science and practice, 10(2), 125–143.

Bailey C, Peterson JR, Schnegelsiepen A, Stuebing SL, & Kirkpatrick K (2018). Durability and 
generalizability of time-based intervention effects on impulsive choice in rats. Behavioural 
Processes, 152, 54–62. [PubMed: 29544866] 

Baker F, Johnson MW, & Bickel WK (2003). Delay discounting in current and never-before cigarette 
smokers: Similarities and differences across commodity, sign, and magnitude. Journal of 
Abnormal Psychology 112(3), 382–392. [PubMed: 12943017] 

Baldwin RL, Chelonis JJ, Flake RA, Edwards MC, Feild CR, Meaux JB, & Paule MG (2004). Effect 
of methylphenidate on time perception in children with Attention-Deficit/Hyperactivity Disorder. 
Experimental and clinical psychopharmacology, 12(1), 57–64. [PubMed: 14769100] 

Ballard K, & Knutson B (2009). Dissociable neural representations of future reward magnitude and 
delay during temporal discounting. NeuroImage, 45, 143–150. doi:10.1016/j.neuroimage.
2008.11.004 [PubMed: 19071223] 

Bardgett ME, Depenbrock M, Downs N, Points M, & Green L (2009). Dopamine modulates effort-
based decision making in rats. Behavioral Neuroscience, 123(2), 242. [PubMed: 19331447] 

Bari A, & Robbins TW (2013). Inhibition and impulsivity: behavioral and neural basis of response 
control. Progress in neurobiology, 108, 44–79. [PubMed: 23856628] 

Barkley RA, Edwards G, Laneri M, Fletcher K, & Metevia L (2001). Executive functioning, temporal 
discounting, and sense of time in adolescents with attention deficit hyperactivity disorder (ADHD) 
and oppositional defiant disorder (ODD). Journal of Abnormal Child Psychology, 29(6), 541–556. 
[PubMed: 11761287] 

Basar K, Sesia T, Groenewegen H, Steinbusch HWM, Visser-Vandewalle V, & Temel Y (2010). 
Nucleus accumbens and impulsivity. Progress in neurobiology, 92, 533–557. [PubMed: 20831892] 

Baumann AA, & Odum AL (2012). Impulsivity, risk taking, and timing. Behavioural Processes, 90, 
408–414. doi:10.1016/j.beproc.2012.04.005 [PubMed: 22542458] 

Berlin HA, & Rolls ET (2004). Time perception, impulsivity, emotionality, and personality in self-
harming borderline personality disorder patients. Journal of Personality Disorders, 18, 358–378. 
[PubMed: 15342323] 

Berlin HA, Rolls ET, & Kischka U (2004). Impulsivity, time perception, emotion and reinforcement 
sensitivity in patients with orbitofrontal cortex lesions. Brain, 127, 1108–1126. [PubMed: 
14985269] 

Bickel WK, Jarmolowicz DP, Mueller ET, Koffarnus MN, & Gatchalian KM (2012). Excessive 
discounting of delayed reinforcers as a trans-disease process contributing to addiction and other 

Smith et al. Page 27

J Exp Psychol Anim Learn Cogn. Author manuscript; available in PMC 2020 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



disease-related vulnerabilities: Emerging evidence. Pharmacology & Therapeutics, 134(3), 287–
297. doi:10.1016/j.pharmthera.2012.02.004 [PubMed: 22387232] 

Bickel WK, & Mueller ET (2009). Toward the Study of Trans-Disease Processes: A Novel Approach 
With Special Reference to the Study of Co-morbidity. Journal of dual diagnosis, 5(2), 131–138. 
doi:10.1080/15504260902869147 [PubMed: 20182654] 

Bickel WK, Odum AL, & Madden GJ (1999). Impulsivity and cigarette smoking: Delay discounting in 
current, never, and ex-smokers. Psychopharmacology (Berlin), 146(4), 447–454. [PubMed: 
10550495] 

Binder LM, Dixon MR, & Ghezzi PM (2000). A procedure to teach self-control to children with 
attention deficit hyperactivity disorder. Journal of Applied Behavioral Science, 33(2), 233–237.

Bishop SR, Lau M, Shapiro S, Carlson L, Anderson ND, Carmody J, … Velting D (2004). 
Mindfulness: A proposed operational definition. Clinical psychology: Science and practice, 11(3), 
230–241.

Bismark AW, Thomas ML, Tarasenko M, Shiluk AL, Rackelmann SY, Young JW, & Light GA (2018). 
Relationship between effortful motivation and neurocognition in schizophrenia. Schizophrenia 
research, 193, 69–76. [PubMed: 28673753] 

Bonem M, & Crossman EK (1988). Elucidating the effects of reinforcement magnitude. Psychological 
Bulletin, 104(3), 348–362. doi:10.1037/0033-2909.104.3.348 [PubMed: 3062656] 

Botvinick MM, Huffstetler S, & McGuire JT (2009). Effort discounting in human nucleus accumbens. 
Cognitive, Affective, & Behavioral Neuroscience, 9(1), 16–27.

Bowley C, Faricy C, Hegarty B, Johnstone SJ, Smith JL, Kelly PJ, & Rushby JA (2013). The effects of 
inhibitory control training on alcohol consumption, implicit alcohol-related cognitions and brain 
electrical activity. International Journal of Psychophysiology, 89(3), 342–348. [PubMed: 
23623953] 

Broos N, Schmaal L, Wiskerke J, Kostelijk L, Lam T, Stoop N,… Schoffelmeer AN (2012). The 
relationship between impulsive choice and impulsive action: a cross-species translational study. 
PLOS ONE, 7(5), e36781. [PubMed: 22574225] 

Cairncross M, & Miller CJ (2016). The effectiveness of mindfulness-based therapies for ADHD: a 
meta-analytic review. Journal of attention disorders, 1087054715625301.

Cardinal RN, & Cheung THC (2005). Nucleus accumbens core lesions retard instrumental learning 
and performance with delayed reinforcement in the rat. BMC Neuroscience, 6(1), 9. doi:
10.1186/1471-2202-6-9 [PubMed: 15691387] 

Cardinal RN, Daw N, Robbins TW, & Everitt BJ (2002). Local analysis of behaviour in the adjusting-
delay task for assessing choice of delayed reinforcement. Neural Networks, 15, 617–634. 
[PubMed: 12371516] 

Cardinal RN, & Howes NJ (2005). Effects of lesions of the nucleus accumbens core on choice between 
small certain rewards and large uncertain rewards in rats. BMC Neuroscience, 6(37), 1–19. 
[PubMed: 15649316] 

Castellanos FX, & Tannock R (2002). Neuroscience of attention-deficit/hyperactivity disorder: the 
search for endophenotypes. Nat Rev Neurosci, 3(8), 617–628. doi:10.1038/nrn896 [PubMed: 
12154363] 

Catania AC (1963). Concurrent performances: a baseline for the study of reinforcement magnitude. 
Journal of the Experimental Analysis of Behavior, 6(2), 299–300. doi:10.1901/jeab.1963.6-299 
[PubMed: 14019311] 

Chambers R, Lo BCY, & Allen NB (2008). The impact of intensive mindfulness training on attentional 
control, cognitive style, and affect. Cognitive therapy and research, 32(3), 303–322.

Chong TT-J, Bonnelle V, Manohar S, Veromann K-R, Muhammed K, Tofaris GK,…. Husain M 
(2015). Dopamine enhances willingness to exert effort for reward in Parkinson’s disease. Cortex, 
69, 40–46. [PubMed: 25967086] 

Church RM, Lacourse DM, & Crystal JD (1998). Temporal search as a function of the variability of 
interfood intervals. J Exp Psychol Anim Behav Process, 24(3), 291–315. doi:
10.1037/0097-7403.24.3.291 [PubMed: 9679306] 

Smith et al. Page 28

J Exp Psychol Anim Learn Cogn. Author manuscript; available in PMC 2020 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Clement TS, Feltus JR, Kaiser DH, & Zentall TR (2000). “Work ethic” in pigeons: reward value is 
directly related to the effort or time required to obtain the reward. Psychonomic Bulletin & 
Review, 7(1), 100–106. doi:10.3758/BF03210727 [PubMed: 10780022] 

Cranwell J, Benford S, Houghton RJ, Golembewski M, Fischer JE, & Hagger MS (2014). Increasing 
self-regulatory energy using an Internet-based training application delivered by smartphone 
technology. Cyberpsychology, Behavior, and Social Networking, 17(3), 181–186. doi:10.1089/
cyber.2013.0105

Cui X (2011). Hyperbolic discounting emerges from the scalar property of interval timing. Frontiers in 
Integrative Neuroscience, 5(24), 1–2. doi:10.3389/fnint.2011.00024 [PubMed: 21369403] 

Dalley JW, & Robbins TW (2017). Fractionating impulsivity: neuropsychiatric implications. Nature 
Reviews Neuroscience, 18(3), 158. [PubMed: 28209979] 

Dalley JW, & Roiser JP (2012). Dopamine, serotonin and impulsivity. Neuroscience, 215, 42–58. 
[PubMed: 22542672] 

de Wit H (2009). Impulsivity as a determinant and consequence of drug use: a review of underlying 
processes. Addiction Biology, 14, 22–31. [PubMed: 18855805] 

Diergaarde L, Pattij T, Poortvliet I, Hogenboom F, de Vries W, Schoffelmeer ANM, & De Vries TJ 
(2008). Impulsive choice and impulsive action predict vulnerability to distinct stages of nicotine 
seeking in rats. Biological Psychiatry, 63, 301–308. [PubMed: 17884016] 

Digian KA, Friedrich AM, & Zentall TR (2004). Discriminative stimuli that follow a delay have added 
value for pigeons. Psychonomic Bulletin & Review, 11(5), 889–895. [PubMed: 15732699] 

Dixon MR, Hayes LJ, Binder LM, Manthey S, Sigman C, & Zdanowski DM (1998). Using a self-
control training procedure to increase appropriate behavior. Journal of applied behavior analysis, 
31(2), 203–210. [PubMed: 9652100] 

Dixon MR, Jacobs EA, & Sanders S (2006). Contextual control of delay discounting by pathological 
gamblers. Journal of applied behavior analysis, 39(4), 413–422. [PubMed: 17236338] 

Dixon MR, Rehfeldt RA, & Randich L (2003). Enhancing tolerance to delayed reinforcers: The role of 
intervening activities. Journal of applied behavior analysis, 36(2), 263–266. [PubMed: 12858992] 

Dobryakova E, Jessup RK, & Tricomi E (2017). Modulation of ventral striatal activity by cognitive 
effort. NeuroImage, 147, 330–338. [PubMed: 27989778] 

Eckard ML, & Kyonka EGE (2018). Differential reinforcement of low rates differentially decreased 
timing precision. Behavioural Processes, 151, 111–118. [PubMed: 29608943] 

Eisenberger R (1992). Learned industriousness. Psychological review, 99(2), 248. [PubMed: 1594725] 

Eisenberger R, & Adornetto M (1986). Generalized self-control of delay and effort. Journal of 
Personality and Social Psychology, 51, 1020–1031. doi:10.1037/0022-3514.51.5.1020

Eisenberger R, Carlson J, Guile M, & Shapiro N (1979). Transfer of effort across behaviors. Learning 
and Motivation, 10(2), 178–197.

Eisenberger R, Mitchell M, & Masterson FA (1985). Effort training increases generalized self-control. 
Journal of Personality and Social Psychology, 49, 1294–1301.

Eisenberger R, Weir F, Masterson FA, & Theis F (1989). Fixed ratio schedules increase generalized 
self-control: Preference for large rewards despite high effort or punishment. Journal of 
Experimental Psychology: Animal Behavior Processes, 15, 383–392.

Evans TA, & Beran MJ (2007). Chimpanzees use self-distraction to cope with impulsivity. Biology 
Letters, 3(6), 599–602. [PubMed: 17716966] 

Evenden JL (1999). Varieties of impulsivity. Psychopharmacology, 146. doi:10.1007/pl00005481

Fervaha G, Graff-Guerrero A, Zakzanis KK, Foussias G, Agid O, & Remington G (2013). Incentive 
motivation deficits in schizophrenia reflect effort computation impairments during cost-benefit 
decision-making. Journal of psychiatric research, 47(11), 1590–1596. [PubMed: 23992770] 

Festinger L (1957). A theory of cognitive dissonance. Evanston, IL: Row, Peterson.

Fisher WW, Thompson RH, Hagopian LP, Bowman LG, & Krug A (2000). Facilitating tolerance of 
delayed reinforcement during functional communication training. Behavior Modification, 24(1), 
3–29. [PubMed: 10641365] 

Smith et al. Page 29

J Exp Psychol Anim Learn Cogn. Author manuscript; available in PMC 2020 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Floresco SB, Tse MT, & Ghods-Sharifi S (2008). Dopaminergic and glutamatergic regulation of effort- 
and delay-based decision making. Neuropsychopharmacology, 33(8), 1966–1979. doi:10.1038/
sj.npp.1301565 [PubMed: 17805307] 

Fox AE, & Kyonka EGE (2014). Choice and timing in pigeons under differing levels of food 
deprivation. Behavioural Processes, 106, 82–90. [PubMed: 24811449] 

Fox AE, Visser EJ, & Nicholson AM (2019). Interventions aimed at changing impulsive choice in rats: 
Effects of immediate and relatively long delay to reward training. Behavioural Processes, 158, 
126–136. [PubMed: 30468886] 

Gallistel CR, & Gelman R (2000). Non-verbal numerical cognition: from reals to integers. Trends in 
Cognitive Science, 4(2).

Galtress T, Garcia A, & Kirkpatrick K (2012). Individual differences in impulsive choice and timing in 
rats. Journal of the Experimental Analysis of Behavior, 98(1), 65–87. doi:10.1901/jeab.2012.98-65 
[PubMed: 22851792] 

Galtress T, & Kirkpatrick K (2010). The role of the nucleus accumbens core in impulsive choice, 
timing, and reward processing. Behavioral Neuroscience, 124(1), 26–43. [PubMed: 20141278] 

Galtress T, Marshall AT, & Kirkpatrick K (2012). Motivation and timing: clues for modeling the 
reward system. Behavioural Processes, 90, 142–153. doi:10.1016/j.beproc.2012.02.014 [PubMed: 
22421220] 

Gibbon J (1977). Scalar expectancy theory and Weber’s law in animal timing. Psychological review, 
84, 279–325. doi:10.1037/0033-295X.84.3.279

Gibbon J, & Church RM (1984). Sources of variance in an information processing theory of timing In 
Roitblat HL, Bever TG, & Terrace HS (Eds.), Animal Cognition (pp. 465–488). Hillsdale, NJ: 
Elrbaum.

Gold JM, Strauss GP, Waltz JA, Robinson BM, Brown JK, & Frank MJ (2013). Negative symptoms of 
schizophrenia are associated with abnormal effort-cost computations. Biological psychiatry, 74(2), 
130–136. [PubMed: 23394903] 

Grant JE, & Chamberlain SR (2014). Impulsive action and impulsive choice across substance and 
behavioral addictions: cause or consequence? Addictive behaviors, 39(11), 1632–1639. doi:
10.1016/j.addbeh.2014.04.022 [PubMed: 24864028] 

Hartmann MN, Hager OM, Tobler PN, & Kaiser S (2013). Parabolic discounting of monetary rewards 
by physical effort. Behavioural Processes, 100, 192–196. [PubMed: 24140077] 

Hemmes NS, Eckerman DA, & Rubinsky HJ (1979). A functional analysis of collateral behavior under 
differential-reinforcement-of-low-rate schedules. Animal Learning & Behavior, 7(3), 328–332. 
doi:10.3758/bf03209678

Hendrickson KL, & Rasmussen EB (2013). Effects of mindful eating training on delay and probability 
discounting for food and money in obese and healthy-weight individuals. Behaviour research and 
therapy, 51(7), 399–409. doi:10.1016/j.brat.2013.04.002 [PubMed: 23685325] 

Hendrickson KL, & Rasmussen EB (2017). Mindful eating reduces impulsive food choice in 
adolescents and adults. Health Psychology, 36(3), 226. [PubMed: 27808529] 

Ho MY, Mobini S, Chiang TJ, Bradshaw CM, & Szabadi E (1999). Theory and method in the 
quantitative analysis of “impulsive choice” behavior: implications for psychopharmacology. 
Psychopharmacology (Berlin), 146, 362–372. [PubMed: 10550487] 

Hofmeyr A, Ainslie G, Charlton R, & Ross D (2011). The relationship between addiction and reward 
bundling: An experiment comparing smokers and non-smokers. Addiction, 106(2), 402–409. 
[PubMed: 20955491] 

Houben K, & Jansen A (2011). Training inhibitory control. A recipe for resisting sweet temptations. 
Appetite, 56(2), 345–349. [PubMed: 21185896] 

Houben K, & Jansen A (2015). Chocolate equals stop. Chocolate-specific inhibition training reduces 
chocolate intake and go associations with chocolate. Appetite, 87, 318–323. [PubMed: 25596041] 

Houben K, Nederkoorn C, Wiers RW, & Jansen A (2011). Resisting temptation: decreasing alcohol-
related affect and drinking behavior by training response inhibition. Drug and alcohol dependence, 
116(1–3), 132–136. [PubMed: 21288663] 

Housden CR, O’Sullivan SS, Joyce EM, Lees AJ, & Roiser JP (2010). Intact reward learning but 
elevated delay discounting in Parkinson’s disease patients with impulsive-compulsive spectrum 

Smith et al. Page 30

J Exp Psychol Anim Learn Cogn. Author manuscript; available in PMC 2020 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



behaviors. Neuropsychopharmacology, 35, 2155–2164. doi:10.1038/npp.2010.84 [PubMed: 
20631686] 

Hull CL (1943). Principles of behavior. New York: Appleton-Century-Crofts.

Inzlicht M, Shenhav A, & Olivola CY (2018). The effort paradox: Effort is both costly and valued. 
Trends in Cognitive Sciences.

Jones A, Di Lemma LC, Robinson E, Christiansen P, Nolan S, Tudur-Smith C, & Field M (2016). 
Inhibitory control training for appetitive behaviour change: A meta-analytic investigation of 
mechanisms of action and moderators of effectiveness. Appetite, 97, 16–28. doi:10.1016/j.appet.
2015.11.013 [PubMed: 26592707] 

Jones A, & Field M (2013). The effects of cue-specific inhibition training on alcohol consumption in 
heavy social drinkers. Experimental and clinical psychopharmacology, 21(1), 8. [PubMed: 
23181512] 

Kacelnik A, & Marsh B (2002). Cost can increase preference in starlings. Animal Behaviour, 63(2), 
245–250.

Kim BK, & Zauberman G (2009). Perception of anticipatory time in temporal discounting. Journal of 
Neuroscience, Psychology, and Economics, 2(2), 91–101.

Kirby KN, & Guastello B (2001). Making choices in anticipation of similar future choices can increase 
self-control. Journal of Experimental Psychology: Applied, 7(2), 154. [PubMed: 11477982] 

Kirkpatrick K, Marshall AT, & Smith AP (2015). Mechanisms of individual differences in impulsive 
and risky choice in rats. Comparative Cognition & Behavior Reviews, 10, 45–72. doi:10.3819/
CCBR.2015.100003 [PubMed: 27695580] 

Klein-Flügge MC, Kennerley SW, Saraiva AC, Penny WD, & Bestmann S (2015). Behavioral 
modeling of human choices reveals dissociable effects of physical effort and temporal delay on 
reward devaluation. PLoS computational biology, 11(3), e1004116. [PubMed: 25816114] 

Klein ED, Bhatt RS, & Zentall TR (2005). Contrast and the justification of effort. Psychonomic 
Bulletin & Review, 12(2), 335–339.

Lawrence NS, Verbruggen F, Morrison S, Adams RC, & Chambers CD (2015). Stopping to food can 
reduce intake: Effects of stimulus-specificity and individual differences in dietary restraint. 
Appetite, 85, 91–103. [PubMed: 25447023] 

Lejeune H (1998). Switching or gating? The attentional challenge in cognitive models of psychological 
time. Behavioural Processes, 44(2), 127–145. doi:10.1016/S0376-6357(98)00045-X [PubMed: 
24896971] 

Locey ML, & Dallery J (2009). Isolating behavioral mechanisms of inter-temporal choice: Nicotine 
effects on delay discounting and amount sensitivity. Journal of the Experimental Analysis of 
Behavior, 91(2), 213–223. [PubMed: 19794835] 

Luman M, Oosterlaan J, & Sergeant JA (2005). The impact of reinforcement contingencies on AD/HD: 
A review and theoretical appraisal. Clinical Psychology Review, 25(2), 183–213. [PubMed: 
15642646] 

Luman M, Tripp G, & Scheres A (2010). Identifying the neurobiology of altered reinforcement 
sensitivity in ADHD: A review and research agenda. Neuroscience and Biobehavioral Reviews, 
34, 744–754. [PubMed: 19944715] 

Mairin R, Boden JM, Rucklidge JJ, & Farmer RR (2017). The Function of Reward Sensitivity and 
Temporal Discounting in the Relationship between Risk and ADHD in Adults. John Fitzgerald, 
46(1).

Marsh B, Schuck-Paim C, & Kacelnik A (2004). Energetic state during learning affects foraging 
choices in starlings. Behavioral Ecology, 15(3), 396–399.

Marshall AT, & Kirkpatrick K (2016). Mechanisms of impulsive choice: III. The role of reward 
processes Behavioural Processes, 123, 134–148. [PubMed: 26506254] 

Marshall AT, Smith AP, & Kirkpatrick K (2014). Mechanisms of impulsive choice: I. Individual 
differences in interval timing and reward processing. Journal of the Experimental Analysis of 
Behavior, 102(1), 86–101. doi:10.1002/jeab.88 [PubMed: 24965705] 

Mazur JE (2001). Hyperbolic value addition and general models of animal choice. Psychological 
review, 108(1), 96–112. [PubMed: 11212635] 

Smith et al. Page 31

J Exp Psychol Anim Learn Cogn. Author manuscript; available in PMC 2020 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Mazur JE, & Logue AW (1978). Choice in a “self-control” paradigm: Effects of a fading procedure. 
Journal of the Experimental Analysis of Behavior, 30(1), 11–17. [PubMed: 16812082] 

McClure J, Podos J, & Richardson HN (2014). Isolating the delay component of impulsive choice in 
adolescent rats. Frontiers in Integrative Neuroscience, 8(3), 1–9. doi:10.3389/fnint.2014.00003 
[PubMed: 24474908] 

McGuire JT, & Kable JW (2012). Decision makers calibrate behavioral persistence on the basis of 
time-interval experience. Cognition, 124(2), 216–226. doi:10.1016/j.cognition.2012.03.008 
[PubMed: 22533999] 

McGuire JT, & Kable JW (2013). Rational temporal predictions can underlie apparent failures to delay 
gratification. Psychological review, 120(2), 395–430. [PubMed: 23458085] 

Meck WH (2006). Neuroanatomical localization of an internal clock: a functional link between 
mesolimbic, nigrostriatal, and mesocortical dopaminergic systems. Brain research, 1109(1), 93–
107. doi:10.1016/j.brainres.2006.06.031 [PubMed: 16890210] 

Metcalfe J, & Mischel W (1999). A hot/cool-system analysis of delay of gratification: dynamics of 
willpower. Psychological review, 106(1), 3. [PubMed: 10197361] 

Mies GW, Ma I, de Water E, Buitelaar JK, & Scheres A (2018). Waiting and working for rewards: 
Attention-Deficit/Hyperactivity Disorder is associated with steeper delay discounting linked to 
amygdala activation, but not with steeper effort discounting. Cortex, 106, 164–173. [PubMed: 
30005368] 

Mischel W, & Ayduk O (2002). Self-Regulation in a Cognitive--Affective Personality System: 
Attentional Control in the Service of the Self. Self and Identity, 1(2), 113–120.

Mischel W, & Ebbesen EB (1970). Attention in delay of gratification. Journal of Personality and Social 
Psychology, 16(2), 329.

Mischel W, Ebbesen EB, & Raskoff Zeiss A (1972). Cognitive and attentional mechanisms in delay of 
gratification. Journal of Personality and Social Psychology, 21(2), 204. [PubMed: 5010404] 

Mischel W, Shoda Y, & Rodriguez ML (1989). Delay of gratification in children. Science, 244, 933–
938. [PubMed: 2658056] 

Mitchell SH (1999a). Measures of impulsivity in cigarette smokers and non-smokers. 
Psychopharmacology (Berlin), 146(4), 455–464. [PubMed: 10550496] 

Mitchell SH (1999b). Measures of impulsivity in cigarette smokers and non-smokers. 
Psychopharmacology, 146(4), 455–464. [PubMed: 10550496] 

Mitchell SH (2004a). Effects of short-term nicotine deprivation on decision-making: Delay, uncertainty 
and effort discounting. Nicotine & Tobacco Research, 6(5), 819–828. [PubMed: 15700917] 

Mitchell SH (2004b). Effects of short-term nicotine deprivation on decision-making: delay, uncertainty 
and effort discounting. Nicotine Tob Res, 6(5), 819–828. [PubMed: 15700917] 

Mochon D, Norton MI, & Ariely D (2012). Bolstering and restoring feelings of competence via the 
IKEA effect. International Journal of Research in Marketing, 29(4), 363–369.

Moffitt TE, Arseneault L, Belsky D, Dickson N, Hancox RJ, Harrington H,… Caspi A (2011). A 
gradient of childhood self-control predicts health, wealth, and public safety. Proceedings of the 
National Academy of Sciences, 108(7), 2693–2698. doi:10.1073/pnas.1010076108

Morrison KL, Madden GJ, Odum AL, Friedel JE, & Twohig MP (2014). Altering impulsive decision 
making with an acceptance-based procedure. Behavior therapy, 45(5), 630–639. [PubMed: 
25022774] 

Mrazek MD, Franklin MS, Phillips DT, Baird B, & Schooler JW (2013). Mindfulness training 
improves working memory capacity and GRE performance while reducing mind wandering. 
Psychological science, 24(5), 776–781. [PubMed: 23538911] 

Neef NA, Bicard DF, & Endo S (2001). Assessment of impulsivity and the development of self-control 
in students with attention deficit hyperactivity disorder. Journal of applied behavior analysis, 
34(4), 397–408. [PubMed: 11800181] 

Noreika V, Falter CM, & Rubia K (2013). Timing deficits in attention-deficit/hyperactivity disorder 
(ADHD): evidence from neurocognitive and neuroimaging studies. Neuropsychologia, 51(2), 
235–266. doi:10.1016/j.neuropsychologia.2012.09.036 [PubMed: 23022430] 

Norton MI, Mochon D, & Ariely D (2012). The IKEA effect: When labor leads to love. Journal of 
consumer psychology, 22(3), 453–460.

Smith et al. Page 32

J Exp Psychol Anim Learn Cogn. Author manuscript; available in PMC 2020 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Odum AL (2011a). Delay discounting: I’m a k, you’re a k. Journal of the Experimental Analysis of 
Behavior, 96(3), 427–439. [PubMed: 22084499] 

Odum AL (2011b). Delay discounting: Trait variable? Behavioural Processes, 87(1), 1–9. [PubMed: 
21385637] 

Odum AL, & Rainaud CP (2003). Discounting of delayed hypothetical money, alcohol, and food. 
Behavioural Processes, 64(3), 305–313. [PubMed: 14580700] 

Pastor MA, Artieda J, Jahanshah M, & Obeso JA (1992). Time estimation and reproduction is 
abnormal in Parkinson’s disease. Brain, 115(1), 211–225. [PubMed: 1559155] 

Perry JL, & Carroll ME (2008). The role of impulsive behavior in drug abuse. Psychopharmacology, 
200, 1–26. [PubMed: 18600315] 

Peterson JR, Hill CC, & Kirkpatrick K (2015). Measurement of impulsive choice in rats: Same- and 
alternate-form test-retest reliability and temporal tracking. Journal of the Experimental Analysis 
of Behavior, 103(1), 166–179. doi:10.1002/jeab.124 [PubMed: 25490901] 

Pine A, Shiner T, Seymour B, & Dolan RJ (2010). Dopamine, time, and impulsivity in humans. 
Journal of Neuroscience, 30(26), 8888–8896. [PubMed: 20592211] 

Pizzo MJ, Kirkpatrick K, & Blundell PJ (2009). The effect of changes in criterion value on differential 
reinforcement of low rate schedule performance. Journal of the Experimental Analysis of 
Behavior, 92, 181–198. doi:10.1901/jeab.2009.92-181 [PubMed: 20354598] 

Porter L, Bailey-Jones C, Priudokaite G, Allen S, Wood K, Stiles K,… Lawrence N (2018). From 
cookies to carrots; the effect of inhibitory control training on children’s snack selections. 
Appetite, 124, 111–123. [PubMed: 28479406] 

Prévost C, Pessiglione M, Météreau M, Cléry-Melin M-L, & Dreher J-C (2010). Separate valuation 
subsystems for delay and effort decision costs. The Journal of Neuroscience, 30(42), 14080–
14090. [PubMed: 20962229] 

Renda CR, & Madden GJ (2016). Impulsive choice and pre-exposure to delays: III. Four-month test-
retest outcomes in male wistar rats. Behavioural Processes, 126, 108–112. doi:10.1016/j.beproc.
2016.03.014 [PubMed: 27016155] 

Renda CR, Rung JM, Hinnenkamp JE, Lenzini SN, & Madden GJ (2018). Impulsive choice and pre-
exposure to delays: iv. effects of delay- and immediacy-exposure training relative to maturational 
changes in impulsivity. Journal of the Experimental Analysis of Behavior, 109(3), 587–599. doi:
10.1002/jeab.432 [PubMed: 29683190] 

Reynolds B, & Schiffbauer R (2004). Measuring state changes in human delay discounting: an 
experiential discounting task. Behavioural Processes, 67, 343–356. doi:10.1016/j.beproc.
2004.06.003 [PubMed: 15518985] 

Roberts S (1981). Isolation of an internal clock. Journal of Experimental Psychology: Animal 
Behavior Processes, 7(3), 242–268. [PubMed: 7252428] 

Robles CF, & Johnson AW (2017). Disruptions in effort-based decision-making and consummatory 
behavior following antagonism of the dopamine D2 receptor. Behavioural Brain Research, 320, 
431–439. [PubMed: 27984049] 

Rubia K, Halari R, Christakou A, & Taylor E (2009). Impulsiveness as a timing disturbance: 
neurocognitive abnormalities in attention-deficit hyperactivity disorder during temporal processes 
and normalization with methylphenidate. Philosophical Transactions of the Royal Society B: 
Biological Sciences, 364(1525), 1919–1931. doi:10.1098/rstb.2009.0014

Rung JM, Buhusi CV, & Madden GJ (2018). Reducing impulsive choice: V. The role of timing in 
delay-exposure training. Behavioural Processes, 157, 557–561. [PubMed: 29704551] 

Rung JM, & Madden GJ (2018). Experimental reductions of delay discounting and impulsive choice: 
A systematic review and meta-analysis. Journal of Experimental Psychology: General, 147(9), 
1349–1381. [PubMed: 30148386] 

Salamone JD, Correa M, Yang J-H, Rotolo R, & Presby R (2018). Dopamine, Effort-Based Choice, 
and Behavioral Economics: Basic and Translational Research. Frontiers in behavioral 
neuroscience, 12, 52. [PubMed: 29628879] 

Salamone JD, Cousins MS, & Bucher S (1994). Anhedonia or anergia? Effects of haloperidol and 
nucleus accumbens dopamine depletion on instrumental response selection in a T-maze cost/
benefit procedure. Behavioural Brain Research, 65. doi:10.1016/0166-4328(94)90108-2

Smith et al. Page 33

J Exp Psychol Anim Learn Cogn. Author manuscript; available in PMC 2020 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Salamone JD, Cousins MS, McCullough LD, Carriero DL, & Berkowitz RJ (1994). Nucleus 
accumbens dopamine release increases during instrumental lever pressing for food but not free 
food consumption. Pharmacology Biochemistry & Behavior, 49(1), 25–31.

Sarstedt M, Neubert D, & Barth K (2017). The IKEA effect. A conceptual replication. Journal of 
Marketing Behavior, 2(4), 307–312.

Schwartz B, & Williams DR (1971). Discrete-trials spaced responding in the pigeon: The dependence 
of efficient performance on the availability of a stimulus for collateral pecking 1. Journal of the 
Experimental Analysis of Behavior, 16(2), 155–160. [PubMed: 16811538] 

Schweitzer JB, & Sulzer-Azaroff B (1988). Self-control: Teaching tolerance for delay in impulsive 
children. Journal of the Experimental Analysis of Behavior, 50(2), 173–186. [PubMed: 3193054] 

Scott TL, & Haar CV (2019). Frontal brain injury chronically impairs timing behavior in rats. 
Behavioural brain research, 356, 408–414. [PubMed: 30213663] 

Semple RJ (2010). Does mindfulness meditation enhance attention? A randomized controlled trial. 
Mindfulness, 1(2), 121–130.

Shiels K, Hawk LWJ, Reynolds B, Mazzullo RJ, Rhodes JD, Pelham WEJ,… Gangloff BP (2009). 
Effects of methylphenidate on discounting of delayed rewards in Attention Deficit/Hyperactivity 
Disorder. Experimental and clinical psychopharmacology, 17(5), 291–301. doi:10.1037/
A0017259 [PubMed: 19803628] 

Slaats-Willemse D, Swaab-Barneveld H, De Sonneville L, Van Der Meulen E, & Buitelaar J (2003). 
Deficient response inhibition as a cognitive endophenotype of ADHD. Journal of the American 
Academy of Child & Adolescent Psychiatry, 42(10), 1242–1248. [PubMed: 14560175] 

Slonaker RL, & Hothersall D (1972). Collateral behaviors and the DRL deficit of rats with septal 
lesions. Journal of comparative and physiological psychology, 80(1), 91. [PubMed: 5044266] 

Smith AP, Marshall AT, & Kirkpatrick K (2015). Mechanisms of impulsive choice: II. Time-based 
interventions to improve self-control. Behavioural Processes, 112, 29–42. doi:10.1016/j.beproc.
2014.10.010 [PubMed: 25444771] 

Smith CT, Wallace DL, Dang LC, Aarts E, Jagust WJ, D’Esposito M, & Boettiger CA (2015). 
Modulation of impulsivity and reward sensitivity in intertemporal choice by striatal and midbrain 
dopamine synthesis in healthy adults. Journal of neurophysiology, 115(3), 1146–1156. [PubMed: 
26683066] 

Solanto MV, Abikoff H, Sonuga-Barke EJS, Schachar R, Logan GD, Wigal T,… Turkel E (2001). The 
ecological validity of delay aversion and response inhibition as measures of impulsivity in 
AD/HD: A supplement to the NIMH multimodal treatment study of AD/HD. Journal of 
Abnormal Child Psychology, 29(3), 215–228. [PubMed: 11411784] 

Sonuga-Barke EJS, Taylor E, Sembi S, & Smith J (1992). Hyperactivity and delay aversion. I: The 
effect of delay on choice. Journal of Child Psychology and Psychiatry, 33(2), 387–398. doi:
10.1111/j.1469-7610.1992.tb00874.x [PubMed: 1564081] 

Steele CC, Peterson JR, Marshall AT, Stuebing SL, & Kirkpatrick K (2018). Nucleus accumbens core 
lesions induce sub-optimal choice and reduce sensitivity to magnitude and delay in impulsive 
choice tasks. Behavioural Brain Research, 339, 28–38. doi:10.1016/j.bbr.2017.11.013 [PubMed: 
29146281] 

Stein JS, Johnson PS, Renda CR, Smits RR, Liston KJ, Shahan TA, & Madden GJ (2013). Early and 
prolonged exposure to reward delay: Effects on impulsive choice and alcohol self-administration 
in male rats. Experimental and clinical psychopharmacology, 21(2), 172–180. [PubMed: 
23356729] 

Stein JS, Smits RR, Johnson PS, Liston KJ, & Madden GJ (2013). Effects of reward bundling on male 
rats’ preference for larger-later food rewards. Journal of the Experimental Analysis of Behavior, 
99(2), 150–158. doi:10.1002/jeab.11 [PubMed: 23319442] 

Stevens JR, & Stephens DW (2010). The adaptive nature of impulsivity In Madden GJ & Bickel WK 
(Eds.), The Behavioral and Neurological Science of Discounting (pp. 361–388). Washington, 
DC: American Psychological Association.

Stuebing SL, Marshall AT, Triplett A, & Kirkpatrick K (2018). Females in the forefront: Time-based 
intervention effects on impulsive choice and interval timing in female rats. Animal Cognition, 
21(6), 759–772. doi:10.1007/s10071-018-1208-9 [PubMed: 30109539] 

Smith et al. Page 34

J Exp Psychol Anim Learn Cogn. Author manuscript; available in PMC 2020 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Sugiwaka H, & Okouchi H (2004). Reformative self-control and discounting of reward value by delay 
or effort 1. Japanese Psychological Research, 46(1), 1–9.

Tobler PN, Fiorillo CD, & Schultz W (2005). Adaptive coding of reward value by dopamine neurons. 
Science, 307(5715), 1642–1645. doi:10.1126/science.1105370 [PubMed: 15761155] 

Toplak ME, Dockstader C, & Tannock R (2006). Temporal information processing in ADHD: Findings 
to date and new methods. Journal of Neuroscience Methods, 151, 15–29. [PubMed: 16378641] 

Treadway MT, Buckholtz JW, Cowan RL, Woodward ND, Li R, Ansari MS,… Zald DH (2012). 
Dopaminergic mechanisms of individual differences in human effort-based decision-making. 
Journal of Neuroscience, 32(18), 6170–6176. [PubMed: 22553023] 

Treadway MT, Peterman JS, Zald DH, & Park S (2015). Impaired effort allocation in patients with 
schizophrenia. Schizophrenia research, 161(2–3), 382–385. [PubMed: 25487699] 

Tripp G, & Wickens JR (2008). Research Review: Dopamine transfer deficit: a neurobiological theory 
of altered reinforcement mechanisms in ADHD. Journal of Child Psychology and Psychiatry, 
49(7), 691–704. [PubMed: 18081766] 

Tsukamoto M, & Kohara K (2017). Using the implicit association test and choice to measure the 
within-trial contrast effect in human adults. The Psychological Record, 67(4), 507–518.

Tsukamoto M, Kohara K, & Takeuchi K (2017). Effects of effort and difficulty on human preference 
for a stimulus: Investigation of the within-trial contrast. Learning & Behavior, 45(2), 135–146. 
[PubMed: 27619982] 

Valentine ER, & Sweet PL (1999). Meditation and attention: A comparison of the effects of 
concentrative and mindfulness meditation on sustained attention. Mental Health, Religion & 
Culture, 2(1), 59–70.

Van Dillen LF, & Papies EK (2015). From distraction to mindfulness: Psychological and neural 
mechanisms of attention strategies in self-regulation In Handbook of biobehavioral approaches to 
self-regulation (pp. 141–154). New York, NY: Springer.

Van Hest A, Van Haaren F, & Van de Poll NE (1987). Behavioral differences between male and female 
Wistar rats on DRL schedules: Effect of stimuli promoting collateral activities. Physiology & 
Behavior, 39(2), 255–261. doi:10.1016/0031-9384(87)90018-7 [PubMed: 3575462] 

van Koningsbruggen GM, Veling H, Stroebe W, & Aarts H (2014). Comparing two psychological 
interventions in reducing impulsive processes of eating behaviour: Effects on self‐selected 
portion size. British Journal of Health Psychology, 19(4), 767–782. [PubMed: 24147757] 

Vasconcelos M, Urcuioli PJ, & Lionello-DeNolf KM (2007a). Failure to replicate the “work ethic” 
effect in pigeons. Journal of the Experimental Analysis of Behavior, 87(3), 383–399. [PubMed: 
17575903] 

Vasconcelos M, Urcuioli PJ, & Lionello-DeNolf KM (2007b). When is a failure to replicate not a type 
II error? Journal of the Experimental Analysis of Behavior, 87(3), 405–407. [PubMed: 
17575905] 

Veling H, Aarts H, & Papies EK (2011). Using stop signals to inhibit chronic dieters’ responses toward 
palatable foods. Behaviour research and therapy, 49(11), 771–780. [PubMed: 21906724] 

Vessells J, Sy JR, Wilson A, & Green L (2018). Effects of delay fading and signals on self-control 
choices by children. Journal of applied behavior analysis, 51(2), 374–381. [PubMed: 29536539] 

Vonder Haar C, Martens KM, Riparip L-K, Rosi S, Wellington CL, & Winstanley CA (2017). Frontal 
traumatic brain injury increases impulsive decision making in rats: a potential role for the 
inflammatory cytokine interleukin-12. Journal of neurotrauma, 34(19), 2790–2800. [PubMed: 
28376700] 

Voon V, Sohr M, Lang AE, Potenza MN, Siderowf AD, Whetteckey J,… Stacy M (2011). Impulse 
control disorders in Parkinson disease: a multicenter case--control study. Annals of Neurology, 
69(6), 986–996. doi:10.1002/ana.22356 [PubMed: 21416496] 

Wakabayashi KT, Fields HL, & Nicola SM (2004). Dissociation of the role of nucleus accumbens 
dopamine in responding to reward-predictive cues and waiting for reward. Behavioural Brain 
Research, 154, 19–30. [PubMed: 15302107] 

Walton ME, Kennerley SW, Bannerman DM, Phillips PEM, & Rushworth MFS (2006). Weighing up 
the benefits of work: Behavioral and neural analyses of effort-related decision making. Neural 
Networks, 19, 1302–1314. [PubMed: 16949252] 

Smith et al. Page 35

J Exp Psychol Anim Learn Cogn. Author manuscript; available in PMC 2020 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Wearden JH (2004). Decision processes in models of timing. Acta Neurobiologiae Experimentalis, 64, 
303–317. [PubMed: 15283474] 

Wilson VB, Mitchell SH, Musser ED, Schmitt CF, & Nigg JT (2011). Delay discounting of reward in 
ADHD: application in young children. Journal of Child Psychology and Psychiatry, 52(3), 256–
264. [PubMed: 21083561] 

Winstanley CA, Dalley JW, Theobald DE, & Robbins TW (2003). Global 5-HT depletion attenuates 
the ability of amphetamine to decrease impulsive choice on a delay-discounting task in rats. 
Psychopharmacology, 170(3), 320–331. [PubMed: 12955303] 

Winstanley CA, Eagle DM, & Robbins TW (2006). Behavioral models of impulsivity in relation to 
ADHD: translation between clinical and preclinical studies. Clinical Psychology Review, 26(4), 
379–395. doi:10.1016/j.cpr.2006.01.001 [PubMed: 16504359] 

Wittmann M, & Paulus MP (2008). Decision making, impulsivity and time perception. Trends in 
Cognitive Sciences, 12(1), 7–12. doi:10.1016/j.tics.2007.10.004 [PubMed: 18042423] 

Yang X, Huang J, Lan Y, Zhu C, Liu X, Wang Y,… Chan RCK (2016). Diminished caudate and 
superior temporal gyrus responses to effort-based decision making in patients with first-episode 
major depressive disorder. Progress in Neuro-Psychopharmacology and Biological Psychiatry, 
64, 52–59. [PubMed: 26192817] 

Yang X, Huang J, Zhu C, Wang Y, Cheung EFC, Chan RCK, & Xie G (2014). Motivational deficits in 
effort-based decision making in individuals with subsyndromal depression, first-episode and 
remitted depression patients. Psychiatry research, 220(3), 874–882. [PubMed: 25262638] 

Young ME (2018). Discounting: A practical guide to multilevel analysis of choice data. Journal of the 
Experimental Analysis of Behavior, 109(2), 293–312. [PubMed: 29473961] 

Zauberman G, Kim BK, Malkoc SA, & Bettman JR (2009). Discounting time and time discounting: 
subjective time perception and intertemporal preferences. Journal of Marketing Research, 46(4), 
543–556.

Zentall TR (2010). Justification of effort by humans and pigeons: cognitive dissonance or contrast? 
Current Directions in Psychological Science, 19(5), 296–300.

Zentall TR (2016). Cognitive dissonance or contrast? Animal Sentience: An Interdisciplinary Journal 
on Animal Feeling, 1(12), 1.

Zentall TR, & Singer RA (2007). Within-trial contrast: Pigeons prefer conditioned reinforcers that 
follow a relatively more rather than a less aversive event. Journal of the Experimental Analysis of 
Behavior, 88(1), 131–149. [PubMed: 17725056] 

Smith et al. Page 36

J Exp Psychol Anim Learn Cogn. Author manuscript; available in PMC 2020 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 1. 
Delay discounting functions for smaller-sooner (SS) and larger-later (LL) outcomes. As the 

time to a reward is nearer in the future, the value increases until it reaches the actual value at 

the time of reward receipt. When two outcomes are simultaneously available, their 

discounted rates can be compared at the choice point, which is at the y-intercept on the 

graph. The discounting rate (k-value) determines the decay rate over time. When there is a 

low discounting rate (A), the decay rate is shallow and the LL will be preferred, but when 

there is a high discounting rate (B), the decay rate is steep and the SS will be preferred.
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Figure 2. 
A preliminary proposed diagram relating the intervention types discussed in the above 

sections with the target processes that may contribute to general self-control. Solid arrows 

represent better-established relationships, whereas dashed lines represent potential 

hypothesized relationships.
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