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Abstract

Introduction: Insufficient patient enrollment in clinical trials remains a serious and costly 

problem and is often considered the most critical issue to solve for the clinical trials community.

In this project, we assessed the feasibility of automatically detecting a patient’s eligibility for a 

sample of breast cancer clinical trials by mapping coded clinical trial eligibility criteria to the 

corresponding clinical information automatically extracted from text in the EHR.

Methods: Three open breast cancer clinical trials were selected by oncologists. Their eligibility 

criteria were manually abstracted from trial descriptions using the OHDSI ATLAS web 

application. Patients enrolled or screened for these trials were selected as ‘positive’ or ‘possible’ 

cases. Other patients diagnosed with breast cancer were selected as ‘negative’ cases. A selection of 

the clinical data and all clinical notes of these 229 selected patients was extracted from the MUSC 

clinical data warehouse and stored in a database implementing the OMOP common data model. 

Eligibility criteria were extracted from clinical notes using either manually crafted pattern 

matching (regular expressions) or a new natural language processing (NLP) application. These 

extracted criteria were then compared with reference criteria from trial descriptions. This 

comparison was realized with three different versions of a new application: rule-based, cosine 

similarity-based, and machine learning-based.

Results: For eligibility criteria extraction from clinical notes, the machine learning-based NLP 

application allowed for the highest accuracy with a micro-averaged recall of 90.9% and precision 
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of 89.7%. For trial eligibility determination, the highest accuracy was reached by the machine 

learning-based approach with a per-trial AUC between 75.5% and 89.8%.

Conclusion: NLP can be used to extract eligibility criteria from EHR clinical notes and 

automatically discover patients possibly eligible for a clinical trial with good accuracy, which 

could be leveraged to reduce the workload of humans screening patients for trials.
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1. INTRODUCTION

Insufficient patient enrollment in clinical trials remains a serious and costly problem and is 

often considered the most critical issue to solve for the clinical trials community.[1] The 

majority of patients are never offered an opportunity to enroll in clinical trials (enrollment 

levels reach only 3% in oncology[2]). The participation of physicians is essential for 

successful patient enrollment and lack of awareness of trials is often cited as a reason for 

low enrollment levels.[3] One potential barrier to this awareness is the difficulty in 

correlating eligibility criteria with patient characteristics in an efficient manner. Eligibility 

criteria specify the characteristics of study participants and provide a checklist for screening 

and recruiting participants. They are essential to every clinical research study. Patient 

eligibility screening is typically a cumbersome and lengthy manual process, ranging from 

about 10 minutes for criteria with minimal complexity to more than 2 hours for highly 

complex eligibility criteria.[4]

The adoption of Electronic Health Record (EHR) systems is growing at a fast pace in the 

U.S. This growth results in very large quantities of patient clinical data becoming available 

in electronic format. Secondary use of clinical data is essential to fulfill the potential for 

effective scientific research, high quality healthcare, and improved healthcare management. 

Using this electronic patient data to automate screening for clinical trials eligibility has 

demonstrated significant gains in efficiency and accuracy, allowing for a much faster process 

with higher recall.[4–7] Several barriers remain to fully automate the discovery of patients 

eligible for clinical trials. Most clinical information required to assess eligibility is recorded 

in EHR systems, in unstructured narrative text. Clinical trial descriptions of eligibility 

criteria are also typically only available in narrative text. This format requires computable 

representations of eligibility criteria and methods based on natural language processing 

(NLP) to automate the extraction of eligibility criteria from trial descriptions or clinical 

notes, adding breadth and depth to the limited coded data available in typical EHRs (i.e., 

diagnostic and procedure codes).

Our hypothesis for this study is that an automated process based on NLP can detect patients 

eligible for a specific clinical trial by linking the information extracted from the narrative 

trial description to the corresponding EHR and alerting clinicians caring for the patient.
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1.1 Related work:

The automated extraction of eligibility criteria is closely related to clinical information 

extraction (cf. [8,9] for reviews) and EHR phenotyping (i.e., determining if a patient has a 

medical condition or a risk for one; cf. [10]) by systems such as DeepPhe [11] or the 

“learning with Anchors” approach.[12] Significant efforts and success have been reported in 

the automated extraction and representation of eligibility criteria from trial descriptions [13–

16] but only limited research has been reported on the extraction of eligibility criteria from 

clinical text. Rare examples focused only on pediatric oncology patient pre-screening [17] or 

finding sentences likely to contain eligibility information.[18]

2. MATERIALS AND METHODS

2.1. Study setting, patient population, and data set:

This study, approved by the Medical University of South Carolina (MUSC) Institutional 

Review Board (i.e., ethics committee), includes patients treated at the Hollings Cancer 

Center (Charleston, SC) and a selection of three breast cancer clinical trials open at this 

institution at the time of the study and involving two investigators in this project (Drs. Aruch 

and Britten). A cohort of 229 patients diagnosed with breast cancer who were treated at 

MUSC between 2015 and 2017 were selected in three categories and considered “positive” 

(i.e., enrolled in a selected trial), “possible” (i.e., screened but failed to be enrolled often for 

not meeting further screening criteria), or “negative” (i.e., diagnosed with breast cancer, but 

neither screened nor enrolled) (Table 1).

All clinical text notes (15,124) and a selection of structured clinical data were examined for 

each patient. A subset of eligibility criteria was selected for each trial and included 

demographics, cancer staging, biomarkers (e.g., estrogen receptors, progesterone receptors), 

functional status and menopausal status (Table 2).

2.2. Reference standard development:

2.2.1 Reference standard for eligibility criteria extraction—To train and then 

evaluate the accuracy of the NLP-based extraction of eligibility criteria, a random selection 

of 138 clinical notes was extracted from the aforementioned collection of text notes to be 

manually annotated by an oncology attending physician and a medical resident. The sample 

size was based on a power analysis allowing for descriptive statistics (averaging 0.9) with 

confidence intervals of ±0.05.

We developed the guideline for the text annotation task over a series of interviews with the 

oncologist (included as Appendix A). The WebAnno annotation tool [22] was used for the 

annotation task (Fig. 1). WebAnno allows a domain expert to digitally annotate spans of text 

within a document (i.e., clinical notes in our case) with attributes and concepts from 

terminologies. For instance, the string ‘cT1N0M0’ would be annotated with the concept 

“Clinical Tumor Stage T1 [UMLS CUI C0475372]”.

Both oncologist and resident annotated six of these notes for a joint accuracy of 0.61 and an 

F1-measure of 0.76. The medical resident had an accuracy of 0.88 and an F1-measure of 0.94 
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when compared with the final reference of these six double-annotated documents after 

annotation disagreements adjudication. The remaining notes were annotated by the medical 

resident only. All 138 documents were treated as a reference standard for evaluating the 

concept extraction of the NLP systems. The remaining 14,986 notes were used for training 

and development of the NLP systems.

2.2.2 Reference standard for patient-trial classification—Three breast cancer 

clinical trials open at the MUSC Hollings Cancer Center (HCC) were selected (i.e., [19], 

[20], [21]) in close collaboration with the oncology experts team. The reference standard for 

patient-trial classification was derived from the original clinical enrollment status of the 

patients. As mentioned above (2.1), each patient was associated with one of three possible 

eligibility statuses for each trial. If enrolled in a selected trial, the patient was considered 

‘positive’; if screened but not enrolled, the patient was considered ‘possible’; and if 

diagnosed with breast cancer but neither screened nor enrolled, the patient was considered 

‘negative’ (cf. resulting counts in Table 3). Three patients were positive or possible for more 

than one trial because of eligibility criteria shared between trials. All patients in Table 3 

were negative for at least one trial; 200 patients were negative for all three trials.

2.3. Eligibility criteria extraction:

The overall process of automated clinical trial eligibility surveillance consists of three major 

sub-processes: eligibility criteria extraction from clinical trial descriptions, eligibility criteria 

extraction from the EHR, and ‘alignment’ of the two sets of eligibility criteria to discover 

patients eligible for a specific clinical trial (Figure 2).

As computable representation of eligibility criteria, we selected a standard data model 

proposed by the Observational Medical Outcomes Partnership (OMOP) consortium, as 

experimented by Si and Weng.[23] The OMOP Common Data Model (CDM v5.2) was 

implemented in a research database, along with query and analysis tools (i.e., OHDSI 

ATLAS[24]). These tools were then used for manual definition of the selected trial eligibility 

criteria by an oncology expert. This definition resulted in the creation of sets of criteria 

defining a “cohort” for each trial. The cohort definitions could be used within ATLAS to 

query for cohort size and cohort attrition (that is, how much of the population is excluded by 

each additional criterion). The definition could also be exported as a SQL database query for 

use with external tools.

On the trial ‘side’, a selection of key eligibility criteria (Table 2) for each selected trial were 

retrieved from ClinicalTrials.gov [25] trial descriptions and manually abstracted by domain 

experts with ATLAS allowing us to represent eligibility criteria in a structured and coded 

form. ATLAS uses the OMOP CDM with a selection of standard terminologies for 

representing these criteria. The ability to use multiple standard terminologies allowed us to, 

for example, represent ECOG Performance Status as a LOINC [26] concept (i.e., “ECOG 

performance status grade Observed”) and Estrogen Receptor positive as a SNOMED-CT 

[27] concept (i.e., “Estrogen receptor positive tumor”) and yet still reason over these 

concepts in the same interface. The OMOP CDM database was then loaded with a selection 

of structured clinical data (patient identifier, gender, date of birth, height, weight, diagnostic 
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codes, procedure codes) and clinical notes from our study population. Clinical notes were 

stored in the NOTES table.

On the EHR ‘side’, a new NLP-based modular software application has been developed 

within the enterprise-grade Apache UIMA framework.[28] At a very high level, this 

application 1) retrieves clinical notes from the OMOP CDM database, 2) extracts all 

mentions of eligibility criteria in said clinical notes, and 3) posts the extracted concepts back 

into the appropriate structured and coded columns of the OMOP CDM database to create a 

recent and accurate set of values for these criteria, as per Figure 3. Two variations of this 

application were developed in tandem to explore the relative performance of a rule-based 

system and a machine learning system.

The rule-based system uses regular expressions to extract mentions of eligibility criteria. The 

regular expressions (provided in Appendix B with an example) were developed through 

iterated interviews with an oncology expert about how concepts are mentioned in clinical 

notes and evaluating output from the training corpus.

The machine learning-based system has been implemented as a named entity recognition 

(NER) task based on sequential token-based labeling using a support vector machine (SVM) 

model trained with lexical features (Fig. 4). The SVM does not require sentence annotations 

as input and can make independent labeling decisions for each word, which isolates it from 

sentence boundary errors. In our previous studies involving medical concept extraction,[29] 

we observed that SVMs allowed for higher recall than other structured learning algorithms 

including CRF (conditional random fields [30]).

Our sequential model found and interpreted mentions of each eligibility criterion and 

combined them at the patient level. We trained the SVM classifier with a linear kernel for 

multi-class classification using the LIBLINEAR software package.[31] A tokenizer pre-

processed the text by splitting it into word tokens every time a whitespace character was 

encountered. Then, each word was further divided if a mixture of lowercase letters, 

uppercase letters, numbers, or other characters were used. We reformatted the training data 

with BIO tags (B: at the beginning, I: inside, or O: outside of a concept). Figure 4 shows the 

feature set used with the SVM model. For instance, word features relied on the current word 

(w0), previous words (w−1, w−2, w−3) and following words (w1, w2, w3). For orthographic 

features, regular expressions-based features for w0, w−1, w1 were defined. We performed 10-

fold cross validation to tune the LIBLINEAR’s parameters. To emphasize recall, we halved 

the weight of negative examples (i.e., words with O tags).

2.4. Eligibility classification (patient eligibility determination):

To determine the eligibility of a patient for a clinical trial, we assessed the ‘alignment’ of 

eligibility criteria represented in a structured and coded form on both ‘sides.’ Three different 

approaches have been implemented and compared: rule-based, cosine similarity-based, and 

SVM-based.

The first approach uses rules implemented as database queries to align patients with trials. 

The eligibility criteria used were extracted using the rule-based system described above. The 
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database queries were exported from ATLAS and then applied in a database management 

tool. They were used to determine how many individual criteria a patient met for a given 

trial out of all possible criteria. The maximum score (e.g., 8 if there were 8 criteria or 5 if 

there were only 5 criteria) means all criteria are met. A score of zero meant no criteria were 

met.

For the cosine and SVM-based classification approaches, all eligibility criteria used were 

extracted using the SVM-based NER method.

The cosine similarity-based approach was used to compare patient and trial data represented 

in vectors of eligibility criteria. Each criterion was represented as a component of the vector. 

The similarity between the two vectors was calculated by the cosine between instance 

vectors. The more concepts shared between a patient’s concept vector and a trial description 

vector, the closer they would be in our multi-dimensional space.

The third approach used an SVM classifier to determine the strength of association between 

a patient (again, represented as a vector of binary features with “true” values meaning the 

patient meets a particular criterion) and a clinical trial (likewise represented as a vector of 

binary features). Similar to eligibility criteria extraction, we used the LIBLINEAR 

implementation of SVMs, with default parameter values (except negative examples weight 

set to 0.1). The stronger the association, the more likely a patient was eligible for a particular 

trial. Unlike the cosine method, which uses only the corresponding criteria on each side, the 

SVM model considers all possible criteria combinations. When the patient side has m 
criteria and the clinical trial has n criteria, (m times n) more features are additionally defined 

to store their co-occurrence information.

3. RESULTS

3.1. Evaluation metrics:

For eligibility criteria extraction, accuracy metrics were based on counts of each annotation 

as true positive (system output matches the reference standard), false positive (output 

without match), and false negative (reference standard annotation not in the output). 

Comparisons were done as partial matches (reference standard annotation and system output 

overlap with the same information category). We then computed recall (i.e., sensitivity), 

precision (i.e., positive predictive value), and the F1-measure (a harmonic mean of recall and 

precision).[32] Each metric was micro-averaged across each mention in clinical notes (i.e., 

calculated from a confusion matrix combining all mentions in the corpus).

For trial eligibility classification, we used the mean average precision (MAP) and area under 

the receiver operating characteristic curve (AUC, which approximates the likelihood a model 

ranks a random patient with the correct trial with a higher score than incorrect trial).

3.2. Eligibility criteria extraction:

The accuracy of each version of the NLP application was evaluated using the reference 

standard of 138 manually annotated clinical notes. As seen in Table 4, the rule-based version 

reached 84.6% recall and 64.4% precision. The SVM-based version reached 90.9% recall 
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and 89.7% precision. Table 5 includes a finer-grained evaluation of the NLP application 

accuracy.

3.3. Eligibility classification:

With the mentions extracted from text notes, we applied the three classification methods to 

determine the eligibility of a patient for each clinical trial. We treated “possible” cases as 

“positive” cases, which enabled our methods to assign binary labels to each patient/trial 

combination. Table 6 shows the classification performance results. For each evaluation 

metric, the better result appears in boldface. To calculate MAP scores, for each clinical trial, 

we sorted the test cases (patients) by the total number of matching criteria in the query 

classification, the cosine similarity score in the cosine classification method, and the 

probability score in the binary SVM classification. The SVM-based classification method 

outperformed both other classification methods. The MAP of the SVM classification method 

was 35.2%, which roughly means that we can obtain the relevant samples if less than three 

times the number of patients is selected. The highest AUC was obtained with the SVM-

based eligibility classification version.

4. DISCUSSION

4.1. Results discussion:

The automated detection of patients eligible for the three selected clinical trials allowed for 

moderate to very good accuracy, depending on the criteria complexity and methods used. In 

general, SVM and cosine similarity approaches allowed for lower recall than direct database 

query with “simple” sets of eligibility criteria but allowed for 2–3 times higher recall with 

more complex sets of criteria. Among patients detected, 2–3 times more were correct with 

SVM classification than with direct database queries. When balancing recall and precision 

as in the AUC, the SVM allowed for the highest average accuracy.

Concepts were not all equally covered by the regular expression patterns in the rule-based 

version of the eligibility criteria extraction. For instance, ‘M1’ (distant metastases) had more 

ambiguous false positives in simple regular expression patterns than ‘M0’ (no distant 

metastases). However, the positive presence of M1 was not a criterion important for our 

three trials while M0 was important. Thus, many of our AJCC metastasis stage (M) 

precision related errors can be attributed to prioritizing M0 extraction (with a final precision 

of 98.0%) over M1 extraction (with a final precision of 50%). For the clinical notes corpus 

as a whole, this strategy reduced performance. For the task at hand, this strategy improved 

performance. Further regular expression refinement will need to include balancing the 

performance of these sub-concepts within the larger set of concepts. Our regular expression 

patterns targeting HER2- suffered from poor recall (31%) despite having high precision 

(97.6%). Interestingly, this concept appears in clinical notes in a much wider range of 

formats than any of the other biomarker related concepts, including HER2+. The attempted 

extraction of M1 and HER2- accounted for approximately a third of all concept extraction 

errors. Most other concepts extracted by the rule-based system had an F1-measure above 

70%.
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Among false positive errors produced by the SVM-based NER model, many were caused by 

mismatches of category types because the mentions in text overlapped with the reference 

standard. More than half of the errors fell into this case. If ignoring categories, recall would 

increase to 95.3% and precision to 94.1%. We observed that many false negative errors were 

due to the use of abbreviations, especially when rarely mentioned in the training data (e.g., 

“PS” (performance status), “TN” (triple negative), and “LMP” (postmenopausal1)).

4.2. Study limitations:

Limitations to consider include the small sample size, for both the patient eligibility 

determination and the extraction for eligibility criteria from clinical text. This small sample 

size probably did not allow for demonstrating the higher potential accuracy machine 

learning could offer. Another important limitation is the selection of only a subset of the 

eligibility criteria listed for each trial selected. This partial selection probably prevented 

higher MAP (approximating positive predictive value).

No temporal information related to eligibility criteria was used in this pilot study. This 

simplification probably resulted in a higher false positive rate on patients that were not 

eligible for a trial because of a mismatch between their cancer onset and the trial dates.

5. CONCLUSION

Insufficient clinical trial enrollment is a critical issue that has been addressed with various 

strategies but never with automated processing of unstructured clinical and trial data, as 

envisioned in this pilot project. Eligibility criteria have been automatically extracted from 

trial descriptions [13–16] but not from unstructured EHR data. Our objectives after this pilot 

study will be to integrate the automated extraction of eligibility criteria on both the trial and 

EHR sides and to eventually notify healthcare providers of patients potentially eligible for 

clinical trials in a far more timely and comprehensive way than currently possible. The first 

guiding design principle will be to reduce the search space of a human trial coordinator, in 

effect reducing the number of patients that need to be reviewed for every successfully 

enrollable patient. A second guiding principle will be to reduce the onboarding time required 

to add new trials and new classes of criteria to the system.

SUMMARY TABLE

What was already known on the topic What this study added to our knowledge

• Most clinical information in EHRs is stored as 
unstructured text, and this includes most 
eligibility criteria.

• NLP can be used successfully to extract 
eligibility criteria from trial descriptions (e.g., 
ClinicalTrials.gov).

• NLP can be used to extract information from 
unstructured clinical text with good accuracy.

• Besides demographics, a large majority 
of eligibility criteria is only mentioned 
in unstructured clinical text (95.8% in 
our case).

• NLP can also be used to extract 
eligibility criteria from EHR 
unstructured clinical text with high 
precision and recall.

1A patient whose (l)ast (m)enstrual (p)eriod was over two years ago is considered post-menopausal.
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HIGHLIGHTS

• Most eligibility criteria are only mentioned in unstructured clinical text.

• Natural language processing (NLP) system allows extracting criteria from 

text.

• NLP system could extract eligibility criteria with up to 95.5% sensitivity.

• Patients could be automatically matched with clinical trials with an AUC of 

89.8%.
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Figure 1: 
WebAnno annotation tool (partial screenshot).
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Figure 2: 
Clinical trial eligibility automatic surveillance process
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Figure 3: 
Selected rows for representing a mention of “PR negative” in an OMOP CDM schema.

Meystre et al. Page 15

Int J Med Inform. Author manuscript; available in PMC 2020 September 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 4: 
Features for SVM-based eligibility criteria extraction
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Table 1

Population categories characteristics

Positive cases Possible cases Negative cases

Patient count 25 4 200

Note count 2470 511 12143

Average age (y) 60.01 62.68 64.58

Gender (% female) 100% 100% 100%
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Table 2:

Eligibility criteria selected for each clinical trial

[19] [20] [21]

Female Female or Male Female

Age 18 years or older Age 18 years or older Age 18 years or older

ECOG performance status 0–1 ECOG performance status 0–1 ECOG performance status 0–2

Breast cancer Breast cancer Postmenopausal

AJCC clinical stage T1-T3 AJCC clinical stage T1-T3 Breast cancer

AJCC clinical stage N1 AJCC clinical stage N1 AJCC clinical stage T2-T4

AJCC clinical stage M0 AJCC clinical stage M0 AJCC clinical stage M0

Estrogen receptor positive

Allred score 6–8

Human Epidermal Growth Factor Receptor 2 (HER2) negative
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Table 3:

Study population characteristics

Positive cases Possible cases Negative cases

Patients 13 1 215

Patients 5 2 222

Patients 9 2 218
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Table 4:

NLP application accuracy for eligibility criteria information extraction

Rule-based version SVM-based version

Criterion Recall (%) Precision (%) Recall (%) Precision (%)

ECOG status 94.2 94.2 92.8 100.0

Estrogen receptor 91.5 53.4 86.9 90.9

Progesterone receptor 95.6 69.7 94.1 86.7

Human Epidermal Growth Factor Receptor 2 63.0 36.4 87.8 82.0

Postmenopausal 88.0 72.1 86.9 84.1

AJCC tumor stage (T) 84.7 83.8 95.5 97.9

AJCC nodes stage (N) 79.6 82.6 72.7 95.7

AJCC metastasis stage (M) 94.5 37.7 87.5 87.4

Overall (micro-average) 84.6 64.4 90.9 89.7
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Table 5:

Fine-grained NLP application accuracy for eligibility criteria information extraction

Rule-based version SVM-based version

Criterion Recall (%) Precision (%) Recall (%) Precision (%)

ECOG 0 96.9 96.9 100.0 100.0

ECOG 1* 85.7 85.7 85.7 100.0

ER+ 61.7 91.0 91.3 86.8

ER− 32.7 93.8 82.6 95.0

PR+ 80.0 96.8 96.0 86.6

PR− 57.5 90.2 92.1 86.8

HER2+ 24.0 100.0 85.0 89.5

HER− 31.0 98.0 90.5 74.5

Postmenopausal 72.1 88.0 86.89 84.1

Not Postmenopausal** - - 46.2 100.0

T0 100.0 100.0 100.0 100.0

T1 89.1 87.5 96.4 93.0

T2 79.5 81.5 97.6 98.8

T3* 82.4 90.3 88.2 100.0

N0 79.5 85.3 91.8 97.1

N1 84.8 78.5 99.0 100.0

N2 77.8 58.3 100.0 90.0

N3 100.0 75.0 0.00 0.00

M0 100.0 98.0 100.0 96.2

M1 2.3 50.0 90.5 78.6

*
No positive instances occurred for ECOG 2–5 or T4

**
The rule-based system did not extract non-postmenopausal mentions.
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Table 6:

Patient trial eligibility classification accuracy

Query (terms, rules) (%) Cosine similarity (%) SVM (%)

Recall 100.0, 100.0, 35.7 (78.6) 57.1, 54.6, 100.0 (70.6) 100.0, 72.7, 64.3 (79.0)

MAP 10.4, 16.9. 29.8 (19.0) 6.8, 22.5, 24.6 (18.0) 37.6, 41.7, 26.2 (35.2)

AUC 83.7 75.5 89.8

Averages for each trial ( [19], [20], [21]) with overall in parenthesis
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