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Abstract

Objective: To report on the use of an eye-tracking retrospective think-aloud for usability 

evaluation and to describe its application in assessing the usability of a mobile health app.

Materials and Methods: We used an eye-tracking retrospective think-aloud to evaluate the 

usability of a HIV prevention mobile app among 20 young men (15–18 years) in New York City, 

NY; Birmingham, AL; and Chicago, IL. Task performance metrics, critical errors, a task 

completion rate per participant and a task completion rate per task, were measured. Eye-tracking 

metrics including fixation, saccades, time to first fixation, time spent, and revisits were measured 

and compared among participants with/without a critical error.

Results: Using task performance analysis, we identified 19 critical errors on four activities, and 

of those, two activities had a task completion rate of less than 78%. To better understand these 

usability issues, we thoroughly analyzed participants’ corresponding eye movements and verbal 

comments using an in-depth problem analysis. In areas of interest created for the activity with 

critical usability problems, there were significant differences in time spent (p=0.008), revisits 

(p=0.004), and total numbers of fixations (p=0.007) by participants with/without a critical error. 

The overall mean score of perceived usability rated by the Health IT Usability Evaluation Scale 

was 4.64 (SD=0.33), reflecting strong usability of the app.

Discussion and Conclusion: An eye-tracking retrospective think-aloud enabled us to identify 

critical usability problems as well as gain an in-depth understanding of the usability issues related 

to interactions between end-users and the app. Findings from this study highlight the utility of an 

eye-tracking retrospective think-aloud in consumer health usability evaluation research.
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INTRODUCTION

With the rapid expansion of mobile technology in healthcare,[1] it is crucial to ensure that 

mobile health (mHealth) technologies are usable.[2] Usability is a measure of the quality of 

an end-user’s experience when interacting with the technology.[3] Usability factors are 

closely linked to the success or failure of the technology as usability is related to the quality 

in use of the technology.[4] The ‘quality in use’ is the capability of the software product to 

enable specified users to achieve specified goals with effectiveness, productivity, safety and 

satisfaction in specified contexts of use.[5 6] To ensure quality in use of the technology, it is 

important to assess its usability during system development, which helps ensure that the 

system meets the needs of end-users.[2 7 8]

In order to successfully achieve the goals of the system, it is critical to choose the most 

appropriate evaluation techniques which best meet the study aims during the system 

development process.[9] Usability evaluation methods are broadly classified as expert-based 

usability testing methods such as a heuristic evaluation and a cognitive walkthrough and 

end-user-based usability testing methods such as a think-aloud protocol, field observation, 

interview, focus group and questionnaire.[9–11] With a particular focus on usability testing 

with intended end-users in this paper, traditional usability testing most commonly uses a 

think-aloud protocol.[10 12] Think-aloud protocols are used to identify the cognitive 

behavior of performing tasks while using technology and determine how that information is 

used to facilitate problem resolution.[10 13] Think-aloud protocols are generally categorized 

into concurrent and retrospective protocols. In a concurrent think-aloud protocol, users are 

asked to think and talk aloud at the same time while performing cognitive tasks; in a 

retrospective think-aloud protocol, users are asked to recall what they were thinking during a 

prior experience. Both concurrent and retrospective think-aloud protocols are popular 

approaches since they provide comprehensive insights into the problems that end-users 

encounter in their interaction with the system.[14] However, there are several limitations of 

the think-aloud protocol. The qualitative information provided by end-users are 

unstructured, and there are often gaps of silence where the end-users are thinking but not 

verbalizing, and as a result, some data collection is limited at those time.[15] Specific to 

adolescents, studies report that this age group is less likely to articulate their thought 

processes during a think-aloud protocol.[16 17] Findings from our past work suggest that a 

traditional think-aloud protocol to assess the usability of technology with adolescents may 

not provide sufficient information to identify usability problems.[15 18]

To address this gap, eye-tracking technology can be used to assess usability of new 

technologies by illuminating the decision-making through the examination of eye movement 

patterns.[19–21] Eye-tracking is the process of measuring the point of gaze and/or the 

motion of an eye relative to the head, which has the potential to improve usability 
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assessments by providing valuable ocular data. However, there is a paucity of research on 

how the eye-tracking method can be applied in usability testing of mHealth technology as a 

single rigorous usability evaluation method by achieving its full potential.[22] Prior use of 

eye-tracking has not standardized the use of this data making interpretation of eye-tracking 

data difficult.[20–23] The purpose of this paper is to report a novel methodological approach 

of an eye-tracking retrospective think-aloud for usability evaluation, and to describe its 

application in assessing the usability of a mHealth app.

Study context:

This study was conducted as part of a larger study to adapt a group-based theory-driven, 

manualized HIV prevention curriculum for diverse sexual minority adolescents.[24] We 

adapted an evidence-based, group-level, face-to-face HIV prevention curriculum onto a 

mobile platform using an iterative design process.[25–27] The mobile app, the Male Youth 

Pursuing Education, Empowerment & Prevention around Sexuality (MyPEEPS App), 

delivers HIV prevention information through 21 activities which are comprised of: didactic 

content, graphical reports, videos, and true/false and multiple-choice quizzes. Upon 

completing each activity, users are rewarded with a stylized trophy, which is used to promote 

continued use of the app. A combination of usability evaluation techniques including 

usability experts as well as intended end-users is recommended;[28 29] therefore, we 

assessed the usability of the MyPEEPS App from both expert and end-user perspectives.[30] 

In this paper, we focused on the end-user usability testing utilizing an eye-tracking 

retrospective think-aloud.

METHODS

We conducted an eye-tracking retrospective think-aloud to evaluate the usability of the 

MyPEEPS App. The Institutional Review Board of Columbia University Medical Center 

served as the central IRB (#AAAQ6500) for this study and approved all research activities.

Sample

Participants were recruited using flyers, posting on social media, and direct outreach at local 

community-based organizations in New York City, NY; Birmingham, AL; and Chicago, IL. 

Our sample was comprised of 20 young men since 95% of usability issues are identified 

with 20 end-users.[31] Inclusion criteria were: 1) 13 to 18 years of age; 2) self-identified as 

male; 3) male sex assigned at birth; 4) understand and read English; 5) living within the 

metropolitan area of one of the three cities listed above; 6) ownership of a smartphone; 7) 

sexual interest in men; and 8) self-reported HIV-negative or unknown status. Participants 

who wore bifocal/progressive glasses or who experienced eye surgery (e.g., corneal, 

cataract, intraocular implants) were excluded from participation since these types of glasses 

or eye conditions affect the precision of the gaze estimation while collecting participants’ 

eye movements.[32]

Procedures

We explained the purpose of the study and study procedures to the participants who were 

then asked to sign an informed consent (18 years old) / assent (13–17 years old) form. 
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Participants were asked to sit down at a desk. The eye tracker (i.e., Tobii X2–30) was 

calibrated with a nine-point system where the participant watched a circle move across the 

screen and paused at each of nine fixed points. With the moving calibration test, the 

measurement accuracy was provided within 0.5 degrees providing an error of less than 0.5 

cm between measured and intended gaze points.[32] The resolution of the computer monitor 

was set to 1920*1080 pixels.

First, participants were provided with use case scenarios of the MyPEEPS App and asked to 

complete the tasks using the app on an iOS simulator utilizing a Windows desktop computer. 

The first half of participants were provided with use case scenario, version 1; the remaining 

half of the participants were provided with use case scenario, version 2. Two versions of use 

case scenarios were used in order to capture representative tasks of the app (e.g., comics, 

animated videos, true/false questions and multiple-choice quizzes). Activities which were 

necessary to navigate the app (e.g., log-in/out, set-up of profile) and those activities which 

were difficult for the first ten participants to complete were included in use case scenario 

version 2. The tasks associated with each of the use case scenarios are presented in Table 1. 

iMotions software was used to record participant’s eye movements and the computer screen 

while performing each task,[33] which allows researchers to present app screen recordings 

and synchronized eye-tracking data simultaneously.

Participants were allowed to ask questions before starting the app testing, but once testing 

began, we encouraged participants to complete all tasks by themselves. Participants were 

instructed not to turn to the researcher for assistance because a shift in visual focus increases 

the risk of losing eye-tracking data.[22] If participants had trouble and were unable to 

proceed, they were instructed to say ‘HELP’.

Following use of the app, participants were asked to describe their experience dealing with 

errors and their perception of their overall performance. Then participants viewed the 

recordings of their use of the app which depicted their eye movements overlaid on the app 

screen on a computer. Participants were asked to think-aloud and verbalize their thoughts 

about the tasks they completed and the difficulties they encountered while using the app. 

Participant’s verbal comments were audio-recorded.

Following the testing of the app, participants were asked to rate usability of the MyPEEPS 

App using the Health Information Technology Usability Evaluation Scale (Health-ITUES).

[34] Participants were compensated $40–50, depending on the geographic site, for their 

time.

Data collection

Eye-tracking data were collected using Tobii X2–30,[35] which has a sampling rate of 30 Hz 

(i.e., 30 gaze points were collected per second for each eye), and saved into iMotions 

software.[33] Table 2 lists the task performance metrics collected to capture usability 

problems by examining how capable participants were at using the MyPEEPS App on given 

tasks (i.e., a task completion rate was calculated in two ways: by participant and by task),[4 

36] and the eye-tracking metrics collected for an in-depth analysis of usability problems.
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All survey data were collected electronically using Qualtrics® survey software.[39] 

Demographics and mobile technology use was assessed through (our research team-

designed) questions on age, race, ethnicity, frequency of using mobile devices or laptop/

desktop to access the Internet, and duration of using mobile apps on a smartphone. Data on 

perceived usability were collected using the Health-ITUES,[34] a customizable 

questionnaire with a four-factor structure: system impact, perceived usefulness, perceived 

ease of use, and user control, and it has been validated for use with mHealth technology.[40] 

The Health-ITUES consists of 20 items rated on a five-point Likert scale from strongly 

disagree (1) to strongly agree (5). A higher scale value indicates higher perceived usability 

of the technology. Table 3 lists the 20 items on the Health-ITUES and how they were 

customized for this study.

Data analysis

Data analysis was based on the iMotions video-recordings of user sessions synchronized 

with eye movements, and transcriptions of participants’ verbal comments from the audio-

recordings collected during the think-aloud. Two research team members reviewed the 

transcripts to identify common usability concerns, then a third reviewer consulted in 

instances of discrepancy. STATA SE 14 was used for analysis of descriptive statistics.[41]

Data analysis focused on: 1) task performance analysis of task performance metrics, and 2) 

problem analysis of eye-tracking metrics and participants’ verbal comments. Since the 

average task completion rate in the literature (i.e., an analysis of nearly 1,200 usability tasks) 

is 78%,[42] any task with less than 78% of a task completion rate was identified as a 

problem. In the problem analysis, the eye-tracking metrics including time to first fixation, 

time spent, revisits, and total numbers of fixations were compared among participants with/

without a critical error using a two-sample t-test. Level of significant was set as alpha less 

than 0.05.

RESULTS

Sample

The mean age of study participants was 17.4 years (SD = 0.88; range = 15–18 years of age). 

45% (N = 9) of participants self-identified as White, 20% (N = 4) as African American, 10% 

(N = 2) as Asian, and 45% (N = 9) of participants self-identified as Hispanic. 85% of 

participants (N = 17) reported using Internet almost constantly every day. The majority of 

participants (85%) reported using mobile devices as opposed to using laptop/desktop (15%) 

to access the Internet. The mean duration of participants’ use of mobile apps on a 

smartphone per day was 9.40 hours (SD = 5.52).

Eye-Tracking retrospective think-aloud

The visit took between 2 and 2.5 hours. Before watching the recordings displaying their eye 

movements, participants described their experience dealing with errors and their perception 

of their task performance. More than half of participants who had difficulty completing tasks 

(e.g., participants who said ‘HELP’ during the app testing) stated, ‘Everything was okay’, ‘It 
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was pretty easy’, or ‘I didn’t have any difficulties’ until they viewed their eye movements on 

an app screen page where they encountered the difficulty.

Task performance analysis

Critical error: A total of 19 critical errors were identified across four activities: #2 
BottomLine, #5 P’s On-Again Off-Again BottomLine, #8 Step Up, Step Back, and #13 Well 
Hung. The number of critical errors for the activities is presented in Table 4.

Task completion rate per participant: The percentage of tasks that were completed 

without a critical error by a participant ranged from 79% to 100%. Six participants 

successfully completed tasks without any critical error.

Task completion rate per task: The percentage of participants who completed each task 

without a critical error ranged from 45% to 100%. Two tasks had a task completion rate less 

than 78%;[42] in our study, the tasks related to the activities #2 BottomLine 70% and #13 
Well Hung 45%.

Summary of task performance analysis: There were two activities with critical errors, 

which were identified through task performance analysis: #5 P’s On-Again Off-Again 
BottomLine and #8 Step Up, Step Back. These two activities were reported by participants 

as a user error (e.g., they closed the app screen by mistake while they were reading 

contents), and reviewed/determined as non-usability-related problems by two research team 

members and were excluded from problem analysis. There were also two activities with 

critical errors, which were identified with a task completion rate less than 78% via the task 

performance analysis: #2 BottomLine and #13 Well Hung. These two activities were 

thoroughly reviewed and analyzed using eye-tracking data and participants’ verbal 

comments, and included in the problem analysis.

Problem analysis

Problem 1. #2 BottomLine; Navigating the map after completing the prior 
activity #1

Task description: Within the MyPEEPS App, a total of 21 activities are displayed along a 

virtual ‘Map’. One activity at a time on a smartphone screen is shown in consecutive order 

on the Map. User begins each activity by clicking the activity’s number in a circle or name 

in a box. Upon completing each activity, the user is taken back to the Map showing the 

activity’s number and name the user just completed. In order to navigate to the next activity, 

the user needs to scroll or swipe to the left on the Map.

Problem description: Participants were confused about moving forward to the second 

activity #2 BottomLine on the Map after completing the very first activity #1 Set Up 
MyPEEPS Profile since they expected to view the next activity by default.

Quotations: “This is the part where I was confused. I didn’t understand that I 
should move to the side. I didn’t know. I kept clicking number one because I 
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thought that was where I had to go and then it would just take me back… there 
should be instructions or something or like a hint… like arrows.”

[UMP07]

“I am trying to figure out how to… I think that would be really helpful if it just 

went automatically over. I meant I want to see the next one automatically right after 

I completed the previous one. Otherwise, I cannot remember if I did or not.”

[UMP03]

Gaze plots: Based on participants’ fixations and saccades, gaze plots depicting fixation 

sequences were generated in conjunction with Problem 1. The gaze plots were compared 

among participants with/without a critical error. The number of fixations on Problem 1 
ranged from 19 (without a critical error) to 200+ (with a critical error). A sample of gaze 

plots with/without a critical error is presented in Figure 1-1 and Figure 1-2.

Problem 2. #13 Well Hung; Drag/drop response option

Task description: User is introduced to the association of HIV transmission risk with 

different sexual behaviors categorized into ‘no risk’, ‘low’, ‘medium’, and ‘high risk’. The 

user completes an activity (i.e., quizzes) dragging and dropping a given sexual activity onto 

the four risk categories associated with the sex act. For instance, user drags a card labeled 

with the sexual activity down to the corresponding risk level, then selects the ‘Next’ button 

to continue in the activity. In order to see the ‘Next’ button, the user needs to scroll down.

Problem description: Participants were confused about the drag/drop response option on the 

quizzes. Several participants tried to figure it out in a way of either of dragging the sexual 

activity card down to the risk category or dragging the risk category up to the sexual activity 

card since there was no feedback on whether their selected response was correct or incorrect 

unless they clicked the ‘Next’ button.

Quotations: “Didn’t I have to drag something? That’s what was confusing. I felt it 
should have just been a click. Then, even I didn’t know there was next button at the 
bottom. I couldn’t move forward.”

[UMP005]

“I didn’t know what to do. I figured it out but I didn’t know if I had to click it or 

drag it. I don’t know… I was expecting it to be like an empty line. I was expecting 

it just to be a line, empty, and then I would drag the answers into the clips. I was 

expecting the clothing line clips to be empty because you see how there are four 

and it says high, medium, low, or no risk… I was expecting it to be like a spectrum 

and I would drag the answers into the line depending where they fell.”

[UMP07]

Heat maps: Heat maps are static aggregations of gaze fixations revealing the distribution of 

visual attention, which represent where participants concentrated their gaze and how long 

they gazed at a given point in different colors.[22 43] Red areas on a heat map reflect a high 

number of gaze fixations, while yellow and green areas indicate fewer gaze fixations. The 
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heat maps were compared among app pages with/without a critical error. For instance, a 

participant who successfully completed this task without difficulty would see the first given 

sexual activity card, drag the card down to a correct (risk level) answer ‘lower’, and then 

click the ‘Next’ button. While several participants had these difficulties on the first page of 

the quizzes, no one had the difficulties on the remaining pages. For the reason, the heat maps 

for every page within the activity #13 Well Hung were compared with the first page. Figure 

2-1 depicts a heat map of the first page without a critical error, while Figure 2-2 depicts that 

of the page with a critical error.

Areas of interest: Areas of interest refer to specific areas in the interface that are of interest 

to researchers.[20] Given that a participant with a critical error on the first page of quizzes 

did not experience any critical error on the remaining quiz pages, a total of eight areas of 

interest on the first page of the quizzes were created to compare time to first fixation, time 

spent, revisit, and total number of fixations among participants with/without a critical error. 

On an area of interest, ‘lower’ (i.e., the card corresponding to the correct answer for the first 

quiz), there were significant differences in time spent (p = 0.008), revisits (p = 0.004), and 

total number of fixations (p = 0.007) by participants with/without a critical error.

Perceived usability—Perceived usability was rated using the Health-ITUES (Table 5).

[34] The overall Health-ITUES score was the mean of all the items with each item weighted 

equally, and in this study it was 4.64 (SD = 0.33) with a range of 3.80 to 5.00, reflecting 

strong usability of the app.

DISCUSSION

In this study we successfully used an eye-tracking retrospective think-aloud to conduct a 

comprehensive usability evaluation of a mHealth app with adolescents. We identified two 

critical usability problems through participants’ eye movements and verbal comments. Eye-

tracking data and qualitative data were integrated to provide a more holistic understanding of 

the usability issues with the mHealth app. Our methodological approach is briefly compared 

with a traditional stand-alone usability testing method, a think-aloud only used in literature 

in Table 6.[11 44]

Our findings demonstrate the usefulness of an eye-tracking retrospective think-aloud for 

usability evaluations. While a concurrent think-aloud is the predominant data collection 

method for traditional usability testing,[45] it suffers from some notable shortcomings such 

as distractions of end-users’ attention or negative effects on their natural task performance 

when incorporated with other techniques/technologies.[22 46–49] In contrast, an eye-

tracking retrospective think-aloud allowed participants to avoid interferences during the 

usability evaluation,[22 48 49] which is an especially important strength of our 

methodological approach.

Findings from this study showed that use of an eye-tracking retrospective think-aloud for a 

usability evaluation allows participants to share their real-time experience using the app and 

stimulates verbal expression of their experience using the app which is more difficult to 

achieve using traditional stand-alone usability testing.[14 15] Our study participants had 
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difficulty successfully completing some tasks but could only explain these issues at a 

descriptive level until the participants reviewed a recording of their task performance 

depicting their eye movements overlaid on the app screen on a computer. For example, we 

asked participants to describe their experience dealing with errors and their perception of 

their task performance right after they had completed tasks. Despite the difficulties our 

participants encountered, more than half of the participants briefly commented, ‘Everything 
was okay’, ‘It was pretty easy’, or ‘I didn’t have any difficulties’. On the other hand, while 

watching the screen-recording presenting participants’ unusual eye movements, the 

participants expressed difficulties during the app testing. This suggests that traditional stand-

alone usability testing among youth may underestimate problems, reflecting social 

desirability among some adolescents. By showing the screen-recordings with the eye-

tracking data, we were able to explore participants’ reason(s) for their eye movements and 

their challenges using the app. A previous study on the usability of mHealth apps among 

adolescents reported difficulty in capturing the adolescents’ verbalizations in a think-aloud 

protocol.[15 18 50] Other existing evidence also suggests that in think-aloud protocols, some 

adolescents did not clearly discuss their difficulties finding a solution.[46] Therefore, our 

findings suggest that it can be beneficial to show eye-tracking data during a retrospective 

think-aloud to elicit rich comments as well as usability problem-related comments from 

adolescents.

The application of a comprehensive usability evaluation method, an eye-tracking 

retrospective think-aloud, enabled us to gain a better understanding of usability issues of a 

mobile app. In our study, the eye-tracking data was illustrated using gaze plots and 

aggregated heat maps in addition to areas of interest. In gaze plots tracing participants’ eye 

movements by representing the sequence of fixation and saccades in the form of a scan path, 

the eye-tracking data were presented with circles and lines. By comparing the gaze plots 

among participants with/without a critical error, we identified a specific app page within 

each activity. Heat maps aggregating the fixations revealed which parts were most frequently 

looked at using colors. In the heat maps created for our study, the areas of each page of 

quizzes and its correct answer were displayed as a red color indicating participants’ high 

visual attention if there were no critical usability problems. Also, the eight areas of interest - 

a sexual activity card, four risk categories, ‘Prev’ button, ‘Next’ button, and ‘Back’ button - 

created to compare eye-tracking metrics among participants with/without a critical error, 

showed significant differences in time spent, revisits, and number of fixations. Findings from 

our study demonstrate that eye-tracking data indicating differences between participants 

with/without a critical error can help capture usability problems where end-users cannot 

recognize the problems right away, monitor the specific areas where they encountered 

difficulties, and further make inferences about their actual cognitive processes by 

researchers. Our work highlights that the use of eye-tracking data can provide researchers a 

rich representation and an in-depth understanding of the end-users’ experience participating 

in usability testing.

The eye-tracking retrospective think-aloud approach was time-consuming. For example, 

upon completing the tasks employing a use case scenario, participants were encouraged to 

think aloud retrospectively and asked to verbalize their thoughts about the tasks while 

watching a recording of their use of the app that depicted their eye movements overlaid on 
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the app screen. The process took a significant amount of time (i.e., between 2 and 2.5 hours). 

Moreover, our approach using eye-tracking technology required additional time and 

researcher’s technical and extensive analysis skills. The eye tracker (i.e., Tobii X2–30) and 

software (i.e., iMotions) is very costly, which may limit others ability to access this 

technology. With the benefits from the method of an eye-tracking retrospective think-aloud, 

however, the use of the eye-tracking technology (device and software) is highly 

recommended for a usability evaluation.

The Health-ITUES was used as a measure of usability, which has been validated for use with 

mHealth technology.[40] Although several usability problems were identified in this study, 

the overall Health-ITUES mean score (i.e., mean of all 20 items; a higher score indicates 

higher perceived usability of the technology) was as high as 4.64 (5-best). Nearly 95% of 

teens in the US ages 13 to 17 own or have access to a smartphone.[51] Given that 85% of 

our participants reported using mobile devices constantly every day, and the mean duration 

of their use of mobile apps per day was 9.40 hours, the high usability score of the MyPEEPS 

App may be because our participants could easily resolve problems while using the app, 

and/or quickly learn how to use the new app as they are largely heavy smartphone users. In 

our study, participants who had difficulty on the first page of quizzes no longer had difficulty 

on the remaining pages within the same activity. End-users who perceive the mHealth app to 

be useful may be more likely to show an improvement in its impact in their everyday lives,

[52] which is another strength of our study.

Limitations

The generalizability of the results may be limited by the study sample who live in the 

metropolitan areas of New York City, NY; Chicago, IL; and Birmingham, AL. Results may 

differ in other groups who live in rural areas. We employed an iOS simulator on the 

computer in order for the mobile app to be used in the same manner as on a smartphone, 

therefore there may be differences in end-users’ experience when interacting with the app on 

a computer. Additionally, it was time-consuming to collect and analyze data through a 

retrospective think-aloud with an eye-tracking technique, as compared to a traditional stand-

alone usability testing method.

CONCLUSIONS

In this paper, we presented a methodological approach of an eye-tracking retrospective 

think-aloud and its application in evaluating the usability of an HIV prevention mobile app 

intended for diverse sexual minority young men. Our approach enabled us to identify critical 

usability problems as well as gain an in-depth understanding of the usability issues related to 

interactions between end-users and the MyPEEPS App. Findings from this study highlight 

the utility of an eye-tracking retrospective think-aloud to enhance end-user usability testing 

of a mHealth app. Our methodological approach may encourage other researchers who 

design/develop mHealth apps for adolescents to conduct comprehensive usability 

evaluations in a collaborative manner utilizing an eye-tracking technique with high-skilled 

usability experts in future research.
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Highlights

• As usability factors are closely linked to the success or failure of the 

technology, it is important to assess the usability of the technology during 

system development.

• Eye-tracking has the potential to improve usability assessments by providing 

valuable ocular data.

• We presented a novel methodological approach of an eye-tracking 

retrospective think-aloud for usability evaluation and described its application 

in assessing the usability of a mobile health app.

• An eye-tracking retrospective think-aloud enabled us to identify critical 

usability problems and gain an in-depth understanding of the usability issues 

related to interactions between end-users and the app.
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Figure 1–1. 
Gaze plot without a critical error
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Figure 1–2. 
Gaze plot with a critical error
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Figure 2–1. 
Heat map without a critical error
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Figure 2–2. 
Heat map with a critical error
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Table 1.

Task included in use case scenarios

Task
Use case 

scenario - 
version

Log-in to the MyPEEPS App I II

Collect the trophy from activity #1 Set Up MyPEEPS Profile I II

[Activity: Set-up]
Introduction to the app explaining what the user is to expect. User inputs name, telephone number, e-mail address, and how 
they prefer to get notifications.

Collect the trophy from activity #2 BottomLine I II

[Activity: Select from options]
Users are asked the farthest they will go with a one-time hookup in a number of sexual scenarios and given a selection of 
responses about what they will and won’t do and how they will do it.

Collect the trophy from activity #3 Underwear Personality Quiz I

[Activity: Sliders]
Users complete a personality quiz and are introduced to the avatars that they will be seeing in the app. Avatars’ personality 
traits and identities are shared with ‘gossip’.

Collect the trophy from activity #4 My Bulls-I I

[Activity: Text input]
Users are asked to think about their important identity traits and create a list of their top five identity traits after seeing an 
example of the activity done by one of the app avatars, P.

Collect the trophy from activity #5 P’s On-Again Off-Again BottomLine I

[Activity: Video, select from options]
Video of a text conversation between two avatars, P and Nico, about P’s new relationship and P ignoring his BottomLine. Users 
are asked to complete questions about why P should be concerned about his BottomLine with a new partner. There are two 
videos with two sets of questions.

Collect the trophy from activity #6 Sexy Settings I

[Activity: Select from options]
Users are presented with a setting in which sex could be taking place and are given one potential threat to a BottomLine and 
asked to select another potential threat for the given setting.

Collect the trophy from activity #7 Goin’ Downhill Fast I

[Activity: Click through information, select from options]
Users are presented with information about drugs and alcohol and how they can affect a BottomLine. Resources for additional 
information about drugs/alcohol are provided. After reading through the information, users complete a set of questions about 
drugs/alcohol’s potential impact on their BottomLine.

Collect the trophy from activity #8 Step Up, Step Back I

[Activity: Select from options]
Users are introduced to identity traits that may identify them as a VIP (privileged)/Non-VIP (non-privileged) and then asked a 
series of identity-related questions. An avatar representing the user moves back and forth in a line for a night club, relative to 
the avatars in the app, as questions are answered.

Collect the trophy from activity #9 HIV True/False I

[Activity: True/False button answer]
Users complete a series of True/False questions related to HIV, with information following a correct answer.

Collect the trophy from activity #10 Checking In On Your BottomLine I

[Activity: Select from options]
Users are given the opportunity to review and make changes to their BottomLine, taking into consideration any information 
that they may have learned from completing the activities prior to this check-in.

Collect the trophy from activity #13 Well Hung I

[Activity: Drag and drop]
Users are introduced to the association of HIV transmission risk with different sexual behaviors categorized into no risk, low, 
medium, and high risk. Users complete an activity dragging and dropping a given sexual activity onto the risk category 
associated with the sex act.

Collect the trophy from activity #15 Checking In On Your BottomLine Again II
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Task
Use case 

scenario - 
version

[Activity: Select from options]
Users are again given the opportunity to review and make changes to their BottomLine, taking into consideration any 
information that they may have learned from completing the activities prior to this check-in.

Collect the trophy from activity #17 4 Ways To Manage Stigma II

[Activity: Click through, select from options]
Users are presented with four stigma management strategies, then a scene for each of the four app avatars and asked to answer 
which strategy each character is using in the scene.

Collect the trophy from activity #18 Rubber Mishap I

[Activity: Shaking select from options]
Users are asked to complete a series of questions relating to condom usage as the screen shakes to mimic being under the 
influence of drugs/alcohol.

Collect the trophy from activity #19 Get a Clue! II

[Activity: Shake device situation builder]
Jumbled scenarios are created using either a shake of the phone or press of a button. Users answer from given options how they 
would act in the scenario, keeping the BottomLine and communication strategies in mind.

Collect the trophy from activity #20 Last Time Checking In On Your BottomLine II

[Activity: Select from options]
Users are again given the opportunity to review and make changes to their BottomLine, taking into consideration any 
information that they may have learned from completing the activities prior to this check-in.

Collect the trophy from activity #21 BottomLine Overview II

[Activity: View list of changes]
Users are presented with a list of their BottomLine selections since the initial activity and subsequent check-ins.

View settings I II

Log Out I II
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Table 2.

Task performance and eye-tracking metrics

Task performance metrics

Critical error Number of critical errors (e.g., if a participant said ‘HELP’ during the app testing, it was considered a critical 
error in this study).

Task completion rate per 
participant Percentage of tasks that were completed without a critical error by a participant.

Task completion rate per 
task Percentage of participants who completed a given task without a critical error.

Eye-tracking metrics

Fixation
Moments when the eyes are relatively stationary, indicating the moments when the brain is processing 
information received by the eyes. The fixation generally ranges from 100 to 300 milliseconds. Longer fixations 
on a specific area reflect a participant’s difficulty with information processing.[22 37]

Saccades Rapid eye movement from one target to another between two consecutive fixations.[38]

Time to first fixation Amount of time it took a participant to look at a specific area from stimulus onset.[37]

Time spent Amount of time that a participant spent looking at a specific area.

Revisit Number of times that a participant repeatedly viewed a specific area.
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Table 3.

Health-ITUES (customized for this study)

System Impact

1 MyPEEPS is a positive addition to my sexual health.

2 MyPEEPS helps me make safe decisions when it comes to sex and relationships.

3 MyPEEPS gives me the information and skills I need to avoid situations that make me uncomfortable and that put my sexual health at risk 
from HIV or other STIs.

Perceived Usefulness

4 Using MyPEEPS makes it easier to make safer decisions about my sexual health.

5 Using MyPEEPS allows me to make safer decisions about my sexual health more quickly.

6 Using MyPEEPS makes me more likely to make safer decisions about my sexual health.

7 MyPEEPS is useful for making safer decisions about my sexual health.

8 I think MyPEEPS presents a more open-minded process for learning about my sexual health.

9 I am satisfied with MyPEEPS for making safer decisions about my sexual health.

10 I make safer decisions about my sexual health in a timely manner because of MyPEEPS.

11 Using MyPEEPS lowers my risk of getting HIV.

12 I am able to find the information I need about sexual health and HIV whenever I use MyPEEPS.

Perceived Ease of Use

13 I am comfortable with my ability to use MyPEEPS.

14 Learning to operate MyPEEPS is easy for me.

15 I have the skills to use MyPEEPS.

16 I find MyPEEPS easy to use.

17 I remember how to log on to and use MyPEEPS.

User Control

18 MyPEEPS gives error messages that clearly tell me how to fix problems.

19 Whenever I make a mistake using MyPEEPS, I recover easily and quickly.

20 The information (such as on-line help, on-screen messages and other documentation) provided with MyPEEPS is clear.
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Table 4.

Critical error

Activity Critical errors

#2 BottomLine 6

#5 P’s On-Again Off-Again BottomLine 1

#8 Step Up, Step Back 1

#13 Well Hung 11

Total number of critical errors 19
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Table 5.

Health-ITUES scores

Health-ITUES Construct Mean (SD) Median (range)

System Impact 4.80 (0.38) 5.00 (3.67–5.00)

Perceived Usefulness 4.63 (0.40) 4.78 (3.56–5.00)

Perceived Ease of Use 4.76 (0.33) 4.90 (4.00–5.00)

User Control 4.28 (0.74) 4.33 (2.00–5.00)

Overall Health-ITUES Score 4.64 (0.33) 4.75 (3.80–5.00)

*
Rating score from 1-worst to 5-best (20 items)
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Table 6.

Comparison with traditional stand-alone usability testing method

Think-aloud only (mostly concurrent)
[11 44]

Eye-tracking retrospective think-aloud

Benefit direct insights into end-users’ thoughts 
and strategies during the task 
performance

deep insights into end-users’ 
behavior related to the identified 
usability problems

objective eye movements of the 
identified usability problems

holistic understandings of the usability issues

Measurement time for task performance time for task performance; 
critical error

eye fixation; saccades; time to 
first fixation; time spent; revisit

Needed users 3+ 20+

Required users’ skills 
during testing (particularly 
for adolescents)

high (unnatural/distracting/strenuous) to 
think and talk aloud at the same time)

low low

Required equipment low (audio-recorder) low (audio-recorder) high (eye-tracking device and 
software)

Required time for data 
collection

medium high low

Required time for data 
analysis

medium medium high

Required expertise medium high high
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