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SUMMARY

What we pay attention to is influenced by current task goals (goal-directed attention) [1,2], the 

physical salience of stimuli (stimulus-driven attention) [3–5], and selection history [6–12]. This 

third construct, which encompasses reward learning, aversive conditioning, and repetitive orienting 

behavior [12–18], is often characterized as a unitary mechanism of control that can be contrasted 

with the other two [12–14]. Here, we present evidence that two different learning processes 

underlie the influence of selection history on attention, with dissociable consequences for 

orienting behavior. Human observers performed an antisaccade task in which they were paid for 

shifting their gaze in the direction opposite one of two color-defined targets. Strikingly, such 

training resulted in a bias to do the opposite of what observers were motivated and paid to do, with 

associative learning facilitating orienting towards reward cues. On the other hand, repetitive 

orienting away from a target produced a bias to repeat this behavior even when it conflicted with 

current goals, reflecting instrumental conditioning of the orienting response. Our findings 

challenge the idea that selection history reflects a common mechanism of learning-dependent 

priority, and instead suggest multiple distinct routes by which learning history shapes orienting 

behavior. We also provide direct evidence for the idea that value-based attention is approach-

oriented, which limits the effectiveness of attentional bias modification techniques that utilize 

incentive structures.

RESULTS

Healthy human participants (n = 30) performed an experiment comprising a training phase 

and a test phase. The training phase involved an antisaccade task in which participants 

moved their eyes in the direction opposite that of a colored square (Figure 1). Correct 

responses resulted in a monetary reward when the square was one of two colors (high-value 

target), creating a difference in associated value while matching other aspects of selection 

history [19,20] (see STAR Methods for details). Participants were faster [main effect of 

value: F = 10.29, p = 0.004, η2
p = 0.284] and more accurate [main effect of value: F = 7.18, 

p = 0.013, η2
p = 0.216] in generating an antisaccade to the high-value target as the task 
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progressed, demonstrating motivated behavior consistent with the reward structure (Figure 

2).

Immediately following the training phase, participants completed the test phase, which 

involved making a prosaccade to a shape-defined (circle) target. A colored square was 

presented opposite the target, which served as a task-irrelevant distractor (Figure 1). We 

compared response time and errors (eye movements directed towards the distractor) based 

on the reward history of the target and distractor colors, focusing our comparisons on the 

colors that were matched for prior target history but differed in associated value. When the 

target was rendered in the previously high-value color, participants were faster [t = 2.67, p = 

0.013, d = 0.51] and marginally more accurate [t = 1.84, p = 0.077, d = 0.35] compared to 

when the target was rendered in the previously unrewarded color (Figures 3 and S1). 

Likewise, when the distractor was rendered in the previously high-value color, participants 

were slower [t = 2.60, p = 0.015, d = 0.50] and more error-prone [t = 2.51, p = 0.019, d = 

0.48] compared to when the distractor was rendered in the previously unrewarded color. 

Even though participants were more highly rewarded and thus more motivated to look 

opposite a stimulus rendered in the high-value color during training, such training produced 

the exact opposite bias when probed in the test phase. That is, participants found it more 

difficult to move their eyes opposite the stimulus they were previously paid to look away 

from compared to an unrewarded color matched for selection history, and were in fact 

facilitated in looking towards this color when directed to do so.

Selection history encompasses not only learning from the outcomes of past orienting 

responses, but also the repetition of these orienting responses in the presence of a stimulus 

that signals the need to perform the action. In a second experiment, we manipulated the 

frequency of orienting away from different colors while removing any explicit rewards. A 

different group of participants (n = 30) completed four consecutive days of training in which 

they repeatedly performed an antisaccade in response to a frequent and infrequent color 

square. No reward feedback was provided (Figure 1). Participants improved in the speed and 

accuracy with which they executed the trained response across days [main effect of day: Fs 

> 21.21, ps < 0.001, η2
p > 0.42], similarly for the frequent and infrequent colors [main effect 

of frequency and interaction: Fs < 0.83, ps > 0.48] (Figure 2). Then, on the fifth day of the 

experiment, participants completed the same test phase as in the prior experiment. We 

focused our comparisons on the frequent former target color and the color that never served 

as a target previously, reflecting the presence vs absence of selection history (compare to the 

presence vs absence of reward history in Experiment 1). Responses were numerically slower 

[t = 1.10, p = 0.279, d = 0.20] and significantly more error-prone [t = 2.37, p = 0.025, d = 

0.43] when the target was rendered in the frequent color from training, compared to when 

the target was a color that never served as a target previously (Figures 3 and S1). Likewise, 

responses were faster [t = 2.12, p = 0.043, d = 0.39] and less error-prone [t = 2.32, p = 0.028, 

d = 0.42] when the distractor was rendered in the frequent color from training compared to 

when it was rendered in a color that never served as a target previously. That is, participants 

found it more difficult to orient towards the stimulus they had frequently oriented away from 

during training, and were facilitated in selecting a target when such selection also involved 

orienting away from this trained color. The pattern of results is directly opposite that of the 
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first experiment, resulting in highly robust interactions between experiment and training 

history for all measures [Fs > 7.67, ps < 0.009, η2
p > 0.12].

The infrequent target color produced an intermediate bias on all measures that did not differ 

significantly from either of the other two colors (ps > 0.16), which is consistent with the lack 

of a significant effect of frequency in the training data and suggests that both frequencies of 

repeated orienting across training days led to some learning. The interactions between 

experiments are maintained when comparing frequent and infrequent former targets in the 

current experiment [Fs > 5.56, ps < 0.023, η2
p > 0.09], affirming the uniqueness of learned 

value in facilitating an approach-oriented bias. Consistent with a rapid influence of past 

orienting responses, there was some evidence for a bias to look away from the previously 

unrewarded color compared to the neutral color in Experiment 1, particularly for the 

response time measure (Figure S1), mirroring the pattern observed in Experiment 2 for the 

frequent target color and suggesting that the influence of unrewarded selection history could 

emerge over a similarly brief timescale (see Figure S1 for a full breakdown of the data 

across all conditions).

DISCUSSION

What we pay attention to is biased by past experience or selection history [6–18]. Initially, 

selection history effects on attention were thought to reflect varieties of top-down guidance 

[21]. More recently, the influence of selection history on attention has been described as 

reflecting a dedicated mechanism of control by which priorities are updated based on the 

outcomes of prior selection [12–18], constituting a third distinct factor in the control of 

attention [12–14]. Consistent with this idea, it has been proposed that correct task 

performance generates an internal reward signal that serves as a teaching signal to the 

perceptual system [22–25], mimicking the effects of learning from extrinsic rewards, which 

could explain why training with explicit rewards is not necessary to observe attentional 

capture by former target features [15].

Our findings provide clear evidence for two dissociable mechanisms underlying experience-

driven attention, and argue against a common mechanisms framework. Using an antisaccade 

training task, in one experiment we varied whether a stimulus predicted reward while 

matching the need to orient away from the stimulus, while in a different experiment we 

varied the need to orient away from a stimulus while removing any reward feedback. When 

a stimulus predicts reward, the learning of this predictive relationship results in the stimulus 

gaining competitive priority in the visual system, biasing selection in its favor. This is in 

spite of the fact that participants were only ever rewarded for orienting away from the 

stimulus, providing powerful evidence for the role of associative learning in the orienting of 

attention [26–29]. On the other hand, repeatedly performing an orienting response in the 

presence of a particular stimulus facilitates the future engagement of this orienting response 

to the point of habit formation, reflecting a role for instrumental conditioning in the control 

of attention.

In a survey of the visual search literature, prior selection and reward were identified as two 

important factors governing the control of attention [30]. Our findings are consistent with 
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this distinction, and further indicate that their influence is fundamentally dissociable. Our 

findings are also consistent with the idea that the effects of statistical learning on attention, 

which is related to history as a former target, are distinctly habit-based [31], which can be 

contrasted with the mechanisms of Pavlovian reward learning hypothesized to underlie 

value-driven attention [26–29]. However, a direct comparison of these hypothesized 

mechanisms has been lacking. By pitting these two sources of learning against each other, 

our study provides evidence for a distinctly reward-dependent mechanism of learning and a 

mechanism that is reward-independent, with different components of the same experience 

independently shaping attentional priority.

When individuals are rewarded for orienting to a stimulus [6,7,19,20], these two learning 

mechanisms will have the same consequence on future selection, with the resulting bias 

reflecting some combination of the two. This is the case, for example, in the context of 

addiction-related attentional biases resulting from drug use [31–34]. Distinguishing between 

different underlying components of experience-driven attention, and isolating their affects, 

may lend new insights into the relationship between attentional bias and clinical outcomes 

[34–37]. For example, the associative learning component we identify here reflects a form of 

visual attraction that appears to be approach-oriented in nature, even when approach 

conflicts with action-reward associations, which may reflect a fundamental aspect of 

incentive salience and its role in the addiction process [38,39].

Our findings also lend insight into why attentional bias modification techniques that provide 

incentives not to look at particular stimuli are limited in their effectiveness [36,37,40]. 

Although we paid people to explicitly look away from a particular stimulus, this training led 

to after-effects opposite what was incentivized. More effective attentional bias modification 

techniques should either not use incentives, as in our second experiment, or incentivize 

looking towards a different stimulus that might serve as a competitor for the target of 

reduced orienting [41].

The specific nature of the observed dissociation in learning mechanisms remains to be 

clarified. One possibility is that associative reward learning biases covert attention to reward-

predictive cues, whereas unrewarded selection history specifically influences the oculomotor 

control system, producing habitual orienting responses. In the case of reward learning, this 

covert attentional bias would have competed with the practiced eye movement away from 

the stimulus in the present study, resulting in an opposing influence on oculomotor behavior. 

A related possibility is that learning from repetition involves the updating of specific 

stimulus-response mappings, whereas associative reward learning biases the representation 

of predictive stimulus features independently of task set. Our findings highlight two distinct 

learning influences, which should be further explored.

Although the conceptual umbrella of selection history is useful for drawing distinctions 

between mechanisms of control that are not learning-dependent, the use of this term has also 

promoted an assumption that now appears untenable. The role of selection history in the 

control of attention reflects at least two dissociable mechanisms, and possibly more. For 

example, learning from punishment is also known to influence the control of attention 

[9,18,42], which may also differ mechanistically from the influence of reward. Aside from a 
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shared dependence on learning, different components of selection history may be just as 

dissociable from each other as they are from the two other categories of attentional control 

(i.e., goal-directed and stimulus-driven). Future research needs to focus on differences 

within the domain of selection history, and reconsider the utility of grouping fundamentally 

different learning experiences into a common category of attentional control.

STAR METHODS

Contact for Reagent and Resource Sharing

Further information and requests for resources should be directed to and will be fulfilled by 

the Lead Contact, Haena Kim (hannah.kim@tamu.edu).

Experimental Model and Subject Details

Thirty human participants were recruited from the Texas A&M University community for 

Experiment 1 (14/15/1 male/female/no response, ages 18–26y [mean = 21.6y]), and thirty 

new participants were recruited for Experiment 2 (15/15 male/female, ages 18–33y [mean = 

23.6y]). All reported normal or corrected-to-normal visual acuity and normal color vision. 

All procedures were approved by the Texas A&M University Institutional Review Board and 

conformed with the principles outlined in the Declaration of Helsinki. Written informed 

consent was obtained from each participant. Participants were compensated with their task 

earnings in Experiment 1 and at a rate of $10/hr in Experiment 2.

Methods Details

Apparatus.—A Dell OptiPlex equipped with Matlab software and Psychophysics Toolbox 

extensions [43] was used to present the stimuli on a Dell P2717H monitor. The participants 

viewed the monitor from a distance of approximately 70 cm in a dimly lit room. Eye 

position was monitored using an Eye Link 1000-plus desktop mount eye tracker (SR 

Research). Head position was maintained using an adjustable chin rest (SR Research).

Training Phase of Experiment 1.—Each trial consisted of a fixation display, a stimulus 

array, and a reward feedback display (see Figure 1). The fixation display remained on screen 

until eye position was registered within 1.1° of the center of the fixation cross for a 

continuous period of 500 ms, which triggered the beginning of a trial, and then for an 

additional 400–600 ms. The stimulus array, which consisted of a 4.7° × 3.4° color square 

appearing 12.2° center-to-center from fixation, was then presented for 800 ms or until an eye 

movement exceeding 8.2° in amplitude to the left or right was registered. The reward 

feedback display was presented for 1500 ms, and consisted of the money earned on the 

current trial along with the updated total earnings (if an eye movement exceeding 8.2° in 

amplitude in the direction of the color square was registered, the word “Incorrect” was 

presented in place of the money earned; if no eye movement exceeding 8.2° in amplitude in 

either direction was detected, the words “Too slow” were presented). A 1000 ms blank 

screen was inserted between the stimulus and feedback displays, and each trial concluded 

with a 1000 ms blank interval.
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Participants were instructed to move their eyes opposite the color square on each trial as 

quickly as possible, and were informed that correct responses would sometimes be rewarded 

with a small amount of money. Each of two colors appeared equally-often across trials 

within a block, with each color appearing equally-often on each side of the display. Trials 

were presented in a random order. Correctly generating an antisaccade to one color target 

was associated with a reward of 15¢ (high-value color), while for the other target color a 

correct response always yielded 0¢ (unrewarded color). Red, green, and blue were used for 

the color of the squares, with each color serving as the high-value, unrewarded, and left-out 

color equally-often across participants. Participants were not explicitly informed of the 

reward contingencies, which had to be learned from experience in the task. Participants 

completed 4 runs of 60 trials.

Training Phase of Experiment 2.—The training phase was identical to that used in 

Experiment 1, with the exception that no monetary rewards were delivered and one color 

target appeared more frequently than the other. The frequent target color appeared on 90% 

of trials within a run, with the infrequent target color appearing on the remaining 10% of 

trials. Correct responses resulted in no feedback, with an errant saccade resulting in 

“Incorrect” feedback and a timeout resulting in “Too slow” feedback. Participants completed 

7 runs of 80 trials on the first day of training, and 8 runs on each of days 2–4. Day 5 began 

with 2 runs of training before transitioning into the test phase. All 5 experiment sessions 

were completed on consecutive days.

Test Phase (both Experiments).—In the test phase, the stimulus array now consisted of 

a square and a circle, presented equidistant from fixation on the left and right. The size and 

spacing of these shapes matched that used in the training phase. Participants were instructed 

to fixate the circle on each trial, regardless of the color of the shapes. Red, green, and blue 

were used for the shapes, with no color ever appearing twice in the same display. Each color 

served as the target and distractor equally-often in a run, with the color by position pairings 

fully crossed and counterbalanced. Trials were presented in a random order. A correct 

response was registered if eye position was measured at more than 8.2° from fixation in the 

direction of the target within the 1000 ms timeout limit. If the participant generated a 

saccade landing more than 8.2° from fixation in the direction of the distractor, the trial was 

scored as containing an errant eye movement. No rewards were provided, and feedback (the 

word, “Miss”) was provided for 1000 ms only if participants failed to generate a saccade 

towards the target within the timeout limit. Each trial ended with a 1000 ms blank interval. 

Participants completed 3 runs of 96 trials.

Measurement of Eye Position.—Head position was maintained throughout the 

experiment using an adjustable chin rest that included a bar upon which to rest the forehead 

(SR Research). Participants were provided a short break between each run of the task in 

which they were allowed to reposition their head to maintain comfort. Eye position was 

calibrated prior to each block of trials using 5-point calibration, and was manually drift 

corrected by the experimenter as necessary (the next trial could not begin until eye position 

was registered within 1.1° of the center of the fixation cross for 500 ms; see, e.g., [42]). 

During the presentation of the stimulus array, the X and Y position of the eyes was 
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continuously monitored in real time, such that eye position was coded on line [26]. In the 

training phase, to ensure that only antisaccades were rewarded, an eye movement towards 

the target resulted in the termination of the trial and no reward. In the test phase, to 

maximize our sensitivity to measure selection bias, errant eye movements were recorded but 

did not result in the termination of the trial, such that participants could still fixate the target 

within the timeout limit and register a correct response even if gaze was initially directed 

towards the distractor.

Quantification and Statistical Analyses

The coding of response time and errant saccades was performed on line during each trial of 

the experiment as described above. Response times exceeding 3 SD of the mean of a given 

condition were trimmed. For Experiment 1, data from three participants were not analyzed 

due to an inability to remain alert for the duration of the task, resulting in poor tracking 

quality. For Experiment 2, 11 participants withdrew from the study before completing all 

five sessions and were replaced; all participants who completed the entire experiment 

produced usable data. The training phase data were subjected to 4 × 2 analyses of variance 

(ANOVAs) with epoch (block in Experiment 1 and day of training in Experiment 2) and 

target condition as factors, separately for response time and error rate. For the test phase, 

paired samples t-tests were performed separately for saccades with respect to target color 

and distractor color (to preserve independence of conditions), separately for response time 

and error rate. For each condition (bar) depicted in Figure 3, the conditional mean collapses 

across the color of the non-referenced stimulus (e.g., high-value target trials collapse across 

trials on which the distractor was the unrewarded color and the color not used during 

training). For assessment of interactions between experiments, experiment was added as a 

between-subjects factor for the aforementioned pairwise comparisons and subjected to 2 × 2 

ANOVAs.

Data and Software Availability

Raw data for Experiments 1 and 2 are provided as Supplemental Material (Data S1).

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
Time course and trial events for each phase of the experiments. During training, participants 

performed antisaccades in response to color targets. In Experiment 1, one color predicted 

reward for a correct response while another target color was never rewarded. In Experiment 

2, no explicit rewards were ever delivered, and one target color was more frequent than the 

other. The training phase comprised of a single session in Experiment 1 and four sessions in 

Experiment 2 (see STAR Methods for details). The test phase was the same for both 

experiments and consisted of a task in which participants made prosaccades to a circle 

target. The colors experienced during training were sometimes used for targets and 

distractors.
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Figure 2. 
Response time and error rate by target condition during the training phase of Experiment 1 

and Experiment 2. Error bars reflect the within-subjects SEM.
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Figure 3. 
Response time and error rate as a function of the selection history of the target and distractor 

color during the test phase of Experiment 1 and 2. In each experiment, three colors were 

used (previously high-value/frequent, previously unrewarded/infrequent, and never 

presented during training). Comparisons focus on the colors with and without reward 

history, matched for history as a former target (Experiment 1), and the colors with and 

without history as a former target (Experiment 2). Error bars reflect the within-subjects 

SEM. See also Figure S1.
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