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Summary

Molecular dynamics (MD) simulations have been widely applied to computer-aided drug design 

(CADD). While MD has been used in a variety of applications, such as free energy perturbation 

and long-time simulations, the accuracy of the results from those methods depends strongly on the 

force field used. Force fields for small molecules are crucial as they not only serve as building 

blocks for developing force fields for larger biomolecules but also act as model compounds that 

will be transferred to ligands used in CADD. Currently, a wide range of small molecule force 

fields based on additive or non-polarizable models have been developed. While these non-

polarizable force fields can produce reasonable estimations of physical properties and have shown 

success in a variety of systems, there is still room for improvements due to inherent limitations in 

these models including the lack of an electronic polarization response. For this reason, 

incorporating polarization effects into the energy function underlying a force field is believed to be 

an important step forward, giving rise to the development of polarizable force fields. Recent 

simulations of biological systems have indicated that polarizable force fields are able to provide a 

better physical representation of intermolecular interactions and, in many cases, better agreement 

with experimental properties than non-polarizable, additive force fields. Therefore, this chapter 

focuses on the development of small molecule force fields with emphasis on polarizable models. It 

begins with a brief introduction on the importance of small molecule force fields and their 

evolution from additive to polarizable force fields. Emphasis is placed on the additive CHARMM 

General Force Field and the polarizable force field based on the classical Drude oscillator. The 

theory for the Drude polarizable force field and results for small molecules are presented showing 

their improvements over the additive model. The potential importance of polarization for their 

application in a wide range of biological systems including CADD is then discussed.
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1 Introduction

Computer-aided drug design (CADD) is assuming an important role in drug development, 

speeding up the identification of lead compounds as well as facilitating their optimization 

into new therapeutic agents. Molecular dynamics (MD) simulations based on molecular 

mechanics have been widely used in CADD to predict binding orientations and provide 

thermodynamic information, including the prediction of the binding affinity of ligands [1]. 

MD simulations are based on solving Newton’s equations of motion in which the required 

forces are obtained from a molecular mechanics or empirical force field. Hence, force fields 

for small organic, drug-like molecules are required and crucial to ensure the accuracy of MD 

simulations of ligands in drug discovery. MD simulations of ligands alone may be of utility 

in the context of ligand-based drug design [2–6], or be performed in the presence of the 

macromolecule, typically a protein, and remaining environment in the context of target-

based or structure-based drug design [7–10].

Generating a force field for drug-like ligands represents a significant challenge. Unlike 

proteins, where the chemical space has relatively limited boundaries (e.g., amino acid side 

chains and peptide backbone), drug-like molecules have an almost infinite number of 

possible atom combinations. Although drug-like molecules can be broken down into 

different pieces, the properties of each chemical group could vary because of the 

neighboring chemical moieties, especially in conjugated systems. For example, the property 

of benzene is different from the property of a benzene with a hydroxyl group attached to it. 

On the other hand, chemical groups such as phenol or imidazole that are linked by extended 

aliphatic containing moieties do largely maintain their chemical characteristics, allowing for 

a drug-like molecule force field to be treated as a collection of individual chemical group 

parts. Thus, the development of accurate organic molecule force fields is challenging and 

requires large numbers of small model compounds that will act as the parts to be combined 

to create drug-like molecules.

With the increased interest of modeling and simulation in drug discovery, efforts have been 

ongoing in the development of drug-like molecule force fields since the early 1980s. 

Nowadays, the widely used force fields for small molecules are OPLS-All-Atom (OPLS-

AA) [11], OPLS3 [12], the CHARMM General force field (CGenFF) force field [13–16], 

the General AMBER Force Field (GAFF) [17, 18], Merck Molecular Force Field (MMFF) 

[19–23], and GROMOS [24–28]. These force fields have been actively maintained and 

regularly improved to include new parameters for a wider range of chemical entities. As 

manual assignment of parameters for a new molecule requires much experience and is error-

prone, algorithms for automatically identifying atom types and generating parameters for 

molecules have been developed. For example, AnteChamber [18] was designed to generate 

GAFF and AMBER topologies, and the CGenFF program, accessible through the 

ParamChem [14, 15] website, was designed to generate CHARMM topologies and 

parameters based on CGenFF. Other parameter assignment programs include ATB [29] and 

PRODRG [30, 31] for GROMOS, as well as MATCH [32] and SwissParam [33] for 

CHARMM.
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The majority of force fields for small molecules currently in use are referred to as additive or 

non-polarizable force fields. These force fields share certain basic characteristics: a potential 

energy function and the parameters used in the energy function. The term “additive” is based 

on the use of Coulomb’s law to treat electrostatic interactions with the partial atomic 

charges, q, being static or fixed, such that the electrostatic energy of the system is simply the 

sum of all individual atom-atom Coulombic interactions. An example of the typical potential 

energy function is shown in equation 1.

U r     =
bonds

kb b − b0
2 +

angles
kθ θ − θ0

2 +
dihedrals

k χ 1 + cos nχ − δ        

+
vdW , i ≠ j

εi j
Rmin, i j

ri j

12
− 2

Rmin, i j
ri j

6
    +

elec, i ≠ j

qiq j
4πε0ri j

(1)

Equation 1 includes a simple functional form to describe bonded (or internal) energies and 

nonbonded energies. Bonded energies come from interactions between covalently bound 

atoms within three covalent bonds, which include bond and valence angle terms computed 

based on harmonic stretching and bending potentials, and dihedral angle term expressed as a 

cosine series expansion. The symbols in Equation 1 are as follows: b0 and θ0 are equilibrium 

values for the bond length and valence angle between atoms, respectively; n is the dihedral 

multiplicity; δ is the dihedral angle phase; and kb, kθ and kχ are force constants for bonds, 

angles and dihedral terms. The values of b, θ, and χ are the bond length, valence angle, and 

dihedral angle for a given atomic configuration. Nonbonded energies are described by van 

der Waals (vdW) and electrostatic interactions. Calculation of these interactions is normally 

excluded for atoms connected by one or two covalent bonds (so-called 1–2 and 1–3 pairs, 

respectively). Energies from vdW interactions are often calculated based on the Lennard-

Jones (LJ) 6–12 potential that models electronic repulsion and dispersive interactions. As 

stated above the electrostatic energies are calculated based on Coulomb’s formula, where 

each atom is assigned a fixed point charge, also known as partial atomic charges. In 

Equation 1, rij is the distance between two atoms i and j, Rmin, ij is the radius (the distance at 

which the LJ energy is minimum), and εij is the well depth. Once a functional form has been 

selected, all of the parameters in that functional form for the different types of chemical 

entities in the force field must be optimized, a process called parametrization.

While the additive force fields have been used for many years and are remarkably successful 

in biomolecular MD simulations and CADD, there are still inherent limitations in these 

additive models. One limitation is the lack of explicit treatment of electronic polarizability to 

model molecules. This limitation is present because the partial atomic charges are fixed, 

treating the induced polarization in a mean-field average way; however, in reality the 

electron density of an atom is not static and should be able to adjust in response to the local 

electric field, such that the electronic polarizability of molecular systems is typically 

underestimated in condensed phases in most of the additive force fields [34]. To implicitly 

treat polarization response and give a better representation of the electrostatic properties in 

condensed phases, a common strategy in additive force fields is to overestimate the gas-
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phase dipole moment of the molecule, typically on the order of 20% or more in the dipole 

moment [35]. This is based on the fact that molecular dipole moments in condensed phases 

are generally larger than that in the gas phase. For example, the dipole moment of water in 

the gas phase is 1.9 D [36] whereas in small clusters it is 2.1 D [37] and in the liquid phase 

2.9 D [38]. Accordingly, a fixed charge model is unable to obtain accurate properties in 

different environments, although by implicitly including polarizability through 

overestimation of the dipole moment has been shown to better model biomolecular systems. 

While the additive models have shown good agreement with condensed phase properties, 

such as experimental molecular volumes and enthalpies of vaporizations, this approach is 

unable to accurately represent the polarization response when molecules are experiencing 

changes between polar and non-polar environments. For example, in biological systems 

when a ligand is binding to a protein, or a small molecule is passing through a membrane, 

the charge distribution of the molecule will change in response to the local electric fields. 

However, using fixed charges in simulations will not model such variation of electrostatic 

properties, thereby the accuracy of the simulation using the additive force field is limited.

To solve this problem, a promising approach is to introduce the explicit treatment of 

electronic polarizability into the potential energy function. Recent advances in polarizable 

force fields have demonstrated the benefits of explicitly treating the polarization effects, and 

have yielded improvements and better representations over the additive force fields in a 

range of system [39–44]. For example, the polarizable models are able to more accurately 

treat molecular systems in environments with different polar characters, such as the ion 

distribution near the water−air interface [45–48], ion permeation through ion channel 

proteins [49–51], water-lipid bilayer interactions [52, 53], protein folding [54], and protein-

ligand binding [55–60]. In the remainder of this chapter we first present a short overview of 

the widely used CGenFF [13, 16] and GAFF [17] additive force fields with the remainder of 

the chapter focusing on the development of polarizable force fields of small molecules and 

their improvements in several aspects.

2 Additive CHARMM General Force Field and General AMBER Force Field

2.1 Additive CHARMM General Force Field

CHARMM General Force Field (CGenFF) [13, 16] is a force field developed for drug-like 

molecules and is compatible with CHARMM36 additive biomolecular force field [61–76]. It 

is associated with of a wide range of model compounds, which were highly optimized based 

on a standard CGenFF parametrization protocol [13]. The protocol involves parametrizing 

partial atomic charges targeting QM dipole moments and water interaction energies, LJ 

parameters targeting experimental condensed phase properties and bonded parameters 

targeting QM calculated geometries, vibrational spectra and dihedral potential energy scans. 

More importantly, the parametrization philosophy in CGenFF focuses on the transferability 

among the model compounds rather than over-fitting of the parameters, such that the 

developed parameters for the small molecular will be appropriate building blocks for larger 

drug-like molecules.

The CGenFF program [14, 15] automatically provides CGenFF parameters for a molecule. 

This process includes atom typing, followed by parameters and charges being assigned in an 
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automated fashion by analogy to those in the highly optimized small model compounds 

existing in CGenFF. The first step of assigning parameters is to assign atom types for atoms 

of a given molecule. This is performed by the “atom typer” module in the CGenFF program. 

In practice, the atom typer will first retrieve the information of atoms in the molecule, the 

connectivity pattern of these atoms, and the bond types between these atoms, which are 

typically obtained through mol2 format file. Then, the assignment of the atom types is 

determined through a decision tree based on a rule file that has many subcategories for 

different chemical properties, such that according to the decision tree, the atom typer will 

proceed from the main category to the next subcategory until the condition for each atom is 

satisfied leading to assignment of the atom type. Next, the CGenFF program will assign 

bonded parameters and charges to the given molecule based on those atom types. However, 

as existing bonded parameters are often not present in CGenFF for a given connectivity of 

atoms, the missing bonded parameters are identified by analogy based on the similarity 

between the atom types that define the parameters. Charges are assigned through a bond-

charge increment scheme, similar to that implemented in MMFF94 [19–23]. Notably, in 

addition to single charge increment for each bond, there are two charge increments for each 

angle and three charge increments for each dihedral angle in the CGenFF program. While 

such an approach requires the optimization of the charge increments, it has the advantage of 

capturing the inductive and resonance effects as well as improve transferability between the 

dihedral parameters and the 1–4 electrostatic interactions. Finally, a “penalty score” is 

returned for bonded and charge parameters that are assigned based on analogy, allowing 

users to estimate the quality of the force field for the given molecule, such that parameters 

with small penalties are assumed to be of better accuracy versus those with high penalties. 

However, it should be emphasized that the penalties are based on analogy rather than based 

on the reproduction of specific target data, such that parameters with higher penalties may 

be of suitable accuracy while parameters with low or zero penalties may be of limited 

accuracy due to their being in a chemical connectivity not included in the original 

parametrization. Accordingly, it is suggested that when the parameters for a given molecule 

are critical, such as with a lead compound that will undergo extensive optimization, the user 

should perform QM calculations to determine if the geometry and conformational energies 

are satisfactory. This effort could include comparison of the empirical and QM dipole 

moments as well as interactions with water. Information on our webpage ( http://

mackerell.umaryland.edu/ ) as well as tools such as the Force Field Toolkit (ffTK) [77], or 

General Automatic Atomic Model Parametrization (GAAMP) utility [78] can be accessed to 

facilitate such a process.

2.2 Additive General AMBER Force Field

General AMBER Force Field (GAFF) [17] is designed for a wider range of organic 

molecules that are compatible with existing AMBER force fields which were developed 

primarily for proteins and nucleic acids [79, 80], with subsequent extensions to 

carbohydrates [81–83] and lipids [84]. In the original version of GAFF [17], there were 33 

basic atom types and 22 special atom types to cover most of the chemical space having the 

elements H, C, N, O, S, P, F, Cl, Br, and I. The atom types in GAFF are determined based on 

the element, hybridization, aromaticity, and chemical environment. In practice, for each 

atom the match is performed through each definition string; so when a successful match is 
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achieved, the atom type is assigned. The bonded parameters are derived based on empirical 

functions associated with reference data including QM results, empirical rules and crystal 

structures. The charges in GAFF are computed from QM ab initio (i.e. HF/6–31G* RESP 

charge) [80, 85, 86] or AM1-BCC semi-empirical model [87]. Thus, the charges in GAFF 

are explicitly determined for each molecule based on the QM method applied. Accordingly, 

the charge determination requires a significant amount of computational time, which 

possibly becomes a bottleneck in high-throughput applications requiring a large numbers of 

molecules. This contrasts CGenFF where the charge assignment is instantaneous. In 

addition, GAFF does not supply any metric of the quality of the assigned parameters.

3 Polarizable Force Fields

With the increasing focus on the polarization response in simulations, several polarizable 

force fields have been developed. Currently, polarizable functional forms used in polarizable 

force fields can be classified into three categories: the fluctuating charge model, the induced 

dipole model, and the classical Drude oscillator model. These models are briefly introduced 

below. In all three models, the remainder of the functional form of the potential energy 

function is largely the same as in additive force fields, though variations are seen.

3.1 Fluctuating charge model

In the fluctuating charge model, the calculation of electrostatic energies involves the partial 

atomic charges on the molecule redistributing in response to the electric field from the 

environment such that the molecular dipole changes. The redistribution of the charges 

between atoms is based on the relative electronegativity and hardness of each atom (see Note 

1), while the overall charge on the molecule is maintained. This model has been used in the 

universal force field (UFF) developed by Rappe et al. [88], force fields developed by Berne, 

Friesner, and co-workers [89–91], and in the CHARMM fluctuating charge (FQ) force field 

[92, 93]. However, one limitation of this model is its inability to describe the out-of-plane 

polarization directly for planar systems, such as water or conjugated molecules, which is due 

to electrons only being able to redistribute between atoms in the plane of the molecule. A 

strategy to solve this problem is to add out-of-plane virtual sites so that the redistribution of 

the charge is possible in the orthogonal direction to yield the out-of-plane polarization. 

Another limitation is the application in monatomic ions, as the redistribution of the charge is 

not possible for a single charge site. Thus, in early studies of ion solvation with the 

fluctuating charge model for water, a modified Drude oscillator (described below) was used 

for the monatomic ions to model the electronic polarization [94].

3.2 Induced dipole model

In this representation, inducible dipoles are added to atomic sites. As shown in equation 2, 

the dipole moment μi  induced on the atom (i) is proportional to its atomic polarizability 

(αi) and the total electric field at that site. The total electric field includes electrostatic fields 

1.Electronegativity is the attraction of an atom for electrons. Hardness is the work needed to transfer charge between atoms.
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Ei
0 and Ei

p, where Ei
0 is created on the atom (i) by the permanent charges, and Ei

p is created by 

the other induced dipoles from the rest of the atoms in the system (see Note 2).

μi = αi Ei
0 + Ei

p (2)

Thus, the contribution of the polarization energy, Upol, to the total nonbonded energy is 

described as:

Upol = − 1
2  

i
μiEi (3)

The induced point dipole model has been used in several polarizable force fields, including 

OPLS/PFF [95], AMBER [96–100], and PIPF [101] as well as force fields developed by 

Berne, Friesner, and co-workers [95, 102], in the water, ion, and small molecule force field 

of Dang and coworkers [103–105], and others [106–109]. Ren and Ponder combined the 

induced dipole model with atomic multipoles through the quadrupole moments in the 

treatment of the electrostatic interactions in the context of the AMOEBA force field [110–

112]. However, the induced dipoles are typically determined by a self-consistent field (SCF) 

iterative procedure followed by the calculation of the electrostatic energy of the system from 

the charge–charge, charge–dipole, and dipole–dipole interactions, representing a bottleneck 

associated with the demanding computational time. To reduce computation, Wang et al. 

proposed the iAMEOBA [113] approach with induced dipoles initially set to zero such that 

the response of induced dipoles to the permanent electrostatics has no mutual induction, 

thereby avoiding the iterative SCF step. Recently, Albaugh et al. developed a new approach, 

(iEL/0-SCF) [114] based on iEL/SCF Lagrangian scheme [115], from which the auxiliary 

induced dipoles serve as initial guesses for the real induced dipoles and stay close to the 

Born–Oppenheimer surface to achieve a SCF-less calculation. An interesting alternative has 

been introduced by Brooks and coworkers in which the induced dipoles are treated using 

perturbation theory [116] and the multipoles are treated using spherical harmonics [117]. 

That model, term MPID, was recently shown to be equivalent to the Drude model in a study 

in which the Drude parameters were mapped on to the MPID formalism [118].

3.3 Classical Drude Oscillator Model

The classical Drude oscillator model is also referred to as the Shell or charge-on-spring 

model. In the Drude oscillator model, explicit polarization is introduced by attaching a 

charged auxiliary particle (the Drude oscillator or particle) with a harmonic spring to the 

core (i.e. nuclei) of each polarizable atom, which allows the atomic dipoles to adjust in 

response to the surrounding electronic field by simply minimizing the position of the Drude 

particles with the atomic core fixed (Figure 1). This is analogous to the SCF calculation in 

2.The total electric field in induce dipole model is determined self-consistently via an iterative procedure that minimizes the 
polarization energy via optimization of the atomic dipoles with the atomic nuclei fixed or via the extended Lagrangian method in the 
context of MD simulations [115, 222, 223].
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the context of the Born-Oppenheimer approximation. The electrostatic energy is then 

obtained from the Coulombic interactions between the atomic and Drude charges (equation 

4). Accordingly, the Drude oscillator model retains many of the pair-wise features of the 

functional forms as those in the additive models (equation 1), but the potential energy 

function is modified to further include the energy results from the Drude particles thereby 

explicitly treating polarizability. In equation 4, qi and qj are the charges on atom i and j, qD,i, 

and qD,j are charges on the respective Drude particles, ri, rj, rD,i and rD,j are their locations.

Eelec,Coulombic = 1
4πD i ≠ j

qiq j
ri − r j

+
i ≠ j

qD, iq j
rD, i − r j

+
i ≠ j

qD, iqD, j
rD, i − rD, j

(4)

In the Drude model the isotropic atomic polarizability, α, is defined based on the magnitude 

of the charge on the Drude particle, qD, and the force constant, KD, on the spring attaching 

the Drude particle to the atomic core as shown in equation 5.

α =
qD  2

KD (5)

Thus, the value of α will determine the charge assigned to the Drude particle (qD), and the 

total partial atomic charge on the atom (qA) will be qA=q–qD, where q is the charge assigned 

to the atomic core. From this description, polarization is determined by a pair of point 

charges (qA and qD) separated by a variable displacement, d, between the Drude particle and 

the atomic core, which is able to adjust in response to the electric field, E, according to the 

equation 6:

d =
qDE

KD (6)

The induced atomic dipole, μ, will be calculated as:

μ =
qD  2 E

KD (7)

The electrostatic component of the potential energy function therefore includes Coulombic 

electrostatic interactions between atom-Drude and Drude-Drude pairs as shown in equation 

4 above and a harmonic self-polarization term, Uself, calculated using:

Uself = KDd2 (8)
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The resulting total potential energy function, U, in the polarizable force field will become an 

extension of the additive energy functional form with U calculated as:

U r,   d = Ubond r + ULJ r + Uelec r, d + Uself d (9)

where Ubond indicates the bonded internal energy terms (e.g. bonds, angles, and dihedrals), 

ULJ is the LJ energy term, Uelec represents all the Coulombic electrostatic interactions (e.g. 

interactions between atom-atom, atom-Drude, and Drude-Drude pairs), and the self-

polarization Uself. The Drude particles in the CHARMM Drude polarizable force field are 

only associated with non-hydrogen atoms, which has been shown to be sufficient to 

reproduce molecular polarizabilities and to minimize computational cost in the calculation 

of electrostatic interactions [119].

The representation of Uself in equation 8 treats polarization isotropically, where the KD is the 

scalar value of harmonic force constant. To improve nonbond interaction as a function of 

orientation, the polarization on the Drude particle can be treated anisotropically. This is 

achieved by expanding the scalar KD to a tensor KD, as shown in equation 10 such that the 

anisotropic form of Uself becomes:

Uself = 1
2 K11

D d1  2 + K22
D d2  2 + K33

D d3  2 (10)

where d1, d2, d3 are the projections of the Drude particle-atom displacement vectors on the 

orthogonal axes defined based on the local molecular frame, and KD is a tensor with off-

diagonal elements set to zero. Additionally, lone pairs can be added to further improve the 

description of electronic distribution around hydrogen bond acceptor atoms (Figure 1) [120]. 

The combination of anisotropic polarization and lone pairs results in an improved 

description of functional groups acting as hydrogen-bond acceptors [120].

Another difference from the additive model is that the Drude model includes explicit 

treatment of induced dipole–dipole interactions for 1–2 and 1–3 atom pairs. This allows for 

better treatment of molecular polarizabilities as first introduced by Thole. However, as the 

induced dipoles are treated as point charges that are in close proximity (Figure 2) and, 

therefore, not well modeled using Coulomb’s law, those electrostatic interactions are 

screened by a Thole-like screening function Sij [121]:

Si j rij = 1 − 1 +
ti + tj rij

2 αiαj
1 6

exp
− ti + tj rij

αiαj
1 6

(11)

where rij is the distance between atoms i and j, αi and αj are respective atomic 

polarizabilities, ti and tj are the respective atomistic Thole screening factors that dictate the 

degree of scaling. The use of atom specific Thole screening factors along with the 1–2 and 
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1–3 interactions is particularly useful with respect to the reproduction of molecular 

polarizability tensors, as shown schematically in Figure 2.

While the Drude model has performed well, accurately reproducing QM and experimental 

target data in a variety of systems, it has been observed that the hydration free energies were 

shown to be overestimated compared to the experimental values. One explanation for this is 

that the Lorentz-Berthelot combining rules [122] (equation 12 and 13) are inadequate to 

describe the LJ contributions to the solvation energies.

Rmin,  i j =
Rmin

2 , i +
Rmin

2 , j (12)

εi j = εi × εj   (13)

To allow for a more accurate reproduction of hydration free energies, the strategy of using 

“atom pair-specific LJ parameters” [123] between the water oxygen and select solute non-

hydrogen atoms was developed to override the standard LJ combining rules. Thus Rmin,  i j

and εi j of an atom pair are not assigned through the combining rules (equation 12 and 13) 

but they are specified directly according to the atom pair-specific LJ parameters (NBFIX in 

CHARMM nomenclature). By utilizing the atom pair-specific LJ parameters, the hydration 

free energies of the molecules could be improved without affecting pure solvent properties 

and other molecular interactions.

One limitation of the Drude model, as well as other polarizable models, is the possibility of 

over-polarization. With the Drude model, this occurs when the Drude particle is displaced 

far from its parent atomic core, resulting in unphysically large interaction energies leading to 

the so-called polarization catastrophe. To prevent this from happening, a “hard-wall 

constraint” [124] is introduced to prevent Drude particles from moving further from a 

specific displacement, typically is 0.2 Å, from the atomic core. The Drude model also 

includes an additional anharmonic term representing a restoring force to prevent excessively 

large excursions of the Drude particle away from the atom [47, 125], thereby reducing the 

polarizability of atoms at high electric field. This latter term is not commonly used in the 

current version of the Drude force field.

As in other polarizable models, the calculation based on the SCF scheme would be time-

consuming in simulations. To perform simulations more efficiently, Lamoureux and Roux 

developed an extended Lagrangian approach for the Drude model [126], in which each 

Drude particle is given a small mass (0.4 amu) that is subtracted from the parent atom (i.e. 

total mass of the Drude–atom pair is still equal to the atomic mass). As the Drude particles 

are now included in the equations of motion, typically a 1 fs time step is used in simulations 

to prevent large forces associated with the Drude particles, which would be an inherent 

limiting factor with respect to the computational time. Drude polarizable simulations using 
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the extended Lagrangian are approximately a factor of two slower due to the additional 

nonbond calculations versus an additive model, with an additional factor of two present if 

integration time steps of 1 versus 2 fs are used for the Drude and additive models, 

respectively.

3.4 Scope of the Most Widely used Polarizable Force Fields

The current scope of the most widely used polarizable force fields is summarized in Table 1. 

The AMBER polarizable force field has been developed for the study of ions [96, 98], and 

neat liquid properties of water methanol, and N-methylacetamide [97]. A more extended 

force field, AMBER ff02, was released including parameters for acetamide, dipeptides, and 

nucleic acid bases and it is available for simulations on proteins/peptides and nucleic acids 

[99, 100]. CHARMM fluctuating charge (FQ) force field has been developed for several 

biomolecules including proteins [92, 93], lipids [127], and selected carbohydrates [128]. In 

addition, this force field has been applied to the study of ligand binding to lysozyme [129], 

ion solvation [130], and lipid bilayer permeability [131]. Parameters for drug-like small 

molecules have not been reported with the AMBER or CHARMM FQ models.

AMOEBA has been developed for water [110], ions [132, 133], and a fully functional model 

for protein [112]. While the quality of parameters for nucleic acid has not been reported in 

the literature, they are available in the Tinker package [134] via the website at http://

dasher.wustl.edu. Currently, AMOEBA polarizable parameters of several small organic 

compounds containing biologically important functional groups have been presented, 

including alkanes, alcohols, amines, sulfides, aldehydes, carboxylic acids, amides, aromatics 

[135], and chloromethanes [136]. While parameters have not been reported for simulations 

on carbohydrates or lipids, AMOEBA has already demonstrated its success in various 

molecular systems where polarization is critical, including the study of liquid water [110, 

137], ion solvation properties [132, 138, 133], computational X-ray crystallography [139], 

ligand-bindings [140], N-methyl-acetamide dimers, alanine dipeptide conformational study 

[141], and binding free energies calculations for small ligands [55, 56, 142].

MacKerell, Roux and co-workers have developed the Drude polarizable force field for a 

range of molecular systems as well as atomic ions. Parameters have been published for water 

models [143, 144], ions [47], and a range of small molecules representative of biological 

macromolecules [119, 145–156], and more recently of halogenated species [157]. Force 

field parameters have also been published for biomolecules including carbohydrates [158–

161], proteins [162], DNA [163–166] and selected lipids [124, 167]. These biomolecular 

parameters have been used in a number of application studies, showing the role of explicit 

treatment of electronic polarization in the cooperativity of both peptide folding and peptide 

unfolding [168] as well as base flipping in DNA [169]. Other interesting results include the 

sensitivity of the solution structure of DNA to different types of monovalent ions [170]. 

Current efforts on the Drude biomolecular force field involve additional refinements, which 

are anticipated to yield improved models of increased accuracy that will yield an optimized 

picture of the physical properties of macromolecules and their relationship to their structure, 

dynamics and function. A more detailed description of the small molecules treated by the 

Drude force field is given below.
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4 Current Status of Drude Polarizable Force Field for Small Organic 

Molecules

In the following sections a detailed description of the various classes small molecules in the 

Drude force field that have been developed to date will be presented. These molecules were 

primarily selected as the basis for extension of the force field to larger entities, such as 

protein [162], nucleic acid [44, 163, 164, 166], lipid [124, 167], and carbohydrate [160]. 

More recent development of Drude parameters for halogens combined with the small 

molecules represent the initial molecular building blocks that will lay the foundation for a 

Drude General Force Field (DGenFF) for molecules of medicinal chemistry interest.

4.1 Alkanes

Parametrization of alkanes are essential as they serve as model compounds for the aliphatic 

groups, which are major components of biological macromolecules, including lipid tails, 

amino acid side chains, and the majority of carbohydrates. While additive models have been 

developed in a wide range of force fields and have shown great utility in studying a variety 

of systems, the additive models yield a systematic underestimation of alkane dielectric 

constants, which is due to their inability to account for the high-frequency electronic 

oscillating field that contributes to the optical dielectric constant, leading to dielectric 

constants for pure alkanes of approximately 1 (see Note 3). Accurate treatment of the 

dielectric constants, which should be approximately 2, is critical in simulating biomolecular 

systems given that the free energy of solvation scales with (1 − 1/ε), where ε is the dielectric 

constant of the environment. Thus, even a small underestimation of alkane dielectric 

constants would cause a significant impact on the treatment of solvation in nonpolar 

environments, particularly for compounds that need to pass through the hydrophobic region 

of lipid bilayers when they are crossing the membrane. Accordingly, an accurate force field 

for alkanes that is able to properly treat the dielectric constant is required. The Drude 

polarizable model for alkanes, including ethane, propane, butane, isobutene, and pentane, 

meets this need as the dielectric constants of those pure liquids are in good agreement with 

the experimental values [145].

When developing the Drude alkane electrostatic parameters, the ability to readily transfer 

those parameters to more complex molecules was considered. Transferability was insured by 

imposing a restraint on the charges of carbons (qC) and hydrogens (qH) based on 

qC = − xqH, where x is the number of hydrogen atoms, such that the charges on CHx groups 

would be neutral. A polarizability scaling factor of 1, which is different from the polarizable 

scaling factors (0.70~0.85) for other small molecules [119, 146–155], yielded good 

3.The static dielectric constant, ε, is calculated from the dipole moment fluctuations of the entire simulation system according to:

ε = ε∞ + 4 π
3 V KBT M2 − M 2

where M is the total dipole moment of the cubic simulation system, <V> is the average volume of the cubic unit cell, and ε∞ is the 
high-frequency optical dielectric constant which was estimated from the Clausius-Mossotti equation [224].
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agreement with experimental observables. The model was able to reproduce experimental 

enthalpies of vaporizations (ΔHvap), molecular volumes (Vm), hydration free energies 

(ΔGhydr), NMR relaxation times, and particularly the static dielectric constants. The accurate 

reproduction of the static dielectric constants was an important outcome. For example, the 

Drude polarizable alkane model produced significantly better agreements with experimental 

dielectric constants that were ranging from 1.71 to 2.13 for alkane series, whereas the 

additive model produced nearly uniform values of 1.0 regardless of different alkyl chain 

length.

The Drude alkane force field was originally parametrized by including long-range LJ 

interactions using an isotropic correction for pure solvents and in aqueous solution [124]. 

However, isotropic treatment of long-range LJ interactions is inappropriate for modeling 

anisotropic systems such as alkane/air interfaces [171], becoming a significant problem in 

modeling the structural and thermodynamic properties of lipids. To overcome this limitation, 

Leonard et al. [172]. have applied the Lennard-Jones particle-mesh Ewald (LJ-PME) method 

[173] (see Note 4) to better model the LJ contribution in anisotropic systems. Their results 

showed the Drude polarizable model with LJ-PME to have improved agreement across 

various experimental quantities, such as density, isothermal compressibility, surface tension, 

viscosity, translational diffusion, and 13C T1 relaxation times of long-chain pure alkanes. 

Moreover, the Drude results are systematically closer to the experiment than the 

CHARMM36 additive counterpart. Accordingly, the updated polarizable model for these 

alkanes is expected to improve the accuracy of modeling the hydrophobic environments, 

such as lipid bilayers.

4.2 Ethers

Ether moieties are substructures of important functional groups in biological molecules, 

such as furanoses, including ribose and deoxyribose, and pyranoses. Accordingly, the 

accuracy of the ether parameters lays the foundation for extending the polarizable force field 

to carbohydrates and nucleic acids. Ethers are generally considered as relatively nonpolar 

due to the nonpolar aliphatic groups, while the polar oxygen atoms are capable of 

participating in hydrogen bonds and ion coordination. Therefore, the development of the 

force field for ethers requires attaining the right balance between dispersion, electrostatic 

and repulsive forces. Vorobyov et al. developed the initial Drude polarizable model for linear 

and cyclic ethers [150]. The developed ethers includes tetrahydrofuran, tetrahydropyran, 

dimethyl ether, methyl ethyl ether, diethyl ether, and 1,2-dimethoxyethane. To ensure 

transferability, the parameters for cyclic ethers were developed first then subsequently 

transferred to a series of linear molecules. One of the significant outcomes of the ether 

polarizable model was the ability to more accurately treat the polar character in different 

environments. In the additive model, the dipole distributions are nearly identical from the 

gas to aqueous phase for THF and DEE (~ 2 and 1.8 D, respectively). In contrast, the 

differences of dipole distributions in the different environments in the polarizable model are 

more significant, with an obvious increase from the gas to aqueous phase. These 

4.Lennard-Jones particle-mesh Ewald (LJ-PME) method [173] extends the particle-mesh Ewald (PME) method [225, 226] to long-
range LJ interactions. LJ-PME is suitable for use with anisotropic systems, such as lipid bilayers and monolayers.
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observations indicated that the polarizable models are more responsive to the polarity of the 

environment. Another key outcome in the polarizable model for ethers is their agreement in 

relative energies of various conformations and their corresponding dipole moments [147], 

which reflects the ability of the polarizable model to accurately model the electronic 

properties in various conformations. However, the dielectric constants of the neat liquid 

cycloalkanes and ethers were still not optimal and systematically underestimated, with an 

average percentage difference of −13% compared to the experimental values. As a result, 

Baker et al. reparametrized the model including the use of atom-type-dependent Thole 

screening factors (t, in equation 11 ) [119] and applied a scaling factor of 0.85 for the gas 

molecular polarizabilities. The new model significantly improved the reproduction of the 

dielectric constants, while maintaining good agreement of properties from the previous 

model as well as other experimental and QM data, reinforcing the sensitivity of the atomic 

polarizability parameters.

4.3 Alcohols

Alcohol moieties are functional groups that are ubiquitous in biological molecules, such as 

amino acid (e.g. serine, threonine, and tyrosine), nucleic acids (e.g. 2′- and 3′-hydroxyl 

groups), carbohydrates, and lipids. As alcohols consist of both polar and nonpolar 

components, the hydration of alcohols involves hydrophobic and hydrophilic interactions. 

Therefore, proper treatment of electronic polarization is required to ensure the accurate 

description of the balance of the hydroxyl-water and aliphatic-water interactions. While a 

number of nonpolarizable models for alcohol-containing molecules are available, the gas-

phase dipole moment of alcohols were overestimated by approximately 40% to implicitly 

treat the condensed phase polarization effects [149]. A polarizable alcohol force field using 

the Drude oscillator model was initially presented by Noskov et al. [146] to elucidate the 

hydrophobic hydration in water−ethanol mixtures. Subsequently, a more generalized 

parameter set for alcohols was developed by Anisimov et al, including a larger series of 

primary and secondary alcohols (e.g. methanol, ethanol, 1-propanol, 1-butanol, secondary 

alcohols, 2-propanol, and 2-butanol.) [149]. The updated model added lone pairs on the 

hydroxyl oxygen atom and introduced atom pair-specific LJ parameters for alcohol oxygen 

atoms with water oxygen atoms. The polarizable model developed based on the training set 

molecules was found to present a significant improvement over the additive model in all 

cases for ΔHvap and ΔGhydr, and dielectric constants. Notably, the Drude polarizable model 

has shown the ability to capture the response of the molecular dipole moments in response to 

different environments. The dipole moments of ethanol and 2-propanol shifted from low 

dipole moments in the gas phase to much higher values when solvated in aqueous solution, 

in agreement with previous theoretical calculations [174]. Whereas the dipole moments 

obtained from the additive model were largely unchanged in the simulations in gas phase, 

pure solvent, and aqueous systems. Moreover, small variations of the dipole moment of 

water molecules hydrating alcohols were observed as a function of distance, showing that 

the intermolecular interactions between water and alcohols would be dictated by their 

mutual polarization. These results clearly indicate that the polarizable model is more 

applicable in modeling the dynamics of molecules containing hydroxyl group in different 

environments than additive force fields.
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4.4 Amides

As amide moieties comprise protein backbones and the side chain of asparagine and 

glutamine, as well as being components of carbohydrates, an accurate model for amide 

group is critical for the development of a polarizable protein force field, motivating efforts to 

parametrize amide-containing model compounds [119, 154]. The initial Drude polarizable 

model for amides reproduced a wide range of gas-phase QM and condensed-phase 

experimental data. Particularly, the amide polarizable model was able to reproduce the high 

dielectric of neat N-methylacetamide (NMA, 100 at 373 K), whereas the additive model 

yielded a 70% underestimation of the dielectric constant, indicating that the mean-field 

approximation in the additive model is limited to account for the induced electronic 

polarization [175]. Two factors could account for this large dielectric constant in the 

polarizable model. One is the increased average NMA dipole moment in the neat liquid than 

in the gas phase. The other is the intermolecular hydrogen bonding (Figure 3) that enhances 

the orientational alignment of the molecular dipoles. This is consistent with the calculated 

Kirkwood GK factor [176] (see Note 5) that GK was considerably larger in the polarizable 

model (GK = 4.6) than in the additive model (GK = 3.0). This result indicates that the 

inclusion of explicit electrostatic polarization is expected to lead to a greater accuracy in 

modeling of hydrogen bonding interactions. However, the early model for amide-containing 

compounds primarily focused on neat liquid simulation properties. An updated model for 

NMA and acetamide [154] was presented to further assess the properties of the amide series 

in aqueous solution in greater detail. While the value of the dielectric constant was 

significantly smaller than the previously reported value, there was a better balance of the 

solute-solute, solvent-solute, and solvent-solvent interactions in the updated models. Such a 

balance is a crucial factor for applying the model in the Drude polarizable protein force field 

as the relative stability of helical vs. sheet vs. random coil conformations and protein 

conformational dynamics [177] are related to the balance of protein intramolecular and 

protein–solvent interactions.

4.5 Aromatic and Heteroaromatic Systems

Aromatic rings are commonly used in drug design as they make hydrophobic contributions 

to binding, allowing them to participate in hydrogen bonding and are able to participate in π 
interactions [178]. Therefore, the development of an aromatic polarizable force field would 

be useful in drug-like molecules [179] as well as serve as building blocks for parametrizing 

phenylalanine and tyrosine in the development of protein force field and the nucleic acid 

bases. Benzene and toluene parameters were initially developed [151] followed by 

parameters for heteroaromatics [151] and subsequently nucleic acid bases [163–166]. While 

many of the dynamic features of the benzene and toluene liquids are similar between the 

polarizable and additive models, the polarizable model is more accurate in reproducing the 

experimental dielectric constants. The additive force field dielectric for benzene was close to 

1.0, considerably lower than the experimental value of 2.3 for benzene and 2.4 for toluene, 

whereas dielectric constants obtained from the Drude model yielded better agreement. In 

5.The Kirkwood factor (GK) [176] is a measure of the orientational correlation with molecular dipoles. Configurations that have 
parallel dipole alignment lead to GK > 1, and for uncorrelated dipoles, GK = 1. Therefore, that larger GK indicates a greater degree of 
cooperative dipole alignment.
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parametrizing aromatic molecules, one important feature to be reproduced is the interactions 

between the π electron system on the aromatic rings and water (see Note 6) [180, 181]. 

From the radial and spatial distribution functions of aqueous solutions of benzene and 

toluene, subtle differences of hydration shells were observed between the two models. The 

Drude polarizable model produced a more defined population of water molecules at 3.5 Å 

above the ring than the additive model, which indicates that the Drude polarizable model is 

more capable of capturing the out of plane π-stacking interaction between the aromatic ring 

and water, providing a more physical description of hydration of aromatic moieties. Further 

improvements in the polarizable benzene model were made by Esam et. al. with respect to 

cation−π interactions [182]. In their study, QM interaction orientations and energies were 

better reproduced by introducing a virtual particle in the center of the benzene ring with the 

use of atom pair-specific LJ parameters.

A series of heterocyclic aromatic compounds (e.g. pyrrole, imidazole, pyridine, pyrimidine, 

indole, and purine) based on Drude polarizable model were developed [151]. The inclusion 

of virtual sites that represent in-plane lone pairs on nitrogen atoms along with anisotropic 

polarizabilities yielded improved agreement with the QM polarization response as a function 

orientation as determined using a perturbing ion. The resulting parameters achieved good 

agreement for pyridine and pyrrole dielectric constants and were validated against additional 

experimental data such as diffusion constants, heat capacities, and isothermal 

compressibilities, indicating the ability of the model to be used for the studies of a variety of 

heterocycles. Extension of the model to nucleic acid bases was subsequently undertaken, 

though additional optimization of the base parameters was carried out as part of the 

development of the Drude DNA force field [163–166].

4.6 Sulfur Containing Compounds

Sulfur-containing scaffolds exist in a broad range of pharmaceuticals and natural products 

[183–185] as well as in many biological systems, such as proteins (e.g. methionine and 

cysteine). As sulfur atoms are highly polarizable, additive models are significantly limited to 

simultaneously describe the electronic response of sulfur-containing molecules in both polar 

and non-polar environments. The polarizable force field for sulfur-containing compounds 

was derived [153], providing a more accurate representation of chemical groups containing 

sulfurs, including methanethiol, ethanethiol, propanethiol, ethyl methyl sulfide, and dimethyl 

disulfide. In parametrizing this model, anisotropic polarizabilities were applied to the sulfur 

atoms, yielding good agreement with QM water and ion interaction energies as a function of 

angle or distance. Different polarizability scaling factors were used among the sulfur 

containing compounds, indicating that the electronic properties of sulfur are sensitive to its 

chemical environment. A scaling factor of 0.7 was used for thiols to yield good agreement 

with experimental dielectric constants, while 0.85 was applied to dimethyl disulfide. For 

ethyl methyl sulfide, which models the parameters used in methionine, a scaling factor of 

0.6 was needed to reproduce condensed-phase properties including the dielectric constant 

and the gas-phase dipole moment. Atom pair-specific LJ parameters [123] between sulfur 

6.The π electron system on the aromatic rings results in a negative partial charge in the center of the ring, such that the faces of the 
benzene ring are able to act as hydrogen bond acceptors [180, 181].
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and water oxygen atoms were required to improve the aqueous solvation free energies. The 

resulting Drude polarizable model demonstrates that the explicit treatment of electronic 

polarization improves the accuracy of the force field in reproducing experimental properties, 

such as ΔHvap, Vm, molecular interactions with water, ΔGhydr, as well as dielectric 

constants, leading to a considerable improvement over the additive model for the same 

sulfur-containing compounds.

4.7 Ketones and Aldehydes

While ketones and aldehydes are rarely present in drug molecules [186], they are functional 

groups that occur in acyclic carbohydrates in biological systems. The Drude polarizable 

force field for aliphatic ketones and aldehydes (e.g. acetaldehyde, propionaldehyde, 

butaryaldehyde, isobutaryaldehyde, acetone, and butanone) has been developed [155]. The 

model was then transferred to larger acyclic sugars such as d-allose and d-psicose. The 

developed parameters for ketones and aldehydes reproduced properties in good agreement 

with QM and experimental target data. Notably, the Drude-water interaction energies and 

distances were in better agreement with the QM data than the additive model, which could 

be attributed to the lone pairs added on the carbonyl oxygen. The resulting polarizable force 

field yielded different dipole moments in different environments, with an increase of the 

dipole moments upon going from the gas phase to pure solvent to aqueous phase consistent 

with the hydrogen bonding between the monomers in the pure solvent and with water in 

aqueous solution. Accordingly, it is clear that the treatment of polarization response is 

important for more accurately simulating systems where molecular species would encounter 

environments of hydrogen bond interactions or varying polarities.

4.8 Halogenated Ethanes and Benzenes

Halogenated molecules have been widely used in drug development [187, 188], as they have 

been shown to increase selectivity and binding affinity of inhibitors [189, 190]. Notably, 

halogens serve as both hydrogen bond acceptors (HBA) [191–195] and as halogen bond 

(XB) donors [189–191], both of which have been reported to contribute to ligand-protein 

interactions experimentally [188, 196–200]. The dual roles of halogens result from their 

anisotropic electron distribution when the halogen (X) is covalently bonded to a carbon atom 

(C), resulting in the shift of the pz-orbital on halogens to participate in the formation of the 

C-X covalent bond. This leads to an electron diminished region on the outer side of the 

halogen linear to the C-X bond, yielding a slightly positive potential known as a σ-hole 

[191, 201, 202] which is able to favorably interact with hydrogen bond acceptors (HBA) 

[189–191, 203]. Simultaneously, the valence electrons on the perpendicular px and py atomic 

orbitals of halogens remain occupied yielding an electronegative potential allowing halogens 

to interact with hydrogen bond donors (HBD) [191]. Such X-HBD interactions have been 

reported to be more favorable than halogen bonds and of similar strength as canonical 

hydrogen bonds [204]. Notably, the vdW surface of the halogen becomes asymmetric due to 

the shifted electron distribution, resulting in a shorter vdW surface on the halogen linear to 

the C-X covalent bond [205]. Thus, accurate reproduction of XB and X-HBD interactions 

was emphasized in parametrization to better modeling such important feature in halogens.
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The Drude force field was able to reproduce QM molecular dipole moments and 

polarizabilities, as well as experimental ΔHvap, Vm, ΔGhyd, and dielectric constants for the 

halogen model compounds [157]. As expected, the halogen polarizable model has the ability 

to treat the polar character in different environments as shown in Figure 4. The dipole 

distributions of chlorobenzene (CHLB) and bromobenzene (BROB) from the Drude model 

both obviously increase from the gas to aqueous phase, whereas the dipole distributions 

from the additive CGenFF model are nearly the same in the different phases, indicating the 

lack of polarization response. Similar to other small molecules, the polarizable model was 

able to reproduce dielectric constants. The halogen polarizable model yielded a significant 

improvement over the additive model with an average percent difference of only −1% of the 

experiment results compared to the average percent difference of −33% obtained from the 

additive halogen model. This improvement of the dielectric constants from the polarizable 

model is attributed to the explicit treatment of polarizability as previously discussed [44, 

145, 206].

One important outcome of the developed halogen model is better treatment of the 

anisotropic charge distribution and shape of the halogens, which were modeled by inclusion 

of a virtual particle along the C-X covalent bond, atom pair-specific LJ parameters (NBFIX 

parameters) on the halogen Drude particle-water hydrogen pairs and on halogen-water 

oxygen pairs [157]. Notably, the use of the atom pair-specific LJ parameters significantly 

improved the agreement of the Drude model with the QM interaction energy surfaces for 

both XB and X-HBD interactions, further indicating its ability to more accurately model the 

asymmetry of the halogen atoms. Such strategy also resulted in better reproduction of 

experimental ΔGhydr compared with the additive halogen model in CGenFF [207]. 

Accordingly, the resulting polarizable force field is expected to be applicable in CADD 

involving halogenated derivatives as well as simulation studies of halogens in a range of 

chemical systems.

5. Conclusion

Force fields for small molecules based on additive models have been available for a number 

of years and shown success in drug design as well as other biochemical and biophysical 

studies. However, limitation of additive models occur due to the lack of explicit polarization, 

particularly in cases where polarizable charged groups or atoms, such as ions, are involved 

which would strongly polarize their coordinating ligands. In addition, the impact of 

polarization on more accurate treatment of nonpolar moieties such as those in the interior of 

membranes has been noted. Towards overcoming this limitation, parameters for organic 

small molecules based on polarizable force fields have started to be developed, dominated 

by the AMOEBA and Drude models as well as the work of Dang and coworkers [103–105, 

208–213]. This chapter focused on the small molecule polarizable force fields based on the 

classical Drude oscillator model, which utilizes Drude oscillators on non-hydrogen atoms to 

generate the induced dipole in the context of an intuitive physical picture to model the 

electronic distribution. In practical aspects, the Drude model has advantages over other 

polarizable models as the functional forms is similar to those in the additive model, 

facilitating its implementation in multiple simulation packages, including CHARMM [214–

216], NAMD [217, 218], ChemSell QM/MM [219], OpenMM [220] and GROMACS [221]. 
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Currently, the CHARMM Drude polarizable force field for small molecules is still 

expanding. For example, the development of parameters for halogen-containing molecules 

greatly expands the range of chemical space covered by the Drude force field relevant to 

medicinal compounds [157]. Similarly to the CGenFF force field [13] that is a part of the 

CHARMM all-atom additive biological force field, efforts are ongoing towards development 

of a Drude General Force Field (DGenFF) that will cover a wide range of chemical groups 

in drug-like molecules. In the end, the polarizable force field for these molecules will be 

applicable in chemical and biophysical studies as well as be able to be useful for ligands in 

the study of computer-aided drug design.
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Figure 1. 
Schematic of the Drude oscillator model. The addition of Drude particles to carbon (C) and 

oxygen (O) atoms via harmonic springs with a force constant, KD, and the subsequent 

distribution of charge between the atoms (qC and qO) and their respective Drude oscillators 

(qDO and qDO) are presented. Virtual particles to mimic the lone-pairs on the oxygen atom 

are labeled “LPA” and “LPB” with the charge, qLPA and qLPB. The anisotropic polarization 

tensor components on the oxygen are labeled as K11
D  and K22

D . The other tensor component is 

orthogonal to K11
D  and K22

D  and is not shown.
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Figure 2. 
Schematic illustration of the directional response in the Drude oscillators model under an 

external electric field, E, due to the 1–2 dipole–dipole interactions caused by atom-Drude 

pairs with charges of qA1–qDA1 and qA2–qDA2, respectively. a. When E is perpendicular to 

the bond, the 1–2 dipoles damp each other, decreasing the molecular polarizability response 

perpendicular to the bond. b. When E is parallel to the bond, the 1–2 dipoles enhance each 

other thereby increasing the molecular polarizability along with bond.
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Figure 3. 
Representative hydrogen bonding configurations from neat liquid simulations of NMA and 

acetamide. Reprinted with permission from ref 119. Copyright (2017) American Chemical 

Society.
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Figure 4. 
Dipole moment distributions of chlorobenzene (CHLB) and bromobenzene (BROB) in the 

gas phase (Gas), in pure solvents (Pure), and in aqueous solution (Aqueous), respectively for 

both the CGenFF (dotted lines) and Drude (solid lines) polarizable force fields.
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Table 1

The scope of available polarizable force fields.

Force Fields Polarizable models Scope of Biomolecules

AMBER ff02 Induced Dipole Proteins [99, 100]
Nucleic Acids [99]
Atomic ions [96, 98]

AMOEBA Induced Dipole Proteins [112]

Nucleic Acids*
Small molecules [135, 136]
Atomic ions [132, 133]

CHARMM-FQ Fluctuating Charge Proteins [92, 93]
Lipids [127]
Carbohydrates [128]
Atomic ions [130]

CHARMM Drude Classical Drude Oscillator Proteins [162]
Nucleic Acids [163–166]
Lipids [124, 167]
Carbohydrates [158–161]
Small molecules [119, 145–157]
Atomic ions [47]

*
Parameters have not been reported in the literature, but they are available through website at http://dasher.wustl.edu
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