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Introduction
The good coverage and high resolution afforded by functional mag-
netic resonance imaging (fMRI) make it an excellent tool for the
noninvasive imaging of the human brain. Equally interesting, how-
ever, is the use of this technique in animal studies using high mag-
netic fields. In the latter case, highly spatiotemporally resolved fMRI
can reveal how widespread neural networks are organized, and ac-
companying electrophysiological recordings can show how small
neural assemblies contribute to this organization.

By applying fMRI and magnetic resonance spectroscopic im-
aging (MRS) to the nonhuman primate, the most frequently used
laboratory animal for the study of the neural basis of cognition,
scientists may be able to investigate levels of neural organization
that cannot be studied by electrodes alone. These include (1)
long-range interactions between different brain structures, (2)
task- and learning-related neurochemical changes by means of
localized in vivo spectroscopy or MRS, (3) dynamic connectivity
patterns by means of labeling techniques involving MR contrast
agents, and (4) plasticity and reorganization after experimentally
placed focal lesions. Such applications promise to bridge the gap
between human neuroimaging studies and the large body of an-
imal research performed over the last half a century. Ultimately,
however, the success of fMRI as a tool for visualizing brain func-
tion in humans or animals is crucially dependent on a deeper
understanding of the relationship between the observed signal
and the underlying neuronal activity that we think it represents.

The fMRI technique, like most current brain imaging tech-
niques, capitalizes on the coupling of cerebral blood flow (CBF),
energy demand, and neural activity. The interactions between
these variables are overwhelmingly complex and involve interre-
lated factors such as the type of neural activity involved, the cell
groups generating this activity, the link between this activity and
energy demands, and the processes ultimately coupling the en-
ergy demand to the supply of energy to the brain. In this review I
will concentrate on only one aspect of this complex issue, namely
the type of neural activity that could play a dominant role in the
generation of one sort of fMRI signal: the imaging signal capital-
izing on the blood oxygen level-dependent (BOLD) contrast
mechanism.

The BOLD fMRI signal
BOLD was first described by Seiji Ogawa (Ogawa and Lee, 1990;
Ogawa et al., 1990a,b) in rat brain studies with strong magnetic

fields (7 and 8.4 T). He noticed that the contrast of very high
resolution brain images (65 � 65 � 700 �m 3) acquired with a
gradient-echo pulse sequence depicts a number of dark lines of
varying thickness that could not be seen when the usual spin echo
sequences were used. They turned out to be signal dropouts from
blood vessels (Ogawa et al., 1990a). In other words, by accentu-
ating the susceptibility effects of deoxyhemoglobin in the venous
blood with gradient-echo techniques, Ogawa discovered a con-
trast mechanism reflecting the blood oxygen level. With remark-
able insight he realized the potential importance of its applica-
tion, concluding that “BOLD contrast adds an additional feature
to magnetic resonance imaging and complements other tech-
niques that are attempting to provide positron emission
tomography-like measurements related to regional neural activ-
ity” (Ogawa et al., 1990b). Shortly after this, the effect was nicely
demonstrated in the cat brain during the course of anoxia (Turn-
er et al., 1991).

Not surprisingly, the groundbreaking work of Ogawa excited
great interest in the application of BOLD fMRI to humans. Initial
studies presented MR-detectable changes in cerebral blood vol-
ume using high-speed echo planar imaging techniques and exog-
enous paramagnetic contrast agents (gadolinium) (Belliveau et
al., 1991; Rosen et al., 1991). In 1992, three groups simulta-
neously and independently took the method an exciting step fur-
ther, obtaining results in humans using the BOLD mechanism
without exogenous contrast agents (Bandettini et al., 1992;
Kwong et al., 1992; Ogawa et al., 1992) and starting the flood of
fMRI publications that have been appearing in scientific journals
ever since. We now know that BOLD contrast depends not only
on blood oxygenation but also on cerebral blood flow and vol-
ume, representing a complex response controlled by several pa-
rameters (Boxerman et al., 1995; Buxton and Frank, 1997; Ogawa
et al., 1998).

Despite this complexity, much progress has been made to-
ward quantitatively elucidating various aspects of the BOLD sig-
nal and the way it relates to the hemodynamic and metabolic
changes occurring in response to elevated neuronal activity (Kim
and Ugurbil, 1997; Buxton et al., 1998; Van Zijl et al., 1998). More
recently, BOLD fMRI has also been applied successfully in anes-
thetized or conscious animals, including rodents, rabbits, cats,
bats, and monkeys (for review, see Logothetis, 2002).

To study the relationship between the BOLD signal and its
underlying neural activity, it is first necessary to have a thorough
understanding of the variations in the hemodynamic response
over space and time. Not surprisingly, a large number of investi-
gators have extensively examined the time course of BOLD in
humans and animals. The onset of the stimulus-induced hemo-
dynamic response is typically delayed by �2 sec (Kwong et al.,
1992), the time that it takes blood to travel from arteries to cap-

This research was supported by the Max Planck Society. I thank Prof. Almut Schuez for many useful discussions and
suggestions regarding her excellent work with Prof. Valentino Braitenberg, and D. Blaurock for English corrections
and editing.

Correspondence should be addressed to Nikos K. Logothetis, Spemannstrasse 38, 72076 Tuebingen, Germany.
E-mail: nikos.logothetis@tuebingen.mpg.de.
Copyright © 2003 Society for Neuroscience 0270-6474/03/233963-09$15.00/0

The Journal of Neuroscience, May 15, 2003 • 23(10):3963–3971 • 3963



illaries and draining veins. The signal reaches plateau after 6 –12
sec and returns to the baseline with a similar ramp, although a
prolonged post-stimulus undershoot is often evident (Frahm et
al., 1996; Buxton et al., 1998; Logothetis et al., 1999). The signal
intensity enhancement typically observed in BOLD fMRI reflects
an increase in CBF that actually overcompensates for the increase
in oxygen, so that ultimately an oversupply of oxygenated blood
is delivered (Fox and Raichle, 1986; Fox et al., 1988).

Theoretical models of brain oxygenation have suggested that
this oversupply compensates for the less efficient, passively
driven tissue oxygen diffusion found at higher flow rates (Buxton
and Frank, 1997; Hyder et al., 1998), but contradictory empirical
observations (Shimojyo et al., 1968; Mintun et al., 2001) have
appeared leaving the exact interpretation of these circulatory and
metabolic changes uncertain. The vasodilation underlying the
increased blood flow has also been suggested to be associated with
passive dilation of venules and veins because of their balloon-like
elasticity. It has been suggested, further, that this passive dilation
of venules and veins may lie at the root of the poststimulus un-
dershoot mentioned above (Buxton et al., 1998; Mandeville et al.,
1999).

The compound neural signal
To discuss the relation of the BOLD signal to its underlying neu-
ral events it is worth briefly reviewing the nature of the neuro-
physiological signal commonly reported in animal studies. Phys-
iological studies at the systems and behavioral level in
anesthetized or conscious animals typically report extracellular
recordings. Although the mechanisms at work during the moni-
toring of transmembrane electrical events with intracellularly
placed electrodes are reasonably well understood, the interpreta-
tion of different types of extracellular recordings, in particular
those reporting on the activity of neural masses, proved to be
difficult and requires some discussion [for background informa-
tion and references, see also the recent review by Logothetis
(2002)].

What do extracellularly placed electrodes actually measure?
From a theoretical point of view, neurons are considered to be
embedded in an extracellular medium that acts as a volume con-
ductor. The specific impedance of this conductor is higher
(�200 – 400 �/cm, depending on neural site) (Ranck, 1963,
1966; Nicholson and Freeman, 1975; Mitzdorf, 1985) than that
measured in a saline bath (�65 �/cm, 1 Hz-10 kHz; unpublished
measurements), mainly because of the fact that ions must move
around cellular processes in a very limited space. For the fre-
quency range that is of interest in physiology studies (0 to �2
kHz), the inductive, magnetic, and propagative effects of the bio-
electrical signals in the extracellular space can be neglected, per-
mitting a quasi-static description of the electric field for which
Ohm’s law applies. For an extracellular recording point, the in-
flow of Na� into the active sites of a neuron appears as a current
sink (inward currents); the current flows down the core of the
dendrites or axon, and because of the continuity of current, in-
active membrane sites act as a source (outward currents) for the
active regions. Because of the aforementioned resistance of the
extracellular medium, such currents generate so-called extracel-
lular field potentials (EFPs).

The signal measured by an electrode placed at a neural site
represents the mean EFP (mEFP) from the weighted sum of all
sinks and sources along multiple cells. This weighting is attribut-
able to the fact that the capacitance added to the volume conduc-
tor by the lipid membranes of neurons endows the latter with
low-pass filter properties. This is one reason for the difficulties

encountered in interpreting mEFP. Another is the superposition
principle itself, that is, the very fact that EFPs from multiple cells
add up linearly and algebraically throughout the volume conduc-
tor. Thus, for cells with diametrically opposite orientations, cur-
rents of equal magnitude but opposite polarity will generate po-
tentials that tend to cancel each other. As a result, information is
lost that cannot be recovered without additional knowledge (e.g.,
anatomical or intracellularly obtained single-unit data). For cer-
tain geometrical arrangements, the way the current flows and the
position of sinks and sources along the membranes can be calcu-
lated; for others they cannot. Finally, the volume conductor is
strongly anisotropic (i.e., the conductivity tensor of the field has
different values in different directions) because of the alignment
of the elongated processes of its neural elements. This
orientation-dependent conductivity, too, means that detailed an-
atomical and geometrical information is necessary to ensure the
correct interpretation of the mEFP signal. Despite these difficul-
ties, mEFP remains the most important tool of the systems neu-
rophysiologist, conveying a great deal of information about the
underlying brain functions. Depending on the choice of elec-
trodes, their exact positioning, and the recording site, it can be
used to study the physiological properties of single units, the
ensemble properties of neuronal masses, which provide useful
information about local spatiotemporal cooperativity of afferent
and associational operations in a given structure, or both.

Single-unit recordings
If a microelectrode with a small tip is placed close to the soma or
axon of a neuron, then the measured mEFP directly reports the
spike traffic of that neuron and frequently that of its immediate
neighbors as well. Recent studies in rats, for instance, show that
tetrodes placed close (within 50 �m) to pyramidal neurons in
hippocampus provide accurate information on a number of their
parameters such as latency, amplitude, and shape of action po-
tentials, because they are simultaneously measured by intracellu-
lar recordings (Harris et al., 2000; Henze et al., 2000).

The firing rate of such well isolated neurons has been the
critical measure for comparing neural activity with sensory pro-
cessing or behavior ever since the early development of micro-
electrodes (Adrian and Zotterman, 1926), and it has been the
mainstay of systems neuroscience for decades. This concentra-
tion on the firing rates of single units remained unquestioned for
many years and was strengthened by its suitability for studying
the first steps of afferent information processing in sensory phys-
iology (Kuffler, 1953; Mountcastle, 1957; Lettvin et al., 1959;
Hubel and Wiesel, 1962).

A great deal has been learned since then, and the single-
electrode single-unit recording technique still remains the
method of choice in many behavioral experiments with con-
scious animals. However, it also has the drawback of providing
information mainly on single receptive fields, with no access to
subthreshold integrative processes or the associational opera-
tions taking place at a given site. Moreover, it suffers from an
element of bias toward certain cell types (Stone, 1973) and sizes
(Towe and Harding, 1970). The size bias, which is partially re-
sponsible for the cell-type bias as well, is considerable. For equiv-
alent transmembrane action potentials, the discharge of a large
neuron generates a substantially greater flow of membrane cur-
rent and a larger extracellular spike than a small cell, and the
resulting extracellular field remains above recording noise levels
over a greater distance. Larger neurons (cells with diameter of
�20 –30 �m diameter) are estimated to generate a potential of
�100 �V within a 100-�m-diameter sphere with the electrode
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tip at its center (Rall, 1962). The amplitude of this potential de-
creases rapidly with increasing distance from the electrode tip
because of the aforementioned low-pass properties of the extra-
cellular medium. For distances larger than �140 �m, spikes be-
come indistinguishable from background noise (Henze et al.,
2000). Spikes generated by large neurons will thus remain above
the noise level over a greater distance from the cell than spikes
from small neurons, so microelectrodes are likely to sample their
somas or axons preferentially, a prediction supported by experi-
mental work (Towe and Harding, 1970; Humphrey and Corrie,
1978). It follows that the measured spikes may actually represent
only very small neural populations of large cells, which in cortex
are by and large the principal cells (e.g., pyramidal cells in cere-
bral cortex and Purkinje neurons in cerebellar cortex). This bias is
particularly pronounced in experiments with alert, behaving an-
imals or humans (Fried et al., 1997; Kreiman et al., 2000a,b), in
which even slight movements of the subjects make it extremely
difficult to hold smaller neurons for a sufficiently long time. Re-
cording from interneurons (e.g., inhibitory cells) is often very
difficult both because of their size and because their response is
often found to be uncorrelated to the stimulus or behavior state
of the animal.

In conclusion, most of the experiments using single-unit ex-
tracellular recordings report on the activity of large principal
cells, which represent the output of the cortical area under study.
It is the firing rate of these principal neurons that is commonly
used to compare the results of animal and human studies. Re-
cently it was also used to quantitatively examine the relationship
between the BOLD signal and neural activity by comparing hu-
man fMRI data with electrophysiological data in monkeys per-
forming the same task (Heeger et al., 2000; Rees et al., 2000) (for
review, see Heeger and Ress, 2002; Logothetis, 2002).

Neural ensemble recordings
If the impedance of the microelectrode is sufficiently low and its
exposed tip is a bit farther from the spike-generating sources so
that action potentials do not predominate the neural signal, then
the electrode can monitor the totality of the potentials in that
region. The EFPs recorded under these conditions [see the sem-
inal studies of Bishop and O’Leary (1942) and Lorente de Nó
(1947)] are related both to integrative processes (dendritic
events) and to spikes generated by several hundreds of neurons.
The two different signal types can be segregated by frequency
band separation. A high-pass filter cutoff of �300 – 400 Hz is
used in most recordings to obtain multiple-unit spiking activity
(MUA), and a low-pass filter cutoff of �300 Hz is used to obtain
the so-called local field potentials (LFPs). A large number of ex-
periments have presented data indicating that such a band sepa-
ration does indeed underlie different neural events.

Multiunit spiking activity
The magnitude of EFPs in the MUA range, for example, was
shown to be a function of cell and axon size. Combined physiolo-
gy– histology experiments demonstrated that the magnitude of
MUA is site specific (Buchwald and Grover, 1970) and thus also
cell-size specific (Nelson, 1966), varying considerably from one
brain region to another but remaining relatively constant for any
particular site (e.g., neocortex vs hippocampus). Homogeneous
populations of large cells were found to systematically occur at
sites of large-amplitude fast activity and vice versa (Grover and
Buchwald, 1970). Similarly, the magnitude of axonal spikes is
directly correlated with the size of the transmitting axon (Gasser
and Grundfest, 1939; Hunt, 1951). All of these experiments show

that MUA-range activity reflects the variations in the magnitude
of extracellular spike potentials. In other words, large-amplitude
signal variations in the MUA range reflect large-amplitude extra-
cellular potentials, and small-amplitude fast activity is correlated
with small ones.

The summation range for the fast MUA has also been studied
by a number of investigators. Electrodes with exposed tips of
�100 �m (impedance from 40 –120 k�), for example, were es-
timated to record from a sphere with a radius of 50 –350 �m
(Grover and Buchwald, 1970; Legatt et al., 1980; Gray et al.,
1995), whereby the activity from each point within the sphere is
weighted by a factor depending on the distance of the point from
the tip of the electrode (Nicholson and Llinas, 1971). Recent
tetrode recordings suggest that it is possible to sample individual
spikes up to a distance of �140 �m from the electrode tip (Henze
et al., 2000). Given the estimated number of neurons contained in
a cylindrical region with 140 �m diameter in the hippocampal
area CA1 (Boss et al., 1985; Aika et al., 1994), single-electrode
recordings could provide information concerning the activity of
�1000 neurons (Henze et al., 2000). In the primary visual cortex,
which contains �200,000 neurons beneath 1 mm 2 of cortical
surface (Powell and Hendrickson, 1981; O’Kusky and Colonnier,
1982), this number is likely to be considerably higher.

All in all, depending on the recording site and the electrode
properties, the MUA most likely represents a weighted sum of the
extracellular action potentials of all neurons within a sphere of
�140 –300 �m radius, with the electrode at its center. Spikes
produced by the synchronous firings of many cells can be en-
hanced, in principle, by summation and thus detected over a
larger distance (Huang and Buchwald, 1977; Arezzo et al., 1979).

Local field potentials
The LFPs, the low-frequency range of the mEFP signal, represent
mostly slow events reflecting cooperative activity in neural pop-
ulations. Until recently these signals were thought to represent
exclusively synaptic events. Evidence for this came from com-
bined electro-encephalographic (EEG) and intracortical record-
ings showing that the slow wave activity in the EEG is essentially
independent of neuronal spiking (Fromm and Bond, 1964, 1967;
Ajmone-Marsan, 1965; Buchwald et al., 1965). These studies
showed that, unlike the multiunit activity, the magnitude of the
slow field fluctuations is not correlated with cell size, but instead
reflects the extent and geometry of dendrites in each recording
site. Cells in the so-called open field geometrical arrangement, in
which dendrites face in one direction and somata in another,
produce strong dendrite-to-soma dipoles when they are activated
by synchronous synaptic input. Other cortical neurons are ori-
ented horizontally and contribute less efficiently or not at all to
the sum of potentials. The pyramidal cells with their apical den-
drites running parallel to each other and perpendicular to the pial
surface form an ideal open field arrangement and contribute
maximally to both the macroscopically measured EEG and the
local field potentials.

Evidence concerning the origin of LFPs can also be gathered
from current-source density (CSD) analysis and combined field
potential and intracellular recordings [for a review of CSD as well
as other types of ensemble recordings, see Mitzdorf (1985) and
Nadasdy et al. (1998)]. Mitzdorf has suggested that LFPs actually
reflect a weighted average of synchronized dendrosomatic com-
ponents of the synaptic signals of a neural population within
0.5–3 mm of the electrode tip (Mitzdorf, 1987; Juergens et al.,
1999). The upper limits of the spatial extent of LFP summation
were indirectly calculated by computing the phase coherence of
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LFPs as a function of inter-electrode distance in experiments with
simultaneous multiple-electrode recordings (Juergens et al.,
1996).

Combined intracellular and field potential recordings also
suggest a synaptic/dendritic origin of the LFPs. Experiments
comparing membrane and network properties typically investi-
gate the phase-locking of membrane potential oscillations
(rhythmic discharges) to certain frequency bands. Traditionally,
low-frequency signal modulations are classified in a number of
specific frequency bands initially introduced in the EEG literature
(Elul, 1969, 1971; Pedley and Traub, 1990). Rhythmic EEG is
subdivided into frequency bands known as delta (�, 0 – 4 Hz),
theta (�, 4 – 8 Hz), alpha (�, 8 –12 Hz), beta (�, 12–24 Hz), and
gamma (�, 24 – 40/80 Hz) that are typically characterized by dif-
ferent amplitudes (Lindsley and Wicke, 1974; Steriade and Hob-
son, 1976; Basar, 1980; Steriade, 1991). The classification is based
on the strong correlation of each band with a distinct behavioral
state. The oscillatory activity in these bands is associated with the
thalamocortical loops and is modulated by the ascending net-
work system and basal forebrain (Steriade, 1991; Steriade et al.,
1993), but rhythmic activity related to some of the EEG frequency
bands has also been reported for the spiking principal neurons.
Many pyramidal neurons in layer 5 of the neocortex show pro-
longed, 5–12 Hz rhythmic firing patterns caused by intrinsic
membrane properties such as sodium conductance, which is es-
sential for rhythmicity, and calcium-dependent conductance,
which strongly modifies it (Silva et al., 1991). Although synaptic
networks of intrinsically rhythmic neurons may still be the origin
of the synchronized cortical oscillations, spiking activity in this
case will be tightly correlated with the LFPs and will contribute to
the modulation of their amplitude.

Similar behavior has been reported for a biophysically distinct
class of pyramidal cells (chattering cells) in the superficial cortex
layers of cats (Gray and McCormick, 1996). Their oscillatory
behavior (20 – 60 Hz), which is accompanied by periodic changes
in membrane potential, is induced in response to suprathreshold
depolarizing current injections or visual stimulation and is ab-
sent during periods of spontaneous activity. Oscillations were
also observed in the peripheral olfactory system of insects (Lau-
rent and Davidowitz, 1994), the olfactory cortex of rats and rab-
bits (Granger and Lynch, 1991), and the somatosensory cortex of
monkeys (Ahissar and Vaadia, 1990; Mountcastle et al., 1990;
Recanzone et al., 1992; Romo and Salinas, 1999). New insights
into their generation and into intracortical processing in general
have come from the study of inhibitory networks in hippocam-
pus (Buzsaki and Chrobak, 1995; Kandel and Buzsaki, 1997; Koc-
sis et al., 1999).

As mentioned above, LFPs were initially attributed exclusively
to population EPSPs or IPSPs that are considerably slower than
the spiking activity. Later studies, however, provided evidence of
the existence of other types of slow activity unrelated to synaptic
events, including voltage-dependent membrane oscillations (Ka-
mondi et al., 1998) and spike afterpotentials. To be more specific,
the soma– dendritic spikes in the neurons of the CNS are gener-
ally followed by afterpotentials, a brief delayed depolarization,
the afterdepolarization, and a longer lasting afterhyperpolariza-
tion, which are thought to play an important role in the control of
excitation-to-frequency transduction (Granit et al., 1963; Harada
and Takahashi, 1983; Gustafsson, 1984). Afterpotentials, which
were shown to be generated by calcium-activated potassium cur-
rents (Harada and Takahashi, 1983; Walton and Fulton, 1986;
Higashi et al., 1993; Chandler et al., 1994; Kobayashi et al., 1997)
have a duration on the order of tens of milliseconds and most

likely contribute to the generation of the LFP signals, as was first
suggested by Buzsaki and colleagues (Buzsaki, 1931; Buzsaki et
al., 1988). These investigators proposed that the delta wave of the
EEG signal is not necessarily a result of synaptic activity, but it
rather reflects summation of long-lasting afterhyperpolarizations
of layer V pyramidal neurons, and that the suppression of delta
waves during neocortical arousal is attributable mainly to block-
ade of this hyperpolarization by cholinergic input.

In summary, MUA mostly represents the spiking of neurons,
with single-unit recordings mainly reporting on the activity of the
projection neurons that form the exclusive output of a cortical
area. LFPs, on the other hand, represent slow waveforms, includ-
ing synaptic potentials, afterpotentials of somatodendritic spikes,
and voltage-gated membrane oscillations, that reflect the input of
a given cortical areas as well as its local intracortical processing,
including the activity of excitatory and inhibitory interneurons.

The relation of neural activity to the BOLD response
A number of studies using a variety of different techniques have
presented data suggesting a linear relationship between neural
activity and the subsequent hemodynamic response (Mathiesen
et al., 1998; Brinker et al., 1999; Rees et al., 2000; Ogawa et al.,
2000). Notably, Rees et al. (2000) compared human fMRI mea-
surements with electrophysiological data from single-unit re-
cordings in monkeys. The monkey data sets were collected from
the middle temporal visual area (MT or V5), which is known to
be specialized for visual motion processing, whereas the human
fMRI responses were measured in human MT complex, a
motion-responsive cortical region that is believed to be homolo-
gous with monkey MT along with adjacent motion-sensitive ar-
eas (e.g., middle superior temporal area). On the basis of this
comparison, Rees et al. (2000) suggested that the BOLD signal is
directly proportional to the average neuronal firing rate, with a
constant of proportionality of approximately nine spikes per sec-
ond per unit and per percentage BOLD increase.

We recently examined the relationship of BOLD to neural
activity directly by simultaneously acquiring electrophysiological
and fMRI data from monkeys in a 4.7 T vertical scanner that was
specially designed for combined neurophysiology and imaging
experiments (Logothetis et al., 1999, 2001). We found that the
BOLD response indisputably directly reflects a local increase in
neural activity assessed by the mEFP signal. For the majority of
recording sites, the BOLD signal was found to be a linear but not
time-invariant function of LFPs, MUA, and the firing rate of
small neural populations, partly confirming the results men-
tioned above. Very recently, this correlation between firing rate
and BOLD was also confirmed with MRI/MRS studies in rats,
whereby a linear relationship between CMRO2, glutamatergic
neurotransmitter flux, and neural activity was demonstrated
(Hyder et al., 2002; Smith et al., 2002). Moreover, a proportional
increase in neural and hemodynamic signals was observed in
experiments varying, within a limited range, the stimulus lumi-
nance contrast (Logothetis et al., 2001). In all of our experiments,
however, increases in the LFP range were of both greater spectral
power and higher reliability (Logothetis et al., 2001, their Fig. 3).

Specifically, the contribution of MUA and LFP signals to the
hemodynamic response was examined by applying time-
dependent frequency analysis to the raw data. After stimulus pre-
sentation, a transient increase in power was typically observed
across all frequencies, followed by a lower level of activation that
was maintained for the entire duration of stimulus presentation.
A prominent characteristic in all of the spectrograms was a
marked stimulus-induced increase in the magnitude of the LFP,
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which was always larger than that observed for MUA. A decrease
in neural activity was also observed immediately after the termi-
nation of the stimulus. To elucidate further the relationship be-
tween the neural and the fMRI signal system, we applied system
identification techniques that permit an assessment of the pre-
dictability of BOLD from the neural data.

LFPs and MUA as predictors of the BOLD response
In a linear, time-invariant (LTI) system, the relationship between
input and output can be characterized completely by the hemo-
dynamic impulse response function. Although the constraint of
linearity may not apply to the hemodynamic system under all
stimulation conditions, we initially applied linear systems analy-
sis to examine the relationship of the BOLD fMRI signal to the
different types of neural activities. Correlation analysis was ap-
plied to both the measurements obtained during visual stimula-
tion and the measurements of spontaneous activity. The esti-
mated impulse response functions were used to convolve the LFP
and MUA responses to various stimuli.

Figure 1 shows the neural responses as well as the measured
and estimated BOLD responses for two different stimulus dura-
tions. Residual analysis showed increased errors (in the least-
square sense) as the pulse durations increased. Simple visual in-
spection of the data from the 24-sec-long stimulus presentation
shows greatly increased residuals after the initial ramp of the
BOLD response, suggesting deviations from the behavior of an

LTI system. Deconvolution of the BOLD response showed that
the estimation of the neural response is relatively accurate for low
temporal frequencies (up to 0.16 Hz). Increasing temporal fre-
quency strongly increased the residuals. For stimulation frequen-
cies �0.21 Hz, reconstruction of the neural response was no
longer possible. Residual analysis showed that LFPs and MUA
vary in a similar manner, in that at those sites where LFPs proved
to be good predictors of BOLD, MUA was a good predictor as
well. However, LFP-based estimates generally yielded smaller er-
rors (in the least-square sense) than estimates based on MUA
responses. Specifically, the LFPs accounted for �7.6% more of
the variance in the fMRI responses than the MUA. The difference,
although small, was statistically significant. The larger variability
of MUA was mostly attributable to the stronger adaptation effects
observed in this frequency range of the mEFP.

Dissociation of spiking and LFP activity
Our findings as summarized above partly confirm and extend
previous studies suggesting an analogy between spiking activity
and BOLD. They demonstrate, however, that the strong contri-
bution of nonspiking activity to the fMRI signal makes it impos-
sible to determine a quantitative relationship in the sense of de-
fining the number of spikes needed to cause a certain BOLD
increase. Most importantly, the results show that spike rate is
only a “fortuitous” predictor of the BOLD signal. LFPs are a
substantially more reliable predictor than MUA or the rate of
single spikes. Not surprisingly, LFPs are usually correlated with
MUA. We have seen already that the LFPs, MUA, and BOLD in
V1 all increase monotonically with stimulus contrast (Logothetis
et al., 2001). Circumstances may exist, however, in which there is
a dissociation between these signals.

An exquisite example of such a dissociation between intracor-
tical processing and output of a brain structure was recently of-
fered by Mathiesen et al. (1998, 2000). These investigators stim-
ulated the parallel fibers of cerebellum while recording Purkinje
cell activity. Such stimulation causes monosynaptic excitation of
the Purkinje cells and a disynaptic inhibition of the same neurons
through the basket cells. The net effect is an inhibition of the spike
activity of the Purkinje cells, although at the same time synaptic
activity may be increased. Mathiesen et al. (1998) were actually
able to demonstrate exactly this by measuring LFPs, single-unit
activity, and changes in cerebral flow by means of laser Doppler
flowmetry. Both LFPs and CBF were found to increase at the
same time that spiking activity ceased.

We observed a similar dissociation at neuronal sites exhibiting
strong multiunit response adaptation (Logothetis et al., 2001).
Figure 2 illustrates such responses together with the simulta-
neously recorded LFPs and the BOLD signal. As can be seen, both
the spike density function, representing the instantaneous firing
rate of one or more neurons isolated, and the MUA show strong
adaptation, returning to the baseline �2.5 sec after stimulus on-
set. In contrast, the activity underlying the local field potentials
remains elevated for the entire duration of the visual stimulus,
and it is the only neural signal that can be associated with the
BOLD response. There was no single observation period or re-
cording site for which the opposite result was observed, namely a
highly correlated multiunit activity signal and an uncorrelated or
missing LFP signal. Finally, preliminary results from ongoing
research in our laboratory involving the injection of various neu-
rotransmitters show that selective blocking of MUA has minimal
effects on the BOLD responses averaged over regions coextensive
with the spread of the injected substance.

Figure 1. Measured responses as well as the measured and estimated BOLD response. Re-
sidual analysis showed increased error for longer pulse duration. Visual inspection of the data
from 24-sec-long stimulus presentation revealed greatly increased residuals after the initial
ramp of the BOLD response, suggesting lack of time invariance and the existence of nonlineari-
ties not captured by the Wiener–Kernel analysis applied here to the data.
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BOLD signal and cortical activity: input, local processing,
and output
Taken together, these results suggest that changes in the LFPs are
more closely related to the evolution of the BOLD signal than
changes in the spiking activity of single or multiple neurons. I
have already discussed the rationale behind LFP/MUA band sep-
aration and the reason why the former is thought to represent
cortical input and local, intracortical processing, and the latter is
thought to represent the weighted sum of spiking activity. With
these arguments in mind, the results of the combined physiolog-
ical and fMRI experiments suggest that the BOLD signal mainly
reflects the incoming specific or association inputs into an area
and the processing of this input information by the local cortical
circuitry (including excitatory and inhibitory interneurons).

What exactly do we mean by input, output, and intracortical
processing? A large body of research has shown that the excitatory
cortical input can be divided into extrinsic and intrinsic afferents,
whereby the former is subcortical, usually called the specific tha-
lamic afferents, which actually include sensory afferents from
thalamus and afferents from cerebellum and basal ganglia, and
the latter has cortical (association) origin (Braitenberg, 1978)
(for review, see Douglas and Martin, 1990). The thalamocortical
input primarily synapses the pyramidal or spiny stellate cells, or
both.

Pyramidal cells receive a certain amount of input from non-
pyramidal cells, including the chandelier cells, the small and large
basket cells, but most of their input comes from other pyramidal
neurons. They, in turn, provide most of the excitatory output of
the neocortex but also act as a major intracortical excitatory input
through their axonal collaterals. Many of these collaterals ascend
back to and synapse in superficial layers, and some distribute
excitation in the horizontal plane (Lund et al., 1994), forming the
so-called recurrent excitatory input. In this sense, most cortical
neurons may be seen as interneurons, and the traditional cortical
scheme of input– elaboration– output, commonly presented as
an instantiation of the tripartite perception– cognition–action
model, is revealed to be an oversimplification, if not disingenu-
ous (Braitenberg and Schuez, 1998).

Cortex does much more than simply assigning a certain sen-
sory input to its corresponding motor act; its major input comes

from other cortical areas, and its subcortical input forms a small
fraction of its afferents (Braitenberg, 1978). This is not to say that
the input and output of a given cortical area are ill-defined
concepts!

Most neocortical areas have well defined thalamic input which
goes mainly to layers IV and layer III, and nonspecific thalamic
afferents which are distributed very diffusely over many cortical
areas and make synapses mainly in layer I or VI, or both (for
review, see Steriade et al., 1990). Cortical connectivity patterns
have been studied extensively and in certain cases can be used
unambiguously to even dissect feedforward from feedback path-
ways in the sensory systems (Felleman and Van Essen, 1991).
Cortical output has clear thalamic and other subcortical projec-
tions originating in layers VI and V, respectively, and corticocor-
tical projections mostly from supragranular layers (for review,
see Jones, 1984). Moreover, a great deal of processing is local
(intracortical), reflecting the intrinsic, local circuits of cortex.
Inhibitory connections, for instance, are local, most likely serving
the fine tuning of the projection neurons. The amount of local
processing is also reflected in the number of short intracortical
connections. Schuez and Braitenberg (2002) recently provided
data on the distribution of axonal lengths in the human cortex.
They roughly estimated the number of fibers for each of three
groups: (1) intracortical (horizontal) connections, (2) U-fibers,
which are longer than the horizontal connections and leave the
cortex and reenter it a few centimeters away from the exit point,
and (3) long fibers in deep bundles and the callosal system. They
showed that for an increase of one order of magnitude in length,
their number goes down by one order of magnitude (Schuez and
Braitenberg, 2002).

It is with this classification scheme in mind that I have sug-
gested that the BOLD fMRI signal will always reflect the input and
intracortical processing taking place in an imaged cortical area
[for a fairly common misinterpretation of this statement and
some confusion regarding cortical organization, see Smith et al.
(2002)]. Very often the incoming subcortical or cortical input to
an area will generate the kind of output activity typically mea-
sured in intracortical recordings. In this case, the spike rate will
indeed be correlated to the measured BOLD signal. If the activity
of large projection neurons, however, is shunted by concurrent
modulatory input, the incoming afferent signals and the ongoing
intracortical activity will still elicit strong hemodynamic re-
sponses. In such cases spiking activity measured with microelec-
trodes will be a poor predictor of the BOLD response. A number
of experiments demonstrate the plausibility of this argument.

In a recent study, Tolias and colleagues used an adaptation
technique (Grill-Spector et al., 1999; Kourtzi and Kanwisher,
2001) to study the brain areas processing motion information
(Tolias et al., 2001). They repeatedly imaged a monkey’s brain
while the animal viewed continuous motion in a single, unchang-
ing direction. Under these conditions, the BOLD response
adapts. When the direction of motion reverses abruptly, the mea-
sured activity immediately shows a partial recovery, or rebound.
The extent of this rebound was considered to be an index of the
average directional selectivity of neurons in any activated area.
The results confirmed previous electrophysiological studies re-
vealing a distributed network of visual areas (V1, V2, V3, V5/MT)
in the monkey that process information about the direction of
visual motion. Surprisingly, however, strong activation was also
observed in area V4. Single-unit recordings have demonstrated
repeatedly the very weak involvement of this area in motion pro-
cessing (Desimone and Schein, 1987). BOLD fMRI, on the other
hand, suggested that the rebound activity, and thus the sensitivity

Figure 2. Simultaneous neural and hemodynamic recordings from a cortical site showing
transient neural response. Note that both single-and multiple-unit responses adapt a couple of
seconds after stimulus onset, with LFP remaining the only signal correlated with the BOLD
response. The spike density function (SDF) reflects the instantaneous firing rate of a small
population of neurons isolated during the analysis by using standard mathematical methods.
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of this area, is as pronounced as that of the area V5. It is possible
to explain this result on the basis of the arguments developed
earlier. Areas V4 and MT are interconnected (Felleman and Van
Essen, 1983; Maunsell and Van Essen, 1983; Ungerleider and
Desimone, 1986; Steele et al., 1991). Although they process sep-
arate stimulus properties, each area may influence the sensitivity
of the others by providing some kind of “modulatory” input,
which in and of itself is insufficient to drive the pyramidal cells
recorded in a typical electrophysiology experiment. In such cases
BOLD fMRI will reveal significant activation and appear to pro-
vide results that do not match those of neurophysiology.

For this reason a number of experiments in monkeys appear
to be inconsistent with fMRI experiments using the same tasks or
stimulation conditions (Tong and Engel, 1910; Gandhi et al.,
1999; Kastner and Ungerleider, 2000; Polonsky et al., 2000) (for
review, see Blake and Logothetis, 2002), because synaptic activity
produced by lateral or feedback input is visible with imaging but
is not always detectable with single-unit recordings. A good ex-
ample is the measurement of the effects of spatial attention on
neural activation. Attentional effects on the neurons of striate
cortex have indeed been very difficult to measure in monkey
electrophysiology experiments (Luck et al., 1997; McAdams and
Maunsell, 1999). Yet for similar tasks, strong attentional effects
have been readily measurable with fMRI in human V1 (Tong and
Engel, 1910; Gandhi et al., 1999; Kastner and Ungerleider, 2000).
In addition, attentional effects in area V4 were found to be con-
siderable larger in human fMRI than in monkey electrophysiol-
ogy (Kastner et al., 1998; Ress et al., 2000).

Summary
Simultaneous fMRI and electrophysiological recordings suggest
that the BOLD contrast mechanism directly reflects the neural
responses elicited by a stimulus. In a first approximation, BOLD
responses and neural responses are shown to have a linear rela-
tionship for stimulus presentation of short duration. The hemo-
dynamic response appears to be better correlated with the local
field potentials, implying that activation in an area is often likely
to reflect the incoming input and the local processing in a given
area rather than the spiking activity. Although it is reasonable to
expect that output activity will usually correlate with neurotrans-
mitter release and presynaptic and postsynaptic currents, when
input into a particular area plays what is primarily a modulatory
role, fMRI experiments may reveal activation in areas in which
physiological experiments find no single-unit activity.
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eas: unity and diversity (Schüz A, Miller R, eds), pp 377–386. London:
Taylor and Francis.

Shimojyo S, Scheinberg P, Kogure K, Reinmuth OM (1968) The effect of
graded hypoxia upon transient cerebral blood flow and oxygen consump-
tion. Neurology 18:133.

Silva LR, Amitai Y, Connors BW (1991) Intrinsic oscillations of neocortex
generated by layer 5 pyramidal neurons. Science 251:432– 435.

Smith AJ, Blumenfeld H, Behar KL, Rothman DL, Shulman RG, Hyder F
(2002) Cerebral energetics and spiking frequency: the neurophysiologi-
cal basis of fMRI. Proc Natl Acad Sci USA 99:10765–10770.

Steele GE, Weller RE, Cusick CG (1991) Cortical connections of the caudal
subdivision of the dorsolateral area (V4) in monkeys. J Comp Neurol
306:495–520.

Steriade M (1991) Alertness, quiet sleep, dreaming. In: Cerberal cortex, Vol
9, Normal and altered states of function (Peters A, Jones EG, eds), pp
279 –357. New York: Plenum.

Steriade M, Hobson J (1976) Neuronal activity during the sleep-waking cy-
cle. Prog Neurobiol 6:155–376.

Steriade M, Jones EG, Llinas RR (1990) Thalamic oscillations and signaling.
Steriade M, McCormick DA, Sejnowski TJ (1993) Thalamocortical oscilla-

tions in the sleeping and aroused brain. Science 262:679 – 685.
Stone J (1973) Sampling properties of microelectrodes assessed in the cat’s

retina. J Neurophysiol 36:1071–1079.
Tolias AS, Smirnakis SM, Augath MA, Trinath T, Logothetis NK (2001)

Motion processing in the macaque: revisited with functional magnetic
resonance imaging. J Neurosci 21:8594 – 8601.

Tong F, Engel SA (1910) Interocular rivalry revealed in the human cortical
blind-spot representation. Nature 411:195–199.

Towe AL, Harding GW (1970) Extracellular microelectrode sampling bias.
Exp Neurol 29:366 –381.

Turner R, Le Bihan D, Moonen CT, DesPres D, Frank J (1991) Echo-planar
time course MRI of cat brain oxygenation changes. Magn Reson Med
22:159 –166.

Ungerleider LG, Desimone R (1986) Cortical connections of visual area MT
in the macaque. J Comp Neurol 248:190 –222.

Van Zijl PC, Eleff SM, Ulatowski JA, Oja JM, Ulug AM, Traystman RJ, Kaup-
pinen RA (1998) Quantitative assessment of blood flow, blood volume
and blood oxygenation effects in functional magnetic resonance imaging.
Nat Med 4:159 –167.

Walton K, Fulton BP (1986) Ionic mechanisms underlying the firing prop-
erties of rat neonatal motoneurons studied in vitro. Neuroscience 19:
669 – 683.

Logothetis • Underpinnings of the BOLD fMRI Signal J. Neurosci., May 15, 2003 • 23(10):3963–3971 • 3971


