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The rostromedioventral striatum is critical for behavior dependent on evaluating rewards. We asked what contribution tonically active
neurons (TANs), the putative striatal cholinergic interneurons, make in coding reward value in this part of the striatum. Two female
monkeys were given the option to accept or reject an offered reward in each trial, the value of which was signaled by a visual cue. Forty-five
percent of the TANs use temporally modulated activity to encode information about discounted value. These responses were significantly
better represented using principal component analysis than by just counting spikes. The temporal coding is straightforward: the spikes
are distributed according to a sinusoidal envelope of activity that changes gain, ranging from positive to negative according to discounted
value. Our results show that the information about the relative value of an offered reward is temporally encoded in neural spike trains of
TANs. This temporal coding may allow well tuned, coordinated behavior to emerge.
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Introduction
This laboratory has been studying the encoding of information
about reward value in a group of interconnected cortical brain
regions in monkeys, including the rhinal cortex and the orbito-
frontal cortex for evaluating the reward value of external factors
such as visual cues (Simmons et al., 2007; Bouret and Richmond,

2010; Clark et al., 2013; Eldridge et al., 2016). These cortical re-
gions project strongly into the striatum, particularly to the rostral
part of the medioventral part of the striatum (Haber and McFar-
land, 1999; Averbeck et al., 2014). So, this part of the striatum is
categorized as limbic striatum. The rostromedioventral striatum
is critical for reward processing (Shidara et al., 1998; Simmons et
al., 2007). Inactivation of this area, either through lesions or re-
versible chemogenetic methods, interferes with judgment of the
values associated with familiar visual images (Nagai et al., 2016;
Rothenhoefer et al., 2017).

To explore the role of the rostromedioventral striatum fur-
ther, we recorded single neurons from this region. Neurons in
this part of the striatum encode temporally discounted value (Cai
et al., 2011). We were interested in characterizing how the re-
sponses of the tonically active neurons (TANs), the putative stri-
atal cholinergic interneurons (Wilson et al., 1990; Aosaki et al.,
1995), would change across different predicted values, where ma-
nipulating size and temporal discounting changed the reward’s
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Significance Statement

Ever since the discovery that neurons use trains of pulses to transmit information, it seemed self-evident that information would
be encoded into the pattern of the spikes. However, there is not much evidence that spike patterns encode cognitive information.
We find that a set of interneurons, the tonically active neurons (TANs) in monkeys’ striatum, use temporal patterns of response to
encode information about the discounted value of offered rewards. The code seems straightforward: a sinusoidal envelope that
changes gain according to the discounted value of the offer, describes the rate of spiking across time. This temporal modulation
may provide a means to synchronize these interneurons and the activity of other neural elements including principal output
neurons.
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discounted value. The TANs are especially interesting because
they are the main source of acetylcholine in the striatum, and
because, despite their rarity (they account for 1–2% of striatal
neurons; Graveland and DiFiglia, 1985), each one projects to a
wide area of the striatum, and each is thought to contact a large
number of medium spiny neurons, the striatal output neurons
(Izzo and Bolam, 1988; Contant et al., 1996). Their release of
acetylcholine also seems to have a large effect on local striatal
dopamine release (Cachope et al., 2012; Threlfell et al., 2012).
Finally, cholinergic blockers alleviate some symptoms in patients
with Parkinson’s disease.

Most of what we know about the activity of TANs in monkeys
comes from studies of the dorsal part of the striatum (Aosaki et
al., 1994; Apicella et al., 1997, 2011; Ravel et al., 2006; Nougaret
and Ravel, 2015). To date there seems to have been only one
recording study of TANs in monkeys that specifically included
ventral striatum (Marche et al., 2017). We determined how the
discounted value of rewards is coded by TANs in the rostrome-
dioventral striatum, using a visually-cued multi-drop/multi-
delay reward task. All of the TANs in our monkeys carried
information about the discounted value of the reward. For half of
the TANs, the neural responses were modulated in an unexpected
manner; the pause and pulse scaled together as a function of the
discounted value. That is, the envelope of the neuronal spiking
looked sinusoidal, with the sinusoid changing gain according to
the discounted value of the offered reward. Thus, the rostrome-
dioventral striatal TANs encode the value of the predicted re-
ward, and they do so with one of two types of temporal coding: a
temporally localized scaling of a pulse, or a temporally localized
sinusoidal modulation of the number of spikes.

Materials and Methods
Subjects
Two female rhesus monkeys, both weighing 7.0 kg were used. The exper-
imental procedures followed the Institute of Laboratory Animal Re-
search Guide for the Care and Use of Laboratory Animals and were
approved by the NIMH Animal Care and Use Committee.

Surgical procedures
Surgical procedures were performed using sterile technique under gen-
eral anesthesia in a fully equipped operating room. An initial surgery was
performed to place a head fixation post as well as scleral eye coil. After
several weeks of recovery, a 3.0 T MR image was obtained to determine
the location of the targeted area of the striatum and a second sterile
surgical procedure was performed to place the recording well. Additional
MR scans were obtained later, with tungsten electrodes at recording sites
to define the recording area (see Fig. 3A).

Data collection
A noncommercial software package, REX (Hays et al., 1982; https://
datashare.nei.nih.gov/LsrDirectoryServlet), was used to control stimuli
presentation, reward delivery, bar touches, and to monitor the eye posi-
tion. We monitored the eye position using a magnetic search coil (Judge
et al., 1980). Neural activity of single units was recorded extracellularly
with tungsten microelectrodes (impedance, 1.5 M�; FHC or Micro-
probe). A guide tube was positioned using a stereotaxic plastic insert
with holes 1 mm apart in a rectangular grid (Crist Instruments; http://
www.cristinstrument.com/). The electrode was inserted through the
guide tube. Electrical signals were captured, and single units were
isolated online with a TDT system (Tucker-Davis Technologies).
Data analyses were performed in the R statistical computing environ-
ment (R Foundation for Statistical Computing, Team, 2018) and in
MATLAB (R2014b, MathWorks).

Experimental design and statistical analysis
Task. The monkey sat in a primate chair, with its head fixed, in front of a
monitor (47 � 30 cm; 1024 � 768 pixel; 120 Hz) located 57 cm from the

front of the chair. A touch-sensitive bar was mounted on the chair at the
level of the monkey’s hands. Both monkeys used the right hand to grasp
the bar, and the left hand was resting on top of the right hand. A metal
tube was positioned in front of the monkey’s lips to allow the monkey to
drink when a reward was delivered.

Figure 1A shows the sequence of events in the multi-drop/multi-delay
reward task used here. The trial started when the monkey touched the
bar. After 500 ms a red square (0.40° � 0.40°) appeared at the center of
the screen. When the monkey’s eye positions were inside a virtual 20 �
20° window, 1 of 9 possible visual cues (9.2° � 7.3°) appeared for 1 of 5
durations between 750 and 2000 ms (step size 313 ms). Each visual cue
indicated a particular offer, with the set of offers made by combining one
of three reward sizes (2, 4, or 6 drops of liquid reward) with one of three
delays to deliver the reward (1, 4, or 7 s). The monkey was required to
continue to hold the bar and maintain its gaze within the virtual window
until the red square changed color to purple or yellow with equal prob-
ability (Fig. 1A). Releasing the bar while the purple spot was present
indicated that the monkey was accepting the offer. Releasing the bar
when the yellow square was present indicated that the monkey was re-
fusing the offer. The purple or yellow could appear first, and after 600 ms
the other color, yellow or purple would replace it if the monkey had not
released the bar during the initial purple or yellow period. In this design
the monkey could not anticipate whether the acceptance or refusal pe-
riod would be the first interval or the second, preventing the monkey
from preprograming the motor response in the cue period.

Upon accepting the offer, the purple square turned green (feedback
signal) and the drops of reward were delivered after the delay indicated in
the offer. Upon refusing the offer, the cue and fixation target disap-
peared, and a new trial would begin with a new offer.

If the monkey (1) released the bar during the cue period, (2) did not
maintain gaze in the virtual window, or (3) failed to release the bar during
any of the go periods, an error was registered and an error cue (white
rectangle with a red cross; 28.7 ° � 17.8 °) appeared on the screen for 1000
ms. After an error, the next trial was a correction trial, during which the
offer was repeated.

Each monkey was tested using two visual cue sets (Set 1 and Set 2 for
Monkey 1 and Set 1 and Set 3 for Monkey 2; Fig. 1B). All the analyses were
performed using data from both visual cue sets.

Neurophysiology. The neurons were classified as TANs based on their
discharge rate and the interspike interval (ISI) distributions (Kimura et
al., 1990; Apicella, 2002). ISI and discharge rates were calculated from all
the data for each recorded neuron, without regard to individual behav-
ioral events. All TANs had a discharge rate ranged from 2 to 8 spikes/s
(N � 50; M � SD: 4.4 spikes/s � 1.5). The mean of the ISI distributions
for the neural recordings ranged from 127 to 439 ms (N � 50; M � SD:
252 � 85 ms).

Neural activity was analyzed using data from, 75–750 ms after the cue
appeared, labeled “Cue Period”. This period ended before the monkey
received the instruction about how to respond, i.e., whether the purple
(accept) or yellow (refuse) spot appeared.

To be included in the analyses the cell had to be recorded for at least 10
completed trials for each of the 9 offers.

Principal component extraction. For each cell, the response in the pe-
riod from 75 to 750 ms after cue appearance for every trial was low-pass
filtered with a Gaussian pulse (� � 50 ms) and resampled at 25 ms
intervals, giving 28 samples. Then, the Karhunen–Loeve transform was
applied to the responses from all conditions, thereby extracting a set of 28
principal components for each neuron and the coefficients for each trial
(Richmond and Optican, 1987).

The shapes of the principal components represent deviation through
time from the average spike density. By construction the first principal
component represents the best possible linear measure of the response
pattern through time. The coefficient of the first principal component
represents the gain of the pattern of activity represented by the first
principal component for each trial. The coefficient of the first principal
component was used as the dependent variable in our analyses. In the
ANOVAs there was a coefficient for each trial or response.

To quantify the relation between the neural response and the dis-
counted value, we compared the discounted values to the mean coeffi-
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cients of the first principal component. It is usual to average these
values for each individual experimental condition (here the 9 offers)
and use the average of each as a measure of central tendency along
with a representation of the uncertainty, here through the SE. The
principal components were extracted using the “pca” function in
MATLAB R2014b (MathWorks).

Linear discriminant analysis. To assess the population activity, we con-
structed and tested classifiers based on the linear discriminant analysis.
60% of the original data were randomly sampled and used as TRAINING
set. The remaining 40% were used as TESTING set (“sample” in the “R”
statistical programming language). The TRAINING set was used to train
the classifier (“lda” in the R statistical programming language) and the
TESTING set was used for making predictions (“predict” in the R stati-
stical programming language). This random sampling of the data and
testing the classifier was repeated 30 times.

Information theoretic analysis. For the convenience of the reader, the
text describing the information theoretic analysis is modified from an
earlier paper from this laboratory where the information theoretic anal-
ysis is explained in detail (Optican and Richmond, 1987).

The information theoretic analysis is based on the probabilistic rela-
tion between the responses of the neurons and the experimental condi-
tions (here the cues). It quantifies how well a set R of responses r allows us
to discriminate among the stimuli S, given by the following:

I(S;R) � �s�P�s�r� log2

P�s�r�
P�s� �r

where S is the set of the visual stimuli s (9 visual cues) and R is the set of
the responses r (here either PC1, or PC1 and PC2 simultaneously).

The brackets represent an average over the response distribution P(r).
P(s) is the a priori probability of the stimulus s, and P(s�r) is the condi-
tional probability of stimulus s given that response r occurred.

To determine whether PC2 carries information that is not available
from knowing PC1 we use PC1 and PC2 simultaneously. If the informa-
tion carried by PC1 and PC2 were independent, then the information
from the joint code would be equal to adding the information from PC1

and PC2 each measured independently. If the PC2 carried no additional
information the amount of information carried in the joint code would
equal that carried by PC1 alone.

We estimated the conditional probabilities P(s�r) using a neural net-
work with one hidden layer that was trained using backpropagation
where r (either PC1 or PC1 and PC2 simultaneously) was the input. The
learning rate � (set to 0.05) and the inertia � (set to 0.6) are used to
control the speed/accuracy trade off of the learning.

Once we have trained the network so that its outputs Os (r) provide a
good estimate of P(s�r), we can substitute Os (r) for P(s�r) in the expres-
sion above and average over a dataset r� to estimate the transmitted
information:

Iest(S;R) �
1

n��,s�Os�r�� log2

Os�r��

P�s� �
with P(s) estimated as n � 1 ��Os�r��, where n is the total number of
dimensions in the response (i.e., n � 1 for PC1, n � 2 for PC1 and PC2
simultaneously).

The neural network was trained using an early stopping procedure
(Kjaer et al., 1994) to control the overfitting. We divided the data into
training and testing segments. The network was tested on the test set
while the training set was used to drive the backpropagation algorithm.
Training was stopped when the test set error reached a minimum. The
data were divided into training and test sets at least three different ways
for each analysis. To obtain the final estimates, Iest (S � R), the individual
estimates for the three test sets were averaged for each neuron.

Results
Behavior
Two monkeys performed a task in which each of nine visual cues
indicated a different value offer. Each offer was a combination of
a reward size (2, 4, or 6 drops of liquid reward) and a discounting
delay (1, 4, or 7 s after the choice). One offer was made in each
trial, and the monkeys chose whether to accept or refuse the offer.

Figure 1. Task description. A, The monkey begins a trial by touching a bar. A red square appears first, followed by a visual cue behind the red square. The cue signals the type of offer, made by a
combination of reward size (2, 4, or 6 drops) and delay (1, 4, or 7 s). Next, the red square turns purple or yellow, and serves as a go-signal. When the square is purple, the monkey can release the bar
to accept the offer indicated by the cue. The purple square turns green and the reward indicated by the cue is delivered. When the square is yellow, the monkey can release the bar to refuse the offer
and the screen goes blank and the monkey can start a new trial. If the animal does not release the bar, the square changes again to yellow or purple, and again, the monkey can respond according
to the square color. B, Sets of visual cues used (Sets 1 and 2 for Monkey 1; Sets 1 and 3 for Monkey 2). The letters from “a” to “i” indicate the nine possible offers.
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If the offer was accepted, the cue-defined reward was delivered
after the corresponding delay (Fig. 1A; see Materials and Meth-
ods). If the offer was rejected, the monkey could immediately
begin a new trial.

For the behavioral analyses, we used the data from all sessions
in which neural recording was conducted (79 for Monkey 1; 68
for Monkey 2). The probability of accepting an offer, calculated
independently for each of the nine offers, was modeled as a binary
variable using logistic regression with reward size and delay as
independent continuous variables,

Accept Rate �
e(�0	�1(reward size)	�2(delay)	�3(reward size*delay))

1 � (e(�0	�1(reward size)	�2(delay)	�3(reward size*delay)))
.

The monkeys’ behavior was influenced by both reward size and
delay, such that the probability of accepting the offer was highest
for the largest reward with the shortest delay, and became pro-
gressively smaller as the reward became smaller and/or the delay
became longer (Fig. 2A, Monkey 1: intercept: z � 5.4, p � 7.9 �
10�8, reward size: z � 17.1, p 
 2 � 10�16, delay: z � �13, p 

2 � 10�16, reward size � delay: z � �2.7, p � 8.0 � 10�3;
Monkey 2: intercept: z � �9.1, p 
 2 � 10�16, reward size: z �
25.8, p 
 2 � 10�16, delay: z � �19.3, p 
 2 � 10�16, reward
size � delay: z � �6.5, p � 7.5 � 10�11).

Certain combinations of reward sizes and delays, that is, dif-
ferent cues, were treated as equivalent. For example, Monkey 1
treated small reward/short delay, medium reward/medium delay,
and large reward/long delay, as equivalent, that is, the reward size
and delay interact such that longer delays can be compensated by
larger rewards (Fig. 2A, a, e, i, respectively). The interaction be-
tween reward size and delay can be described using simple reward
discounting models with the performance directly related to re-
ward size and inversely to the delay, as shown in the following
formulae:

Exponential discounting model: DV �
R

ekD

Hyperbolic discounting model: DV �
R

1 � kD
.

DV is the discounted value expressed as the probability of accept-
ing the offer, R is the reward size in drops, k is the discount factor
fit separately to the data for each monkey, and D is the delay until
reward delivery.

The discounted value was better estimated by the hyperbolic
discounting model in Monkey 1 [Akaike information criterion
(AIC): Exponential model vs Hyperbolic model � �35.4 vs

Figure 2. Behavioral performance. A, Mean accept probabilities (�SEM) as a function of reward size (drops), and delay to reward. The colored lines indicate the best fits using a logistic regression
model with reward size and delay as independent variables and accept rate as the dependent variable. The probability of accepting the offer is highest for the largest reward with the shortest delay
and becomes progressively smaller as the reward size becomes smaller and/or the delay becomes longer. B, Accept probability (colored points) estimated from hyperbolic discounting for Monkey
1 and exponential discounting for Monkey 2 (see Results). The black curves show accept probability fit using a sigmoidal function (see Results). Letters from “a” to “i” indicate the nine possible offers.

7542 • J. Neurosci., September 18, 2019 • 39(38):7539 –7550 Falcone, Weintraub et al. • Temporal Coding of Reward Value in Striatal TANs



�41.9] and the exponential model in Monkey 2 (AIC: Exponen-
tial model vs Hyperbolic model � �34.3 vs �32.8).

The relationship between the accept probability and dis-
counted value (Fig. 2B, black curves) was represented by a two-
parameter logistic function:

Accept Probability �
1

1 � e���DV���

where parameter � controlled the steepness of the sigmoidal
curve, and parameter � determined the degree of horizontal
translation. A general-purpose optimization function (“optim”
in the R statistical programming language) was used to find the
best fits for � and � (� and � for each monkey).

Single neuron activity
Neural activity is modulated by the information represented in the
visual cue
While monkeys performed the task, we recorded 50 TANs from
the rostromedioventral striatum (34 in Monkey 1; 16 in Monkey
2), located between the pyramidal tract and the nucleus accum-
bens (see Materials and Methods; Fig. 3A,B).

The neural activity expressed as total spikes count in the cue
period significantly modulated by reward and/or delay in 31/50

TANs (two-way ANOVA, p 
 0.05; Fig. 3C, gray bars). On ex-
amination of the spike raster plots, it appeared that for at least
some of the other 19 TANs the distribution of spikes changed as a
function of the offer (Fig. 4A, compare response to 6 drops, 1 s
delay vs 2 drops, 7 s).

To represent the modulation of the pause-pulse relation, as
in Figure 4B, a principal component analysis of the responses
was performed for each of the 50 neurons (see Materials and
Methods).

When the coefficients of the first principal component (PC1)
were taken as the dependent variable, 44 cells showed significant
modulation to reward size and/or delay (two-way ANOVA, p 

0.05; Fig. 3C, black bars); 13 more than reported when looking at
spike count alone.

Across the population of neurons, the correlations of spike
count versus PC1 went from nearly zero (Fig. 3D, left inset) to
almost 1 (Fig. 3D, right inset).

For 20/44 neurons (10 from Monkey 1; 10 from Monkey 2),
the correlation between the coefficient of PC1 and spike count
was 
0.3 (Fig. 3D, and left inset). For these neurons, PC1 ex-
plained more variance (M � SD: 19.4 � 14.1%) than was
explained by the spike count (M � SD: 5.8 � 2.8%; N � 20;
two-sample t test: mean of the differences � SD � 13.5 � 3.2,

Figure 3. Recording sites and number of cells modulated by the main factors. A, Frontal T1-weighted MR scan with one electrode in place, in one monkey. B, Locations of recorded TANs (red dots,
Monkey 1; blue dots, Monkey 2), reconstructed based on MRI and reported on the Rhesus Macaque “RED” Symmetrical Brain Atlas (Saunders and Phil, 2006). C, Cells modulated by reward size and/or
delay in the cue period using spike count (gray bars) or the coefficient of PC1 (black bars) as dependent variable in the two-way ANOVA. D, Distribution of the linear correlation coefficients between
spike count (SC) and the coefficient of the PC1 of the significant cells from the two-way ANOVA. Left inset, Scatter plot between SC and PC1 for one cell with low correlation (R 2) between SC and PC1.
Right inset, Scatter plot between SC and PC1 for one cell with high correlation (R 2) between SC and PC1.
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t(38) � 4.21, p � 0.00015). The shape of PC1 for each of the
neurons with poor correlation between spike count and PC1 ap-
peared sinusoidal (Fig. 5A).

For the neuron in Figure 4A the mean coefficient of the first
principal component for three offers (indicated as b, c, and f)
looked similar in gain and all three were negative; similarly, the
responses to the offers indicated as d and g were similar in gain
and both positive (Fig. 4C). The responses to the other offers (a, e,
h, i) appeared all had low gain.

The first principal component provides a convenient and
compact means to quantify the time varying response across of-
fers. When the PC1 (Fig. 5A, black curve) weighted by the coef-
ficient, that is the gain (Fig. 4C), has been added to the average
response, good reconstructions of the experimental data emerged
(Fig. 5D).

For 24/44 neurons the correlation between the coefficient of
PC1 and spike count was �0.3 (Fig. 3D, and right inset). For these
neurons, the percentage of variance explained by PC1 (M � SD:
16.2 � 9.6%) was not significantly more than that explained by
spike count (M � SD: 12.7 � 7.4%; N � 24; two-sample t test:
mean of the differences � SD � 3.5 � 2.5, t(46) � 1.40, p � 0.17).
The shape of PC1 for each of these 24 neurons was unimodal
(18/24, 14 from Monkey 1 and 4 from Monkey 2; Fig. 5B) or
sustained (6/24, 5 from Monkey 1 and 1 from Monkey 2; Fig. 5C).
For this unimodal group of neurons, the variability of the re-
sponse among the offers was localized mostly only at the pulse
phase (Fig. 6A, in detail in B).

This means that for this group of neurons, counting spikes
especially during the pulse phase is a good representation of the

coding. We chose to use the coefficient of the first principal com-
ponent so we did not have to examine neuron-by-neuron to
adjust placement of the best coding window in time. There was
no difference in the anatomical localization of these two popula-
tions of neurons. For each individual neuron, we estimated how
much information about the visual cue was present in the neuro-
nal response code formed using PC1 as the response measure
(Richmond and Optican, 1987).

To determine whether more information about the reward
size and the delay carried by the visual cues that was not available
from PC1 could instead be available using the coefficient of the
second principal component, PC2, we used the information the-
oretic analysis (Optican and Richmond, 1987) on the response
code formed either by PC1 alone or from an extended code using
both PC1 and PC2 (see Materials and Methods). The information
carried by the extended code (M � SD: 0.18 bits � 0.12) was not
significantly different from the information carried by PC1 alone
(M � SD: 0.15 bits � 0.12; N � 44, two sample t test: mean of the
differences � SD � �0.04 � 0.03, t(86) � �1.51, p � 0.13). Thus,
PC1 alone was sufficient to describe the stimulus-dependent in-
formation carried by the temporally modulated neural responses
of all the neurons.

The neural activity was also analyzed in the reward period for
each of the 50 cells. The reward-related activity was defined as the
activity during the 400 ms after the onset of reward delivery. A
two-way ANOVA was computed for each neuron with factors
reward size and delay, and the coefficient of principal component
(PC1) as the dependent variable, to identify units modulated
according to these factors. During the reward period a smaller

Figure 4. Spike raster plots for one sinusoidal neuron. A, Raster displays from one neuron for the nine offers (indicated from “a” to “i” and related to Fig. 1B), aligned to cue onset (time 0). The
spike density is shown above each raster. Shading shows the 75–750 ms analysis interval. B, Spike density curves of two offers (largest value, 6 drops/1 s delay, blue curve; top right in A, and smallest
value, 2 drops/7 s delay, red curve; bottom left in A), illustrating the inversion of the pause-pulse phase according to reward value. C, Mean coefficient of PC1 (�SE) for each of nine offers (indicated
from “a” to “i”) for the neuron in A.
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proportion of TANs have responses related to the reward size
and/or delay (25/50) than during the cue period (	 2

(1,N�50) �
16.88, p � 0.00004).

Few cells (5/25) showed a sinusoidal shape of the first princi-
pal component in the reward period. Of these five, two cells
showed a sinusoidal shape of the first principal component, both
in cue and reward period. All other neurons (20/25) showed uni-
modal or sustained shape of PC1 (11 unimodal and 9 sustained).
Of 11 cells with unimodal shape of PC1, 3 showed sinusoidal PC1
and 2 showed sustained PC1 in cue period. Of nine cells with
sustained shape of PC1, two showed also sustained shape in the
cue period. This result shows that the response features to the
value seemed to be restricted to the cue period.

The neural response scales with the discounted value of the
visual cue
For 17/44 (40%) neurons, there was a significant linear correla-
tion between the mean coefficient of the first principal compo-
nent of each offer and the discounted value calculated from the
behavior (Fig. 7A,D). The linear correlation with the discounted
value was seen for both sinusoidal and unimodal neurons. Of
these 17 neurons 8 had unimodal PC1 (6 unimodal and 2 sus-
tained) and 9 were sinusoidal.

The responses to some stimuli appeared similar to each other.
To determine how many groups of stimulus-elicited responses
might legitimately be distinguished, a cluster analysis was per-
formed followed by a set of ANOVAs, i.e., were there really nine
distinguishable responses, or was the number likely to be fewer?

We performed divisive clustering for each cell (“hclust” func-
tion in R with agglomeration method “ward.D2”). Using the
cluster dendrogram as a guide the responses for each cell were
treated as though there were 2, 3, 4, or 9 distinguishable levels
(Fig. 7B).

For each cell, four separate one-way ANOVAs were per-
formed with the number of levels as the independent variable.
These models were compared (“anova” function in R using test
“ChiSq”). The model with largest number of levels that was sig-
nificantly different from the next larger number of levels was
taken to signify the most complex model (largest number of lev-
els) that was justifiable. This procedure showed that the visual
cue-elicited responses could be grouped into 2 levels (36/44 cells),
3 levels (7/44 cells), or 4 levels (1/44 cells). Thus, overall the
responses of these neurons fell mostly into two groups (Fig. 7E).

For the 17 neurons that showed the modulation linearly re-
lated to the discounted value, the neural activity appeared clus-
tered at two levels, high and low reward value (Fig. 7C, dashed

Figure 5. First principal component by shape. A, Sinusoidal first principal components for 20 neurons showing reversed pause-pulse response among offers (gray and black curves). The black
curve corresponds to the sinusoidal shape of the first principal component of the neuron in Figure 4A. The two peaks, one positive and the other negative for PC1, show that the most variance in the
overall response is localized in two periods of the cue period. In the neural response of the neuron in Figure 4A, these two periods roughly coincide with those where the pause becomes pulse or vice
versa and the pulse became pause or vice versa (shown in detail in Fig. 4B). B, Unimodal first principal component for 18 neurons (gray and black curves). The black curve corresponds to unimodal
shape of the first principal component of the neuron in Figure 6A. This curve shows that the variance across the overall response is mostly localized in one period of the whole cue period. This period
roughly coincides with the starting of the pulse phase of the neural response and with the starting of the variability of the response among the offers (shown in detail in Fig. 6B). C, First principal
component for six neurons with sustained firing (gray curves). D, Average response (blue line) and average response reconstructed by adding PC1 weighted by coefficient of PC1 to the average
response (red line) for the neuron in Figure 4A, for each offer (indicated from “a” to “i”). Dashed lines represent SE.
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Figure 6. Spike raster plots for one unimodal neuron. A, Raster displays of the response of one neuron among the nine offers (indicated from “a” to “i” and related to Fig. 1B), aligned to cue onset
(time 0). The spike density is shown above each raster. Shading shows the 75–750 ms analysis interval. B, Spike density curves of two offers (6 drops/4 s as delay, blue curve; middle, right in A) and
4 drops/1 s as delay (red curve; middle, top in A), illustrating the modulation of the pulse phase according to the offer.

Figure 7. Neural response related to discounted value. A, Linear correlation between the mean coefficient of PC1 for each offer and the discounted value calculated from the behavior for one
neuron. Error bars represent SE. Letters from “a” to “i” correspond to the nine offers (related to Fig. 1B). B, Cluster dendrogram for the same neuron as in A, using the mean coefficient of PC1. Based
on the cluster dendrogram the responses were treated as if they were distinguishable among the nine levels corresponding to the nine offers (from “a” to “i”), or as if they were distinguishable in
progressively fewer levels; that is, in four levels: “c”, “b/f”, “a/e”, “g/d/h/i”, in three levels: “c/b/f”, “a/e”, “g/d/h/i”, or in two levels: “c/b/f”, “a/e/g/d/h/i”, where the response in each level was
indistinguishable. C, The two dashed ovals represent the two major levels identified after the model selection analysis, where the hypothesis is that neural responses to the offers c, b, and f are
indistinguishable from each other, and distinguishable from the neural responses to the offers a, e, g, d, h, and i, which are each indistinguishable from each other. Error bars represent SE. D,
Distribution of the linear correlation coefficients (R 2) between the mean coefficient of PC1 and discounted value for each neuron. E, Cells with not significant (orange bars) and significant (cyan bars)
linear correlation between the mean coefficient of PC1 and discounted value, in which the neural response to the offers was distinguishable among 2, 3, 4, or 9 levels.
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ovals) or in three levels of high, medium and low value; that is,
when the cues represented outcomes with similar value to the
monkeys (Fig. 7C; stimuli labeled f, b, and c elicit indistinguish-
able responses), the neural activity failed to distinguish among
cue elicited responses within the cluster. Overall, the cue-elicited
responses are related to the value associated with the cue.

To determine whether the offers were distinguishable by the
population activity we constructed and tested decoding classifiers
based on linear discriminant analysis (see Materials and Meth-
ods). The average decoding accuracy estimated as mean across 30
iterations was 11.6 � 0.44% (M � SD).

To exclude the hypothesis that the modulation of the response
in the cue period was related to the intention of the monkey to
accept or refuse the offer, a one-way ANOVA (p 
 0.05) was
performed on each offer where the animal responded with at least
5 accepted and 5 refused trials (N � 150; 119 offers for Monkey 1
and 31 for Monkey 2). For 95% of the offers the neural response
when the monkey accepted was indistinguishable from that when
the monkey refused (Fig. 8A,B,C). The R 2 values extracted from
the ANOVA for all 150 offers were small (Fig. 8D). The 7/150 that
were significant were just about exactly what would be expected
by chance at the 5% level.

We evaluated whether neural activity in cue period was related
to the subsequent motor response; that is, does motor prepara-
tion influence the cue-related response? Each offer was split in
trials where the animal released the bar after the first go-signal
and in trials where the animal released the bar after the second
go-signal (see Materials and Methods). A one-way ANOVA (p 

0.05) was performed on each offer where the animal responded
for at least five trials after the first go-signal and five trials after the
second go-signal (N � 420; 279 offers for Monkey 1 and 141 for
Monkey 2). For 96% of the offers the neural response in the cue

period when the animal released the bar after the first go signal,
the cue-related response was indistinguishable from that when
the monkey released the bar after the second go signal (Fig.
8E,F). The R 2 values extracted from the ANOVA for these 420
offers were small. The 18/420 offers that were significant is just
about exactly the number of them that would be expected to
appear significant by chance at the 5% level (Fig. 8G). Thus, we
were unable to identify an effect on the responses that could be
attributed to motor anticipation.

Discussion
We studied how TANs in the rostromedioventral striatum en-
code information about predicted rewards. In each trial the mon-
key was offered a single reward that could be accepted or refused.
The reward value, signaled through its association with a visual
cue, was constructed by combining one of three reward sizes with
one of three delays. The monkeys modulated their behavior by
accepting or refusing the offer according to the value the animal
attributed to the predicted reward; they were increasingly likely
to accept offers as the reward became larger and the delay became
shorter. We observed that the values were very well described by
a simple reinforcement learning model for the discounted value
of the rewards. For both monkeys the ordering of values was the
same, although the two monkeys showed different overall sensi-
tivity to the discounted values.

All of the TANs we recorded modulated their activity in rela-
tion to the discounted value of the reward predicted by the cue.
The response was localized in time. Past studies using Pavlovian
conditioning tasks have shown that TANs respond to reward
delivery and to conditioned stimuli that predict appetitive or
aversive outcomes with a stereotyped response, a pause followed
by a pulse (Kimura et al., 1990; Aosaki et al., 1994; Ravel et al.,

Figure 8. Neural response is not related to predicted choice and to motor response. Raster displays with spike densities on top of three different neurons when visual cue indicating
2 drops/long delay (A), 4 drops/long delay (B), and 6 drops/long delay (C) are shown to the monkey. The activity is aligned to the cue onset (time 0); dashed rectangles show the 75–750
ms analysis interval. Trials are sorted based on the choice, accept (red) or refuse (blue). D, Distribution of R 2 values extracted from the ANOVA for each offer. Raster displays with spike
densities on top of two different neurons when visual cue indicating 6 drops/long delay (E), 6 drops/short delay (F ), are shown to the monkey. The activity is aligned to the cue onset (time
0); dashed rectangles show the 75–750 ms analysis interval. Trials are sorted based on whether the response is made after the first go-signal (black) or after the second go-signal (pink).
G, Distribution of R 2 values extracted from the ANOVA for each offer.
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1999, 2001). The pause-pulse nature of TANs responses has be-
come almost diagnostic for their identification (Marche et al.,
2017) and is frequently used as one of the criteria to identify
TANs. For at least some of the reward offerings each of our TANs
showed the pause followed by an excitatory rebound response
that has been taken as characteristic of TANs (Kimura et al., 1984,
1990; Apicella, 2002, 2017).

For approximately half of the neurons we recorded the inten-
sity of the pulse was modulated by the predicted reward in a
manner similar to that reported recently (Nougaret and Ravel,
2015). For the other half, the pattern of the response surprised us.
The modulation involved the entire pause-pulse pattern. The
pause and pulse were modulated simultaneously like a see-saw
going up and down. For some cues there was a complete reversal
of the pause-pulse pair so that the response became pulse-pause,
that is, the temporal shape of the response depended on which the
cue appeared. The see-saw modulation of these neurons inter-
feres with detection of the response modulation when the spikes
are counted over the whole interval because the pause and pulse
are balanced.

To analyze this temporally modulated signal we used principal
component analysis. The principal component analysis revealed
what was obvious from inspection: the two phases of the response
were modulated together. The first principal component looked
like a sinusoid that was modulated across the different valued
cues. The positive and negative components of sinusoidal princi-
pal component were equal, thereby showing why spike counting
across the interval did not reveal neural response modulation.

There seems to be only one previous report of recordings
taken from rat ventral striatum that shows a phase reversing
modulation in TANs to unexpected reward delivery and omis-
sion during reward-based learning (Atallah et al., 2014). At this
point it is not clear whether the phase reversing responses we have
seen are characteristic of TANs throughout the striatum, and they
can only be seen when there is a wide range of values to encode, or
whether they are found only in this limbic striatum. In monkeys
the one study that compares TANs in the dorsal, intermediate,
and ventral striatum shows that the dorsal and ventral TANs have
differences in response latency and pause width in response to
rewarding events (Marche et al., 2017), so it is at least plausible to
think this could be a characteristic found only in limbic striatum,
but it is possible that the reversing modulation we have seen in
ventral TANs is also a feature of dorsal TANs response, if they
were to be recorded under the same experimental circumstances.

At this time, it is still not clear how the two responses phases,
pause and pulse arise (Matsumoto et al., 2001; Nanda et al., 2009;
Aosaki et al., 2010; Nakajima et al., 2017). For the neurons we
term unimodal where the pulse is modulated according to the
reward value and the pause seems unaffected, the origins of pause
and pulse appear independent (Schulz and Reynolds, 2013). For
the sinusoidal TANs with the sinusoidal first principal compo-
nent, the inputs contributing to the pulse are equal in power to
the inputs contributing to the pause.

Thus, we might have seen two classes of TANs characterized
by different input patterns, balanced versus unbalanced excit-
atory and inhibitory inputs. The changes in TAN firing might
well arise from the multitude of different afferents that TANs
receive, mostly glutamatergic from the cortex and the thalamus
(Matsumoto et al., 2001; Doig et al., 2014), and other afferents
from GABAergic collaterals of striatal projection neurons as seen
in monkeys (Gonzales et al., 2013), including from the ventral
tegmental area that, as seen in mice, provide direct inhibition of
the ventral striatal cholinergic interneurons (Brown et al., 2012).

The sinusoidal temporal modulation of the TANs firing we
have reported here was unexpected. It is intriguing and opens the
question of what inputs are driving it and what has contributed to
it and whether there is any functional and /or cellular mechanism
different from the mechanisms driving the unimodal responses.

Striatal cholinergic interneurons play an important role in
behavioral flexibility, both for reversal learning (Brown et al.,
2010) and set-shifting (Aoki et al., 2015). The temporal modula-
tion could serve as a neural mechanism relating the animal’s
ability to react flexibly according to the contingency in the cur-
rent trial.

Taking the results of Atallah et al. (2014) and Marche et al.
(2017) into account with our results describes the sensitivity of
the response to predicted reward value in ventral striatal TANs. It
appears that the relatively rich repertoire of temporally modu-
lated responses we found in these individual TANs arose as a
consequence of having presented a relatively rich repertoire of
reward values, and, perhaps, the need to compute value across
two-dimensions, here temporal delay and reward size.

Approximately half of the neurons taken from each of the
unimodal and the sinusoidal groups showed linear scaling of the
coefficient of the first principal component against the value es-
timated from the reinforcement model of the behavior. In addi-
tion, responses were clustered in such a way that several visual
cues of equivalent value elicited responses that were indistin-
guishable. This latter finding makes it unlikely that the neural
responses were modulated by the identity of the visual cue but
rather the responses are related to the value encoded.

Each TAN we recorded had its response localized in time with
respect to the onset of the cue, with the response to each TAN
occupying its own characteristic time window as seen by exam-
ining the positions of the first principal components in time. The
total time tiled by the population of TANs is relatively wide, order
300 ms (compare Fig. 5, compare A, B,C). The time-locking of
each TAN in time combined with the temporal coding makes it
appear that the population of TANs has a particular signature for
each stimulus. With this coding mechanism the message being
carried by the population is sustained over this relatively ex-
tended time interval, presumably making the message available
for a relatively prolonged period as might be needed by a
decision-making process evaluating a set of options.

There is evidence for synchronization, seen as peaks in cross-
correlograms, that might be related to this time-locking of TAN
responses (Raz et al., 1996). Based on now classic experiments
(Bryant and Segundo, 1976; Mainen and Sejnowski, 1995), we
know that continuously changing rate, like the responses we have
seen here, is a powerful mechanism for entraining the membrane
of a target neuron so that the timing of spikes at the target exhibits
a replicable pattern on each iteration of the same input. The
coordinated activity across TANs could lead to the TANs having
a coordinating effect on dopamine release (Cachope et al., 2012;
Threlfell et al., 2012; Cachope and Cheer, 2014) and on projec-
tion neurons in a manner similar to what others previously re-
ported. In this scenario TANs would influence the membrane
potential of projection neurons, thereby coordinating the activity
of these neural elements, through regulating their membrane up-
states so that these targeted neural elements become coordinated
(Graybiel et al., 1994; Stern et al., 1998; Carrillo-Reid et al., 2009;
Kreitzer, 2009). Despite many efforts, it has been difficult to show
that temporally encoded information plays a role in cognitive
function (Ahissar et al., 1992; Haalman and Vaadia, 1998; Grün
et al., 2002). Here, we observed that in an operant task rostrome-
dioventral striatal TANs in monkeys use temporally modulated
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responses to encode cognitive information from a rich set of
reward values. We speculate that this temporal coding is impor-
tant for regulating appropriate value-based choices.
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