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Abstract

Speech processing is slower and less accurate when listeners encounter speech from multiple 

talkers compared to one continuous talker. However, interference from multiple talkers has been 

investigated only using immediate speech recognition or long-term memory recognition tasks. 

These tasks reveal opposite effects of speech processing time on speech recognition—while fast 

processing of multi-talker speech impedes immediate recognition, it also results in more abstract 

and less talker-specific long-term memories for speech. Here, we investigated whether and how 

processing multi-talker speech disrupts working memory maintenance, an intermediate stage 

between perceptual recognition and long-term memory. In a digit sequence recall task, listeners 

encoded seven-digit sequences and recalled them after a 5-s delay. Sequences were spoken by 

either a single talker or multiple talkers at one of three presentation rates (0, 200, and 500-ms 

inter-digit intervals). Listeners’ recall was slower and less accurate for sequences spoken by 

multiple talkers than a single talker. Especially for the fastest presentation rate, listeners were less 

efficient when recalling sequences spoken by multiple talkers. Our results reveal that talker-

specificity effects for speech working memory are most prominent when listeners must rapidly 

encode speech. These results suggest that, like immediate speech recognition, working memory 

for speech is susceptible to interference from variability across talkers. While many studies ascribe 

effects of talker variability to the need to calibrate perception to talker-specific acoustics, these 

results are also consistent with the idea that a sudden change of talkers disrupts attentional focus, 

interfering with efficient working memory processing.
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Introduction

Prior research has revealed that talker variability can interfere with speech processing. 

Compared to processing speech from one consistent talker, listening to speech spoken by a 
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series of multiple talkers leads to slower and/or less accurate speech recognition (Choi, Hu, 

& Perrachione, 2018; Mullennix & Pisoni, 1990; Mullennix, Pisoni, & Martin, 1989; 

Nusbaum & Magnuson, 1997). Since the phonetic realization of speech varies greatly 

depending on who said it and in what context (Hillenbrand, Getty, Clark, & Wheeler, 1995; 

Peterson & Barney, 1952), speech phonetics do not have a deterministic relationship with 

abstract phonemic representations (Liberman, Cooper, Shankweiler, & Studdert-Kennedy, 

1967). Therefore, some authors have interpreted the interference effect of listening to speech 

from multiple talkers as indicating that there is a cognitive/processing cost to recalibrating 

listeners’ perception to accommodate differences in phonetic-phonemic correspondence 

across talkers and tokens (Magnuson & Nusbaum, 2007; Nearey, 1998; Nusbaum & Morin, 

1992). However, when the source of a speech stream suddenly switches between subsequent 

tokens, there is also a disruption of featural continuity in the auditory stimulus. An 

alternative explanation for the interference effect from multiple talkers is that such bottom-

up, stimulus-driven discontinuity may disrupt listeners’ attentional focus and lead to a 

perceptual cost when listeners must switch attention between different sources and features 

encountered in the speech stream (Best, Ozmeral, Kopčo, & Shinn-Cunningham, 2008; 

Bressler, Masud, Bharadwaj, & Shinn-Cunningham, 2014). Thus, talker discontinuity may 

impede a listener’s ability to integrate auditory events over time (Shinn-Cunningham, 2008), 

interfering with auditory stream formation (Darwin & Carlyon, 1995; Sussman, Horváth, 

Winkler, & Orr, 2007).

While talker-specific characteristics of speech sounds are putatively irrelevant to the 

linguistic content of speech itself, knowledge about talkers can affect how listeners perceive 

linguistic messages (e.g., Johnson et al., 1999; Niedzielski, 1999). Furthermore, talker-

specific information is indeed encoded in long-term memory for speech (Geiselman & 

Bellezza, 1977). For instance, listeners recognize words less accurately when they are 

spoken by a different talker during encoding versus recognition (Bradlow, Nygaard, & 

Pisoni, 1999; Craik & Kirsner, 1974; Palmeri, Goldinger, & Pisoni, 1993). Furthermore, 

familiarity with a talker’s voice enhances intelligibility of that talker’s speech under adverse 

listening conditions (Nygaard & Pisoni, 1998; Nygaard, Sommers, & Pisoni, 1994; Souza, 

Gehani, Wright, & McCloy, 2013). However, inclusion of talker-specific information in 

long-term memory for speech appears to require a suitable amount of time or effort during 

speech encoding, as slower or more effortful processing is more likely to yield talker-

specific long-term memories (Luce & McLennan, 2005; but see Theodore, Blumstein, & 

Luthra, 2015). According to this view, fast processing of speech only allows encoding of 

abstracted content of speech information while discarding talker-specific details of speech. 

However, this notion is inconsistent with the fact that fast processing of multiple talkers’ 

speech interferes with listeners’ immediate recognition of speech (Choi et al., 2018; Green, 

Tomiak, & Kuhl, 1997; Mullennix et al., 1989; Mullennix and Pisoni, 1990).

To date, the cost of listening to multi-talker speech has been investigated in the context of 

either immediate perceptual processing (e.g., Choi et al., 2018; Mullennix et al., 1989; 

Mullennix & Pisoni, 1990) or episodic long-term memories for speech (e.g., Goldinger, 

Pisoni, & Logan, 1991; Martin, Mullennix, Pisoni, & Summers, 1989; Nygaard et al., 1994; 

Nygaard, Sommers, & Pisoni, 1995; Palmeri et al., 1993). It remains unknown whether and 

how talker variability affects an intermediate processing stage that lies between perception 
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and long-term memory—that is, the processing and short-term maintenance of speech 

information in working memory. Furthermore, while both immediate speech recognition and 

long-term memory for speech exhibit interference effects from multi-talker speech, the rate 

of processing multi-talker speech appears to influence these two levels of processing in 

opposite ways. Correspondingly, nothing is known about how the time for processing multi-

talker speech during encoding affects working memory representations for speech—

particularly whether the effect of processing time on speech working memory is similar to 

immediate speech recognition or long-term memory for speech. The classic working 

memory model asserts that the contents of working memory are abstract representations of 

linguistic units (Baddeley, 1992), which would suggest processing time should affect 

working memory and long-term memory similarly. However, recent studies have 

demonstrated that stimulus-specific acoustic details (e.g., syllable pitch) are also maintained 

in working memory (Lim, Wöstmann, & Obleser, 2015; Lim, Wöstmann, Geweke, & 

Obleser, 2018). This raises the possibility that talker variability during perceptual processing 

will also influence auditory working memory representations, and will do so in a manner 

similar to how it affects immediate speech recognition. The present study examines whether 

and how variability in task-irrelevant indexical features (i.e., speech spoken by multiple 

talkers) of speech impacts the speed, accuracy, and efficiency of recall from auditory 

working memory.

Here, we investigated whether processing speech from multiple talkers interferes with 

working memory performance compared to processing speech from one consistent talker. 

Furthermore, we tested how any such cost changed as a function of the time available to 

process individual speech tokens. Using a delayed recall of digit span task, we calculated 

listeners’ working memory 1 recall efficiency (an integrated statistic combining processing 

speed and accuracy; Townsend & Ashby, 1978) in conditions manipulating talker variability 

(single talker vs. multiple talkers) and time to encode each digit (0-, 200-, or 500-ms inter-

stimulus intervals; ISIs). We hypothesized that talker variability would increase cognitive 

cost and/or attentional disruption, leading listeners to be less accurate and efficient in 

recalling digits spoken by multiple talkers compared to a single talker. If talker-specific 

details in speech are discarded at fast speech rates (e.g., McLennan & Luce, 2005), we 

would expect the processing cost to be reduced when hearing multiple talkers at faster rates. 

Conversely, the emergence of auditory streaming (i.e., the integration of discrete acoustic 

tokens into one coherent auditory object) decreases as ISI increases (van Noorden, 1975); 

therefore, if the cost of listening to multiple talkers is incurred by a disruption of streaming 

(and attentional focus), we would instead expect greater processing costs at faster speech 

1It is a matter of debate whether the psychological construct assessed by forward digits span tasks is better operationalized as short-
term memory instead of working memory, the latter of which reflects the additional cognitive demands of sustained attention to short-
term memory representations (e.g., Conway et al., 2002; Cowan, 2008; Engle et al., 1999; Kane et al., 2001). However, unlike 
conventional digit span tasks that involve immediate recall, the current task imposes an additional 5-s retention period, during which 
participants must actively maintain the memory representations prior to recall. Thus, while not requiring executive manipulation of the 
short-term memory store, as in backwards digit span or sequencing tasks, the current task does introduce additional demands for 
focused attention to short-term memory representations, as in working memory tasks. Furthermore, the principal goal of the current 
study is to investigate the nature of the mental representations of speech maintained in short-term memory storage, which is inherent 
to both working- and short-term memory systems (Cowan, 2008; Engle et al. 1999). Thus, here we operationalize our task as one of 
working memory, with the caveat that it is, at least, an instrument for measuring representations in the short-term memory system.
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rates, when streaming of single-talker speech is strongest and the effect of a disruption of 

streaming the greatest.

Methods

Participants

Twenty-seven native English-speaking listeners (19 females; mean age = 21.2 ± 2.45, 18–29 

years) with normal hearing participated in the study. The sample size was determined based 

on the number of permutations needed to counterbalance experimental conditions. All 

participants were recruited through Boston University participant database and online job 

advertisement. All experimental procedures were approved by the Boston University 

Institute Review Board. Participants provided written informed consent and were 

compensated ($15/hour) for participating.

Stimuli

Natural recordings of the digits 1–9 produced by eight native American-English speakers (4 

female and 4 male, one token of each digit by each talker) were used in the study (Figure 1). 

Digits were recorded in a sound-attenuated chamber at a sampling rate of 48 kHz at 16-bit 

resolution. In order to prevent temporal asynchrony in processing digit sequences, each digit 

recording was resynthesized to 550 ms in duration, using the pitch-synchronous overlap and 
add (PSOLA; Moulines & Charpentier, 1990) algorithm in Praat to maintain natural sound 

quality. Linear 10-ms onset and 30-ms offset ramps were applied to all stimuli, and stimuli 

were normalized to equivalent root-mean-squared amplitude (65 dB SPL)2.

The digit sequence for each trial was constructed by concatenating recordings of seven 

digits. The sequence construction was pseudorandom; digits appeared in any position in the 

sequence with equal probability, with the constraint that no adjacent repetitions of the same 

digit appeared in any sequence.

Experimental task and procedure

Participants performed a delayed digit sequence recall task (Figure 2) in a 2 × 3 design 

manipulating conditions of talker (single talker vs. multiple talkers) and stimulus 

presentation rate (0-, 200-, and 500-ms ISIs) during digit sequence encoding. On each trial, 

participants heard a sequence of seven, randomly selected digits, either all spoken by a 

single talker or each digit spoken by a different, random talker (i.e., no repeated talkers in a 

multi-talker sequence). After a 5-s retention period, participants recalled the sequence in the 

order of its presentation during encoding. A number pad appeared on the computer screen 

following the 5-s retention, and participants used a computer mouse to select the digits in 

order. Throughout the digit encoding and retention periods, participants fixated on a center 

dot on the screen. Participants were instructed not to speak the digits out loud.

Participants completed 6 blocks of 24 trials each. In each block, there were an equal number 

of trials with digit sequences spoken by a single talker or multiple talkers. The order of trials 

2All stimuli are available in https://open.bu.edu/handle/2144/16460
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was semi-randomized; three trials of the same talker condition (e.g., three single-talker 

trials) were presented in a row. To facilitate the effect of talker continuity, the same talker 

produced digits in each of the three consecutive single-talker trials. Within each block, digit 

sequences were presented with the same ISI, and the order of ISI blocks was 

counterbalanced across participants using Latin square permutations.

Prior to the start of the experiment, participants completed a brief practice session (5 trials) 

in which the digit sequence was spoken by one male talker; this talker’s speech was used in 

only the practice session, and never presented during the main experimental task. 

Throughout the experiment, the number of presentations of each stimulus (i.e., each talker’s 

spoken digits) was balanced across both talker conditions. The experiment was controlled by 

Psychtoolbox-3 (MATLAB). No feedback was provided. The experiment was conducted in a 

sound-attenuated booth, and sounds were delivered through Sennheiser HD-380 pro 

headphones.

Data analysis

Accuracy was determined based on participants’ recall of the correct digit at each position in 

the sequence on each trial. Response time (RT) was quantified as the time delay between the 

appearance of the number pad screen and participants’ selection of the first digit in the 

sequence. For calculating RT, any trial in which either participants’ first digit response was 

incorrect or their log-transformed RT was greater than 3 standard deviation from their mean 

in that condition was excluded. Prior to statistical analysis, RT data were log-transformed to 

ensure normality.

The main interest of the current study was to examine whether talker variability disrupts 

recall of speech from memory and, if it does, how this cost varies with stimulus presentation 

rate. To this end, we analyzed the recall accuracy and onset RT using logistic and linear 

mixed-effects models, respectively, implemented in lme4 in R (v3.3.3). Fixed factors 

included talker (single- vs. multi-talkers) and stimulus rate (0-, 200-, and 500-ms ISIs), with 

participants as a random factor. An additional fixed factor, digit position (1–7), was included 

in analyzing recall accuracy using the logistic mixed-effects model. We used forward 

iterative model comparisons; starting from a null model (i.e., an intercept), we added fixed 

and interaction effects, as well as subject-wise random slopes of the fixed factors, in a 

stepwise manner. Model fitting was assessed based on maximum likelihood estimation, and 

models were compared based on log-likelihood ratio tests (Chambers & Hastie, 1992). Any 

significant effects found in the best model were followed by post-hoc testing using 

differences of least-squares means (lsmeans in R).

To gain further insight into the results, we tested the effects of talker and ISI conditions on 

participants’ overall memory recall efficiency. The efficiency measure is a composite score, 

combining both the accuracy and RT measures (cf. inverse efficiency, adapted from Bruyer 

& Brysbaert, 2011; Townsend & Ashby, 1978; 1983). The efficiency measure is computed 

as an individual’s average recall accuracy divided by their mean RT (i.e., proportion correct / 

RT) across trials. We conducted a repeated-measures ANOVA on the log-transformed recall 

efficiency with two within-subject factors: talker (single vs. multiple talkers) and stimulus 
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rate (0-, 200-, 500-ms ISIs). Any significant effects were followed up by post-hoc paired-

sample t-tests.

Results

Figure 3 illustrates the average accuracy of recall performance by digit position across levels 

of the talker and ISI conditions. As commonly observed in the serial memory recall tasks, 

the logistic mixed-effects model analysis revealed a robust main effect of digit position 

(χ2(1) = 7.64, p = 0.0057): accuracy was highest for recalling digits in the initial and final 

positions of the sequence (i.e., primacy and recency effects; Figure 3A).

Analysis also revealed a significant main effect of talker (χ2(1) = 18.015, p = 2.2 × 10−5), 

but a marginal effect of ISI (χ2(1) = 3.087, p = 0.079). As shown in Figure 3B–C, 

participants recalled the digits less accurately when the digit sequence was spoken by 

multiple talkers than a single talker (Mdiff = –3.77; t26 = 4.13, p = 0.00034) consistently 

across ISIs. However, addition of any interactions among the fixed factors did not improve 

the model fit (all ps > 0.40).

We tested whether participants’ RTs differed between the single vs. multiple talker 

conditions as a function of the stimulus presentation rate (ISI). The linear mixed-effects 

modeling analysis of the log-transformed RTs revealed a significant talker × ISI interaction 

(χ2(1) = 4.59, p = 0.032) and a main effect of talker (χ2(1) = 5.89, p = 0.015), but a 

marginal effect of ISI (χ2(1) = 2.98, p = 0.084). As illustrated in Figure 4, we found that 

participants recalled digit sequences significantly slower when they were spoken by multiple 

talkers than a single talker (Mdiff = 48.66 ms). However, recalling digits spoken by multiple 

talkers was slower than for a single talker only when the digits were presented at the fastest 

rate (0-ms ISI: Mdiff = 128.99 ms; t26 = 2.96; p = 0.0065); the talker effect did not hold for 

rates of 200-ms ISI (Mdiff = 36.62 ms, t26 = 1.04; p = 0.31) or 500-ms ISI (Mdiff = –19.63 

ms, t26 = 0.044, p = 0.97) (Figure 4B).

Next, we examined the effect of talker as a function of ISI on the overall memory recall 

efficiency measure—a composite score of recall accuracy and RT (Figure 5). A 2 (single vs. 

multiple talkers) × 3 (0-, 200-, 500-ms ISIs) repeated-measures ANOVA on the log-

transformed efficiency measure revealed a significant effect of talker (F1,26 = 16.25, p = 

0.00043, η2p = 0.38) and a significant talker × ISI interaction (F1,26 = 5.41, p = 0.028, η2
p = 

0.17), but no significant effect of ISI (F1,26 = 0.018, p = 0.89; η2
p = 0.00071). Post-hoc t-

tests revealed that recalling digits spoken by multiple talkers compared to a single talker was 

less efficient, especially when digits were presented at a fast rate (0-ms ISI: Mdiff = –0.15, 

t26 = 3.50, p = 0.0017). However, the difference in recall efficiency caused by multiple 

talkers decreased as a function of presentation rates (Figure 5B; 200-ms ISI: Mdiff = −0.083, 

t26 = 2.10, p = 0.046; 500-ms ISI: Mdiff = −0.042, t26 = 1.35, p = 0.19).

Discussion

Do discontinuities in the talker’s voice during speech encoding influence how well listeners 

process and store speech information in working memory? And does any such effect of 

talker discontinuity depend on the rate of incoming speech? We investigated these questions 
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by using a delayed-recall of digit span task, in which participants maintained and recalled a 

serial order of digits spoken by one continuous talker or multiple talkers at three different 

speech rates.

We found that talker variability in speech interfered with serial recall of working memory. 

Compared to a sequence of digits spoken by one talker, listeners were less accurate and 

slower—thereby, less efficient—in memory recall for digits spoken by multiple talkers. 

Moreover, temporal demands on encoding (speech rate) impacted the extent to which talker 

discontinuity disrupted listeners’ recall speed, hence efficient working memory for speech. 

For the fastest speech rate, the disruption of memory recall was greatest (Figure 5). 

Conversely, when listeners were given additional time to process and encode each speech 

token, talker variability had a smaller effect on memory recall efficiency. Thus, our results 

suggest that speech at faster rates leads to greater interference from talker variability on 

recalling speech information in working memory.

Interestingly, this finding is in contrast to what would be predicted by a framework that 

emphasizes the role of timing in determining the representational detail of encoded speech 

(McLennan and Luce 2005; Luce et al., 2003). According to this view, encoding and 

retrieving fine-grained details of speech, such as talker-specific features, require additional 

time beyond that devoted to parsing the abstract lexical or phonological content. As such, 

slower processing time for speech (including due to greater task difficulty) amplifies talker-

specificity effects in long-term memory recognition tasks (Mattys & Liss, 2008; McLennan 

& González, 2012; McLennan & Luce, 2005). Conversely, faster timing is thought to 

prevent encoding, and thus retrieval, of fine-grained acoustic details, thereby emphasizing 

processing of abstract speech representations, and reducing talker-specificity effects. 

However, this view is also inconsistent with prior findings that demonstrated robust talker 

variability/specificity effects on immediate speech recognition, regardless of timing and task 

difficulty; even with fast speech presentation rates and under relatively low task difficulty, 

talker variability interferes with speech perception as well as memory recall (e.g., Choi et 

al., 2018; Goldinger et al., 1991).

A recent study has suggested that rather than timing per se, explicit attention during speech 

processing might be important in the encoding and retrieval of talker-specific information 

from speech. Theodore et al. (2015) recently showed that a talker-specificity effect emerged 

during speech recognition only when listeners’ attention was directed to indexical speech 

features during encoding. Nonetheless, talker variability has repeatedly been shown to 

influence how rapidly listeners can recognize spoken words, even without directed attention 

to talker (e.g., Mullennix & Pisoni, 1990; Choi et al., 2018; inter alia). In the present study, 

listeners’ working memory recall was also affected by talker variability even though this task 

did not require attention to talker identity during speech processing.

There are two potential explanations as to how talker variability can disrupt working 

memory for speech as shown in the present study. One possibility is that working memory 

representations of speech are not maintained as purely abstracted phonological/lexical items 

independent from sensory-specific processing (cf. Baddeley, 1992; 2003), but rather that 

these working memory representations retain the indexical variability of speech encountered 
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during encoding. That is, as stimulus-specific details of speech are internally represented in 

memory (Lim et al, 2015; 2018), speech spoken by one consistent talker might be more 

efficiently represented in working memory than speech spoken by different talkers, even if 

the speech carry the same linguistic message (see below for a discussion of potential 

differences in memory representations). This possibility is consistent with an emerging 

neurobiological model of speech working memory, which posits that maintenance of speech 

information in memory relies on the very same brain networks involved in speech perception 

and production (Hickok, 2009; Jacquemot & Scott, 2006; Perrachione, Ghosh, Ostrovskaya, 

Gabrieli, & Kovelman, 2017). Thus, the speech working memory store might remain 

susceptible to variability-related interference like that observed during immediate 

recognition.

The other intriguing possibility is that discontinuities in talker disrupts listeners’ attentional 

focus during speech processing (e.g., Bressler et al., 2014; Darwin & Hukin, 2000; Shinn-

Cunningham, 2008). Such disruption in turn would directly degrade the fidelity of speech 

encoding, so that working memory would inherit a degraded representation of speech. Of 

course, these two possibilities are not mutually exclusive; degradations in memory 

performance may be due to disruptions in speech encoding, to inefficient maintenance of 

working memory representations of speech, or both. Our data suggest that talker variability 

does more than just disrupt speech encoding, as we still observe a significant effect of talker 

variability in recall accuracy even at the slowest speech rate (i.e., 500-ms), when listeners 

have ample time to encode and/or switch attention to each speech token (Figure 3, right; 

χ2(1) = 6.48, p = 0.011).

Our results are in line with the idea that talker continuity contributes to binding discrete 

speech tokens (here, spoken digits) into a coherent auditory object (Bregman, 1990; Shinn-

Cunningham, 2008). In particular, when speech tokens are encountered close in time, talker 

continuity in speech can give rise to the perception of a continuous auditory stream (Best et 

al., 2008; Bressler et al., 2014). The advantage of auditory streaming for speech perception 

is that an entire stream is processed as a single perceptual object (Joseph, Kumar, Husain, & 

Griffiths, 2015; Macken, Tremblay, Houghton, Nicholls, & Jones, 2003; Maddox & Shinn-

Cunningham, 2012; Mathias & Kriegstein, 2014; Shinn-Cunningham, 2008; Sussman et al., 

2007). Within psychoacoustics, it is well accepted that sequence order of items within one 

stream are stored as part of the identity of the single auditory object (Bizley & Cohen, 2013; 

Griffiths & Warren, 2004); however, if streaming breaks down and tokens are perceived to 

be in and stored in memory as in distinct streams, it becomes difficult to judge the temporal 

order of the items (Bregman & Campbell, 1971; Vliegen, Moore, & Oxenham, 1999). 

Temporal gaps between speech tokens break down automatic streaming (Best et al., 2008; 

Bressler et al., 2014), so that individual tokens are processed more independently, even if 

spoken by the same talker. Thus, it may be that disruptions of streaming—either by switches 

in talkers or longer silent delays—reduce processing efficiency and impair the ability to 

recall a sequence of speech tokens in order, as the speech tokens are maintained in working 

memory as multiple, separate auditory objects, rather than one coherent object.

Parsing speech has been shown to rely upon the acoustic regularities of the preceding speech 

context (Liberman et al., 1956; Ladefoged & Broadbent, 1957; Mann, 1986; Evans and 
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Iverson, 2004; Huang & Holt, 2012; Kleinschmidt & Jaeger, 2015; see Heald, van Hedger, 

& Nusbaum, 2017 for a review). The facilitation afforded to speech processing by a 

continuous talker has been previously attributed to biasing effects of this preceding context. 

That is, listeners can build and use a talker-specific acoustic-to-phonemic mapping from the 

immediately preceding speech of a talker in order to reduce the computational demands in 

disambiguating subsequent speech from the same talker (e.g., Magnuson & Nusbaum, 2007; 

Nusbaum & Magnuson, 1997; Kleinschmidt & Jaeger, 2015). While context precedence 

may explain a general facilitation afforded by talker continuity, it cannot fully account for 

our result that there are differences in talker-specificity effects across speech processing 

timing. Under a model in which only preceding context matters, speech from one talker 

should be uniformly beneficial compared to speech from multiple talkers, regardless of the 

presentation rate, because the amount of preceding speech from a specific talker is equal 

when subsequent speech tokens are encountered. However, by showing the largest amount of 

facilitation from talker continuity at the fastest speech rate, our results extend and refine this 

view of context-specific speech processing by providing a novel, mechanistic insight into 

how talker continuity facilitates perception and memory for connected speech. Here, we 

propose that talker continuity-related facilitation—and thereby the context precedence effect

—can be understood as a process of auditory streaming and attention. That is, both featural 

(i.e., source) and temporal continuities in speech sounds may be crucial in forming a 

coherent auditory stream that binds preceding context and subsequent speech into a coherent 

auditory object. Streaming may facilitate speech processing by allowing listeners to 

efficiently allocate attention to specific acoustic features within a coherent auditory object 

(without a need to redirect attention to a new stream; Lakatos et al., 2013; Shinn-

Cunningham, 2008; Winkler et al., 2009; Woods and McDermott, 2017), allowing for more 

efficient extraction of the phonemic content of the speech making up that stream. 

Conversely, in the case of encountering different talkers, attention is disrupted, which 

interferes with speech processing.

While we have emphasized the bottom-up, stimulus-driven aspects of talker continuity vs. 

discontinuity effects, it is also important to consider the role of top-down processing (i.e., 

volitional allocation of attention and expectation) in driving this effect. Prior studies have 

demonstrated that, even with identical speech sounds, perceived discontinuity in speech—

manipulated by modulating listeners’ expectation that words will be spoken by multiple 

talkers rather than by a single talker—alone can induce interference effects like those caused 

by processing speech from truly different talkers (e.g., Magnuson and Nusbaum, 2007). 

Similarly, in the auditory scene analysis framework, listeners’ processing strategies can 

determine whether they perceive a sequence of discrete acoustic tokens as either one 

integrated stream or two segregated streams of sounds. But importantly, this line of work 

also emphasizes how temporal proximity among the discrete sounds plays an important role 

in grouping sounds into one integrated auditory stream (e.g., van Noorden 1975; Bregman, 

1990). This pattern indicates that bottom-up, temporal contiguity can constrain the top-down 

strategy of processing multiple auditory events. Although the current study did not 

systematically bias listeners’ expectation about the talkers in the speech sequence (e.g., 

Magnuson & Nusbaum, 2007), it would be of interest for future studies to examine the 

influence of prior expectation of the perceived continuity vs. discontinuity in talkers on the 
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emergence of auditory streaming, and its cascading impact on speech processing efficiency 

and memory representations for speech.

It is of note that behavioral measurements of working memory performance alone, as in the 

present study, may not unambiguously dissociate exactly when and how variability-related 

interference effects arise. Such questions could be addressed by measuring 

neurophysiological responses (e.g., electro-/magneto-encephalography) and by employing 

neuroimaging techniques (e.g., fMRI). These techniques will elucidate the neural responses 

and brain regions involved separately in the speech encoding and memory retention stages of 

task performance (e.g., Lim et al., 2015; Wöstmann, Lim, & Obleser, 2017). For instance, 

prior fMRI studies demonstrated that recognition of words spoken by multiple talkers 

compared to a single talker was manifested as greater recruitment of cortical regions 

responsible for speech and language processing (Chandrasekaran, Chan, & Wong, 2011; 

Perrachione et al., 2016), as well as higher-order cognitive regions associated with selective 

attention (Wong, Nusbaum, & Small, 2004). Extending this line of research in future studies 

employing these techniques will be necessary to investigate how and whether talker 

variability distinctly influences speech encoding and working maintenance phases.

In conclusion, talker variability in speech affects cognitive operations ranging from 

perception and attention to memory maintenance (see Heald & Nusbaum, 2014 for a 

review). Compared to processing a single talker’s speech, processing multiple talkers’ 

speech creates more opportunity for interference, which has a cascading influence on both 

accuracy and efficiency of memory processes. Many prior studies have asserted that talker 

variability increases the computational demands on listeners for resolving ambiguity in 

mapping between acoustics and linguistic representations during perception, and to 

recalibrate their perception to talker-specific acoustics (Antoniou & Wong, 2015; Martin et 

al., 1989; Mullennix & Pisoni, 1990; Nusbaum & Magnuson, 1997; Nusbaum & Morin, 

1992; Perrachione, Lee, Ha, & Wong, 2011). The current study provides evidence 

supporting an alternative underlying mechanism by which talker variability interferes speech 

processing. Under an auditory attention framework: a change in talker disrupts listeners’ 

attentional processing, impairing their ability to form a coherent auditory stream, which 

ultimately interferes with the efficient formation of auditory objects to be maintained in 

working memory.
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Figure 1. 
Acoustic variability of the spoken digit stimuli. (A) The vowel space (first and second 

formants; F1, × F2; note log scale) of each stimulus. Each point indicates the mean F1 and 

F2 of the sonorant portion of each stimulus. The digit identity of a stimulus is marked as a 

number (e.g., 9 = “nine”). Orange and blue colors indicate the four female and four male 

talkers, respectively. For reference, the acoustic measurements of the current stimuli are 

situated against the canonical acoustics of the four English point vowels (circled vowels: /

i/, /u/, /æ/, and /ɑ/) reported by Hillenbrand et al. (1995). (B) The distribution of vocal pitch 
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(fundamental frequency; F0) of each talker’s digit recordings. F0 was sampled at every 15ms 

of the sonorant portion of each stimulus. The median, interquartile range, and extrema of the 

F0 of each talker are displayed.
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Figure 2. 
Illustration of the digit sequence recall task. Participants heard digit sequences spoken either 

by a single talker or with each digit in the sequence spoken by a different talker (i.e., seven 

talkers). Each digit sequence was presented at a rate of 0-, 200-, or 500-ms inter-digit 

stimulus delay. After a 5-s retention period, participants recalled the digit sequence, in order, 

using a mouse to select digits from a visual display.
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Figure 3. 
Average proportions of correctly recalled digits in each of 2 (talkers) × 3 (stimulus rate; ISI) 

conditions. (A) The mean proportion correctly recalled digits as a function of digit position. 

Error bars indicate the ±1 standard error of the mean (SEM) across participants. (B) Mean 

proportion correct digits recall by talker condition. The thin colored lines connect each 

individual participant’s performance in the single and multi-talker conditions. Group mean 

performance is indicated by the black circles connected by a bold line. (C) Dot density plots 
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of individual participant’s differences (multi- vs. single-talker) in mean proportion correct in 

each ISI condition. The solid line indicates the mean difference across participants.
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Figure 4. 
Response times of the onset of digit sequence recall by talker condition across stimulus 

presentation rates (ISIs). (A) Thin colored lines connect each individual participant’s 

performance in the single and multi-talker conditions. Group means across participants are 

indicated by the black circles connected by bold lines. (B) Dot density plots of individuals’ 

differences (multi–single-talker) in mean response time across ISIs. The solid line indicates 

the mean difference (multi–single-talker) across participants.
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Figure 5. 
Efficiency of digit sequence recall by talker condition across stimulus presentation rates 

(ISIs). (A) Mean log-transformed efficiency score of the digit sequence recall. Data points 

connected by thin colored lines indicate individual participants’ performance in the single 

vs. multi-talker conditions in each ISI condition. Group means across participants are 

indicated by the black circles connected by bold lines. (B) Dot density plots of the 

individuals’ differences (multi–single-talker) in average recall efficiency in each ISI 

condition. The solid line indicates the mean difference (multi–single-talker) across 

participants.
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