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Abstract

Nowadays, because of the unpredictable nature of sensor nodes, propagating sensory data

raises significant research challenges in Wireless Sensor Networks (WSNs). Recently, dif-

ferent cluster-based solutions are designed for the improvement of network stability and life-

time, however, most of the energy efficient solutions are developed for homogeneous

networks, and use only a distance parameter for the data communication. Although, some

existing solutions attempted to improve the selection of next-hop based on energy factor,

nevertheless, such solutions are unstable and lack a reducing data delivery interruption in

overloaded links. The aim of our proposed solution is to develop Reliable Cluster-based

Energy-aware Routing (RCER) protocol for heterogeneous WSN, which lengthen network

lifetime and decreases routing cost. Our proposed RCER protocol make use of heterogene-

ity nodes with respect to their energy and comprises of two main phases; firstly, the network

field is parted in geographical clusters to make the network more energy-efficient and sec-

ondly; RCER attempts optimum routing for improving the next-hop selection by considering

residual-energy, hop-count and weighted value of Round Trip Time (RTT) factors. More-

over, based on computing the measurement of wireless links and nodes status, RCER

restore routing paths and provides network reliability with improved data delivery perfor-

mance. Simulation results demonstrate significant development of RCER protocol against

their competing solutions.

1. Introduction

WSN can be defined as a collection of self-organized minute devices, named as sensor nodes.

All deployed sensor nodes are dispersed in a random manner based on ad-hoc infrastructure,

to gather the sensory data over the entire network field. Unlike other wireless communication

technologies, the WSNs pose unique constraints on the communication protocols because of
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constrained resources [1]. Routing protocols in traditional networks are designed in a way to

improve network performance in terms of data delivery and network latency. On the other

hand, WSNs mainly emphasis on how to progress energy preservation while slightest commu-

nication overheads [2–4]. Over the conventional networking approaches [5,6], scalability,

minor costs, correctness, consistency, and easiness of distribution are focal advantages of

WSN applications. Due to limited constraints of in WSN scenarios [7–10], energy utilization is

a rare source and has to cope intelligently with improving network lifetime and routing perfor-

mance. Traditional and single tier routing solutions are not feasible for sensor-based applica-

tions, because of the dynamic behavior of sensor nodes. Thus, recently, different researchers

[11–13] focus on the development of adaptive and robust routing protocol for the improve-

ment of energy efficiency and appropriate routes discovery towards the endpoints.

Hierarchical-based routing protocols are alternate concepts that are widely used to support

efficient route discovery and energy efficiency for WSNs [14–17]. Basically, such schemes are

useful in those environments that required scalability to hundreds and thousands of sensor

nodes with efficient load distribution. The hierarchical-based network is separated into two

foremost components i.e. development of network paneling and data communication. How-

ever, the existing hierarchical-based solutions are focused on probabilistic methods and para-

digm sub-optimal panels [18,19]. Moreover, route discovery mechanism in existing solutions

[17,20–22] are not optimized according to adaptive behavior of wireless communication links

and perform periodic re-clustering. In addition, to establish an end-to-end data propagation

route, many route request messages are flooded in a hop-by-hop manner, which incurs addi-

tional communication cost and reduces network lifetime [23–25]. Accordingly, design and

development of energy-efficient and robust routing protocol are needed for energy constraints

applications. Furthermore, the optimum selection of routing paths and their re-tuning for data

disseminating raises a demanding issue [26–29].

This research paper addresses the problem of scarce energy resources while collecting and

forwarding sensory information in WSNs, which shortens network lifetime. Our proposed

protocol focuses on developing Reliable Cluster-based Energy-aware Routing for heteroge-

neous WSNs to increase stability period with the least data relaying interval and route break-

ages. The proposed protocol firstly parts the sensor nodes into geographically based clusters.

Secondly, provides a light-weight solution to optimize the route detection process in terms of

hop-count, residual energy, and RTT factors. In addition, the routing paths are updated based

on network measurements for supporting network reliability. This may lead to a decrease in

end-to-end delay and energy consumption with high data delivery performance.

The research article is structured as follows. The several energy-aware routing schemes in

the context of WSN and detailed motivation of the research paper are discussed in Section 2.

Section 3 presents the limitations of the existing solution with problem definition. In Section

4, the energy model, phases, architecture, and algorithm of RCER are introduced. Section 5

presents the analysis of RCER. The criteria for the performance evaluation of RCER in com-

parison of existing schemes are discussed in Ssection 6. In the end, Ssection 7 concludes this

research article.

2. Motivations and related work

In WSN applications [30–33], the limited resources of sensor nodes highly impact on the per-

formance of data delivery and network stability. To amend the adjustment among data routing

and energy consumption, suitable architecture is needed for the chosen data forwarders with

minimum network overheads [19,34,35]. A traditional cluster-based protocol LEACH[36] has

been presented, however, such solution depends on generating random clusters, which results
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in unbalanced energy consumption among nodes and role of cluster heads (CHs) are not

evenly distributed across the network field. In addition, for the enhancement of LEACH proto-

col, many solutions [37–39] have been proposed. Although, such solutions improved network

lifetime in the comparison of earlier schemes, however, incur further communication over-

heads and unbalanced energy consumption. In addition, the authors developed Partition-

based (pLEACH) algorithm [40], purposes for prolonging network lifetime. Like other tradi-

tional routing protocols, pLEACH also divided into two main phases and comprises of differ-

ent rounds. pLEACH firstly divides the network field into different sectors then select the

highest energy level nodes as CHs based on centralized calculations. However, construction of

sub-optimal panels and non-optimized route discovery lead to energy consumption in an

unbalanced manner.

Different schemes [41–45] have been proposed, that generate clusters of unequal sizes. The

target of such schemes is to address the problem of the energy hole. Usually, the nodes that are

nearest to Base Station (BS), have to deal with high rate data receiving and forwarding, which

results in reducing network throughput and lifetime. Therefore, different solutions have been

developed to generate unequal sized clustering, which aims to construct smaller size clusters

nearer to BS. However, the traffic load among CHs is not evenly distributed thereby results in

inefficient load balancing. Moreover, the competitive CH election approach generates high

messages overhead and consumes extra energy. In [10], authors proposed a ring zone based

routing protocol (RARZ) for WSN, aims to improved energy consumption in the sensor field.

The sensor nodes are partitioned in different rings around BS. In addition, data communica-

tion occurs in a multi-hop manner via the selection of next-hops. However, authors over-

looked link quality factor in routing decision, which is also an important factor due to limited

constraints of WSNs. Furthermore, the focal points of data forwarding are not updated based

on network conditions.

In [46], authors presented a tree based aggregation algorithm for improving the energy effi-

ciency of WSN. The construction and maintenance of the network tree are initiated by BS and

known as the root node. During data aggregation and forwarding to BS, each source node

determines its next-hop based on residual energy and hop-count parameters. However, this

process takes a lot of time for data routing and increases end-to-end ratio. Furthermore, the

constructed routes are not evaluated in terms of link quality that arise frequency of re-trans-

missions. On the other hand, an energy efficient scheme, Tree-based Clustering (TBC) [47] is

presented, to structure the nodes in a tree-based manner based on distance factor. Every mem-

ber node sends its sense data to the parent node until arrived at CH. This approach has

improved data delivery performance within clusters but like LEACH the clusters formation

process in TBC is same thereby results in uneven energy consumption. In addition, the aggre-

gated data from CHs is forwarded to BS using single-hop, which results in a longer delay ratio.

Authors in [48] presented Enhanced Threshold Sensitive Stable Election Protocol (ETSSEP)

for heterogeneous network. The proposed protocol improved network lifetime as it changed

the cluster head selection process based on dynamic probability function. The selection pro-

cess of cluster head is exploit the factors of residual energy and number of cluster per round.

Although, the routing paths are non-optimal and link evaluation is overlooked, which results

in decreasing data delivery performance and network reliability.

In Energy efficient Heterogeneous Cluster scheme [49], authors improved network lifetime

based on the weighted probability for CH election. Although the proposed scheme makes use

of heterogeneous nodes with respect to residual energy and optimizes the energy depletion,

however, the routing paths are not optimum towards end points. In Fault-Tolerant Energy-

Efficient Clustering (FT-EEC) [50], each cluster further is divided into several small squares

and only one node based on the highest residual energy is active in each square to sense the
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information. In this way, a minimum set of cluster members is elected for information gather-

ing to avoid the probability of sensing hole. Moreover, if BS does not receive an ACK packet

after the expired of the fixed timer, then it is assumed that CH is failed, this new node is elected

as CH based on residual energy. Although, FT-EEC exclusively focus on improving a number

of communications by identifying faulty nodes, however, lack to determine optimized route

discovery and maintenance, which results in longer transmission delay and vulnerable to high

energy consumption. On the other hands, the authors in Link-aware Clustering Mechanism

(LCM) [51], contributes to the improvement of network lifetime. Although, the presented

solution determines reliable paths by incorporate link quality factor in routing decisions. How-

ever,the due to performing re-clustering on a regular interval, the proposed solution required

additional energy utilization and communication overheads.

3. Limitations of existing solutions and problem definition

Based on the aforementioned literature work, it is seen that efficient energy utilization with

reliable routing is a major research concern. It is observed that most of the existing solutions

are not able to adjust routing performance according to the dynamic environment and limited

resources of WSN. Moreover, the recent work lacks the selection of next-hop based on the

optimum decision and such solutions degrade network-wide routing performance. Further-

more, during data relaying, routing paths are restructured periodically, which is the additional

overhead in terms of time consumption and transmission cost. This overhead exists due to the

periodic exchange of routing and control messages in the network field. Moreover, in high

nodes density scenario, most of the existing work produces network congestion and increases

packet lose ratio. Therefore, the domain of energy efficiency focused for data collection and

forwarding has to explore with a light-weight solution to improve network lifetime with the

stable delivery ratio. Accordingly, to overcome aforesaid problems, the goal of this research

article is to develop the energy-aware with reliable routing protocol for heterogeneous net-

works, which construct geographical sized clusters by using nodes location. Moreover, the pro-

posed protocol uses up-to-date neighbor’s information to discover more energy efficient,

shortened and less congested routing paths based on a fitness function. The fitness function

comprises multiple criteria related to residual energy, hop-count, and the weighted value of

RTT. The RTT factor performs a vital role in avoiding inaccessible and faraway neighbors in

routing decision and decreases the chances of frequent route re-discoveries. Since the value of

RTT changes with respect to time, thus proposed protocol computes its weighted value. Fur-

thermore, instead of flooding route request RREQ packets in the entire network field to

achieved data delivery, the proposed protocol transmits unicast message towards selected

next-hop, which reduces routing overheads and additional energy consumption. Conse-

quently, the proposed protocol provides the reliable next-hop selection, which significantly

impacts the data forwarding process and improved network stability period. In addition, to

growth route lifetime and data delivery performance, over burden wireless channels and nodes

are identified, accordingly routing paths are re-structured based on the measurement of com-

munication links and nodes abilities.

4. RCER protocol

This section presents the detail description of the proposed protocol RCER.

4.1. Assumptions

The typical network is presumed with certain network assumptions that are as underlined.
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i. All the nodes have unique IDs, deployed randomly in sensor field and remain immobile.

ii. By exploring GPS or position algorithm, sensor nodes are location-aware.

iii. Heterogeneous nodes may have more energy resource as compared to normal nodes.

iv. All normal nodes have the same capabilities and constraints.

v. The transmission power of sensor nodes may be adjusted by employing receiver distance.

vi. Sink node or BS is prosperous in resources as compared to other nodes and has a long

range radio transceiver.

4.2. Energy model of RCER protocol

This section presents the energy model for proposed RCER protocol for heterogeneity nodes

in terms of their energy. Nodes are randomly organized in the sensor field and n is a fraction

of heterogeneous nodes that have additional energy in the comparison of normal nodes. Dur-

ing data forwarding, only elected CHs are responsible for transmitting sensory information to

BS via multi-hop path.

By exploiting radio energy consumption model[36], the required energy for l sized data

packet of distance d among source and destination is shown in Eqs (1) and (2).

ETx ¼
ðEelect þ d2 � Eamp1Þ � l; d � dt

ðEelect þ d4 � Eamp2Þ � l; d>dt

ð1Þ

(

ERx ¼ Eelect � l ð2Þ

The consumed energy in transmitting and receiving a particular data bit is denoted by Eelect.
On the other hand, based on the distance threshold dt between source and destination, a trans-

mitter amplifier’s energy consumption is presented by d2 � Eamp1 or d4 � Eamp1.

4.3. Architecture of RCER

The design of RCER constitutes clusters formation and routes detection phases as shown in

“Fig 1”.

i. Firstly, the geographical sized clusters are constructed in the network field by using nodes

locality and region based election is initiated. Moreover, the consideration of heterogenous

nodes in term of energy has a significant impact on network performance.

Fig 1. Design of RCER protocol.

https://doi.org/10.1371/journal.pone.0222009.g001
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ii. Next, in order to indicate probable next-hops for forwarding sensory data, the constructed

clusters by RCER are used by the optimized route detection phase. The optimized route

detection phase is responsible for determining the shortest routes and contributes to

excluding energy de-efficient nodes. Furthermore, to measure the network traffic on the

wireless channels, a weighted value of RTT is also comprised in routing decision.

iii. In the end, the performance of wireless links and nodes status are measured and accord-

ingly routing phase resumes on the newly prepared data trasnmissions paths. All the three

main phases of RCER are collectively combined to achieve reliable routing with improved

energy efficiency.

4.4. Phase I: Clusters formation

In most of the existing solutions, the entire sensor field is structured into discrete regions ran-

domly, which results in imbalanced energy consumption and load distribution. To achieve

energy efficiency, RCER protocol originates the construction of clusters by making use of

nodes locality. Initially, BS floods its discovery message in the sensor field. Next-hop nodes

store the BS discovery information and update their routing tables. Subsequent, the BS discov-

ery information is further disseminated to neighbors in a structured manner. Like this, all the

nodes update their routing tables by choosing suitable neighbor based on least hop counts.

Once the construction of routing table is over, sensor nodes choose next-hop and propagate

their location coordinates. The same procedure continued until BS has an inclusive statistics of

the entire network field.

The nodes that reside in preset transmission radius Tr, BS determines the centroidals by

exploiting their locations. Next, the nodes that are closest towards centroidal are grouped into a

particular cluster as shown in “Fig 2”. In this way, closest neighbors are gathered into the same

group, as a result, generates energy-efficient clusters with the least clustering overheads. Subse-

quent, the formation of geographical sized clustering, RCER prompts the method of bounded

CH election within the limit of each cluster, which decreases computational cost. The election

stretagy exploits complex factors and deals with nodes centrality and residual energy facets. Fur-

thermore, to balance the energy consumption in the network field, only those nodes are con-

tributed in election process whose energy resource nodeenergy is exceed than an optimistic

threshold optimisticthreshold as shown in Eq (3). Basically, the optimisticthreshold is adjusted

dynamically based on the ratio μ of node’s energy reduction in network operations. Subse-

quently, among the candidates, the node centrality factor is incorporated. Basically, centrality C
(x) of node n is the measure of its distance d from position x to its neighbors yi inside a particu-

lar cluster as given in Eq (4), and it is reciprocal of the sum of distance of between the node and

its neighbors. The basis behind the node centrality factor is to select nodes as initial CHs that

require least network overheads and energy consumption.

optimisticthreshold ¼ m�energyinit ð3Þ

CðxÞ ¼ 1=Xn

i¼1
dðx; yiÞ ð4Þ

where energyinit in Eq (3) shows the initial energy of a deployment nodes.

4.5. Phase II: Route detection

The route detection phase comprises of two sub-components, one is the next-hop selection

and other is network measurement. In the first component, the set of appropriate next-hops
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are identified based on multi-criteria, which provides optimum data relaying and balances the

transmission load with uniform energy consumption. During routing decision, proposed

RCER protocol make use of fitness function to determine Forwarder Point (FP) of node i,
which integrates hop-count h_counti, residual energy ei, and Weighted Round Trip Time

WRTTi;j factors, as shown in Eq (5).

FP ¼ w1 � ei þ w2 �
1

h counti
þ w3 �

1

WRTTi;j

ð5Þ

The computed value of FP and all the three factors residual energy, hop-count, and

weighted RTT are normalized in the range of (0.0,1.0). The coefficients w1,w2,w3 represent the

weighting factors explicitly the residual energy, hop-count and weighted RTT. Accordingly,

the node that optimizes the composite routing function in terms of energy, hop-count and

weighted RTT is elected as next-hop. It might be a case that more than one next-hop have the

same FP values. In such case, Node_ID breaks the ties and source node keeps an only single

entry in its neighbor table. Table 1 illusrates the structure of the neighbor table. During data

forwarding, the integration of energy factor in routing decision significant impacts on network

lifetime with route stability. In addition, high network throughput is achieved due to the selec-

tion of least RTT next-hop. Moreover, in order to incorporate the least number of nodes dur-

ing data routing, the shortest routes are formulated based on hop-counts. In order to construct

a neighbor table, each source node i broadcasts RREQ in its transmission range and on

Fig 2. Clusters formation.

https://doi.org/10.1371/journal.pone.0222009.g002

Table 1. Neighbor table.

Residual energy ej h_counti WRTT i;j next_hop = w1�ei þ w2�
1

h counti
þ w3�

1
WRTT i

—————— ———————— ——————— ———————

https://doi.org/10.1371/journal.pone.0222009.t001
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receiving, store the residual energy and number of hops information. In addition, each node i
determines RTT for a beacon messages Xi at node j as shown in Eq (6).

RTTi;j ¼
P
ðRx � TxÞ ð6Þ

RTT is used to measure the length of time that it proceeds to send data packets and the

length of time that it proceeds for an ACK for data packets to be received[52]. Basically, the

distance and transmission media also impact the value of RTT. In Eq 6, Tx and Rx are transmit-

ting and receiving time of beacon message x. Thus, minimum RTTi,j indicates the less con-

gested wireless channel, which results in an improved network throughout with minimum

data interruption. Moreover, both Tx and Rx are synchronized with respect to time based on

the timing-sync protocol for sensor networks[53]. Time synchronization permits the nodes to

snooze for a particular interval and then awaken periodically to receive beacon message. As

the value of RTT diverges over time, so its weighted value WRTTi;j is computed based on Eq (7).

WRTTi;j ¼ a � RTTi;jðtÞ þ b � RTTi;jðt þ 1Þ ð7Þ

where α and β are normalized factors with the ranges between 0 to 1, and t presents the integer

time interval. Both α and β must be equal to 100% for their equal percentages. After the calcu-

lation of WRTTi;j, each node handovers the calculated WRTTi;j to its neighbors, and consequently

determined WRTTi;j value is noted in the neighbor table. Subsequently, in order to choose next-

hop, each source node determines FP of its neighbors and based on the result, the source node

transmits a unicast message towards selected next-hop. Accordingly, uninterrupted, less con-

gested and most energy-aware routing paths are constructed towards particular CH in each

cluster. In addition, CHs are responsible for local data collection and known as a crucial end.

Our RCER protocol constitutes a Backbone Formation (BF), which is responsible for electing

a set of CHs for the construction of adaptive paths towards BS. The basis behind the construc-

tion of BF is to reduce the communication power of chosen CHs for data routing and source

to a fair distribution of energy consumption. In addition, when particular CH drops its energy

resource to optimisticthreshold OR upon completion of the predefined time epoch (Δt), the

RCER protocol initiates re-election process as being exploited in aforementioned clusters for-

mation phase.

In data routing, the inherent characteristics of low powered communication links and

tightly limited energy resources of sensor nodes lead to various vulnerabilities such as unneces-

sary energy consumption, re-transmissions and frequently routes discoveries. Thus, the main

aim of network measurement component is to enable source node for constructing an alterna-

tive route towards the destination, if the active route is no longer accessible due to encounter-

ing of any unreliable node or fragmented link. To identify unreliable nodes or fragmented

links on active route, source node i determines the latency epoch l among its next-hop j by dis-

seminating n beacon packets periodically as shown in Eq (8).

li;j ¼
Tr � Ts=Pn ð8Þ

In Eq (8), Tr indicates receiving time of beacon message, Ts shows sending time of beacon

message and Pn is a total number of beacon messages. Afterwards, a set n of the computed

latency epoch li,j are summed up to fixed a latency threshold latencythreshold as shown in Eq (9).

If the latency ratio of a particular link among two consecutive nodes is higher than the set

threshold, will be considered as over congested and inappropriate for further data forwarding.

Therefore, the over congested node sends a route-alter message towards source node via

downstream next-hop. Source node upon receiving the route_alter message, marks the routing
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path invalid and removes the entry from routing table. By exploiting the aforementioned opti-

mized routing phase, the source node selects a fresh next-hop, and unicasts RREQ packet

towards the newly selected next-hop for re-continuing data forwarding on an alternative

route.

latencythreshold ¼
1

n
Pn

i¼1
li;jðiÞ ð9Þ

In “Fig 3”, the latency ratio on node E is greater than certain threshold, so node E sends

route_alter message towards source node S via node H and A. Afterwards, source node S re-

formulate an alternative route towards destination D via node G, F, B and I. Upon receiving

the RREQ packet, the chosen next-hop replied to source node with ACK message. In case, if

the source node does not receive any ACK message, then the same aforementioned optimized

routing phase is continued for the selection process of next-hop. In addition, to achieve uni-

form load distribution, each node may a part of only one active route. In case, it might happen

that the node received multiple RREQ packets, in such case the duplicate packet is discarded.

In “Fig 3”, node H received duplicate RREQ packet from node F, so receiving RREQ packet is

discarded by node H. “Fig 4(A)” and “Fig 4(B)” shows the workflow of all the phases of pro-

posed RCER protocol.

4.6. Algorithm description

Algorithm 1 governs the phases of proposed RCER protocol.
Algorithm 1: clusters formation, next-hop selection, and network mea-
surement phases
1. Begin
2. procedure CLUSTERS
3. Determine the set of centroidals based on nodes location
4. for (i = 1; i< = Nodes; i++)
5. do
6. If nodeenergy>optimisticthreshold
7. set list_of_candidates []
8. endif
9. end for
10. for (i = 1; i< = list_of_candidates;i++)
11. compute the node centrality of node i

12. set the max(closness node i) as CH i

13. end for
14. end procedure

Fig 3. Re-formation of the backup routing path.

https://doi.org/10.1371/journal.pone.0222009.g003
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15. procedure route detection
16. for each nodei 2 [1:M]
17. do
18. call optimized_data_routing ()
19. while (y! = destination)
20. nodei sets next-hop by using highest FPi
21. FPi Reply to y
22. y = FPi
23. if yi.latency epoch is high
24. call route_restore ()
25. end if
26. end while
27. end for
28. end procedure
29. Procedure nodes_status
30. if (CHi. energy <μ�energyinit)
31. initiate re-election ()
32. if (Δt expired) then
33. initiate re-election ()
34. end if
35. end if
36. end procedure
37. End

5. RCER analysis

The following are the characteristics of the proposed RCER protocol as compared to existing

schemes.

i. The RCER protocol is designed for hetregeneous WSNs based on the cluster-based solution,

and effective for energy efficiency with reliable routing.

ii. The clusters formation are achieved based on nodes region, which results in the generation

of more stable clusters with minimal energy consumption.

iii. To achieve optimal routing decision, fitness function based on multiple factors is used. It

balancing energy consumption and reduces routing overheads, as only neighboring nodes

participate in routes construction procedure.

iv. Unlike periodic next-hops re-formation in entire network field, proposed RCER protocol

updates their locations by using network measurements.

v. RCER reduces the clustering overheads, as cluster setup phase executes only precise time at

the start of network initialization, Afterwards, the position of CH rotates within region of

each cluster. Due to limited computational processing, RCER protocol minimizes over-

heads and leads to improved network lifetime.

6. RCER performance evaluation

The section evaluates the routing performance of RCER protocol in well-known simulator tool

NS2 with the comparison of existing work. During the evaluation, different experiments are

performed based on a high-density node and varying network load. The performance of

RCER protocol is evaluated in terms of network lifetime, energy consumption, network

throughput average end-to-end delay, route lifetime and packet delivery ratio. Sensor nodes

are static and randomly deployed in square size network field. The initial energy levels are

assigned to nodes in the range of 2j to 5j. Simulation time is set to 1500sec to measure the
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performance of the proposed protocol against existing work. The transmission range of the

nodes is fixed to 25m. Table 2 summarizes the default simulation parameters.

Fig 4. (a)(b)Workflow of RCER protocol.

https://doi.org/10.1371/journal.pone.0222009.g004
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6.1. Sensitivity analysis of weighted factors

In this section, we performed the sensitivity analysis to determine the balanced contribution

between energy, hop-counts, and RTT. The weights w1,w2,w3 are assigned to energy, hop-

count and RTT metrics respectively such that w1+w2+w3 = 1. Basically, the weighting values

are used to highlight the percentage of each factor for makeing routing decision. Accordingly,

the summation of all the percentages of weighting factors must be equal to 100%. For instance,

suppose the values of w1 = 0.5, w2 = 0.3 and w3 = 0.2, indicates each weighted factor contrib-

uted by 50%, 30% and 20% respectively in the calculation of routing decision. As, to acheive

optimum ratios for weighting factors w1, w2 w3, a sensitivity analysis is conducted. Therefore,

a scenario is developed with three different configurations, where RCER-1(0.7,0.2,0.1) corre-

sponds to configuraion of w1 = 0.7, w2 = 0.2 and w3 = 0.1, RCER-2 (0.2,0.7,0.1) denotes to

configuration of w1 = 0.2, w2 = 0.7 and w3 = 0.1, and RCER-3(0.2,0.1,0.7) represents the

configuration of w1 = 0.2, w2 = 0.1 and w3 = 0.7. In "Figs 5–7“, three assumed configurations

RCER-1(0.7,0.2,0.1), RCER-2 (0.2,0.7,0.1) and RCER-3(0.2,0.1,0.7) are measured. All the

three configurations are evaluated with respect to network lifetime, delay ratio and network

throughput scanarios. “Fig 5” shows that RCER-1 achieves better results with respect to net-

work lifetime where high value is given to factor energy w1. The result of delivery latency is

depicted in “Fig 6”, accordingly, configuration RCER-2 results in bettter performance in

comparison of RCER-1 and RCER-3, this is because of giving high weightage to hop-count

parameter w2. In “Fig 7”, the configuration of RCER-3, intermediate nodes are selected

based on lower RTT factor w3.

Based on the evaluation of “Figs 5–7”, it is obvious that each weighting factor has its nega-

tive and positive impact on the performance of RCER’s route discovery. Therefore, if all the

weighting factors are assigned even representation, a more balanced contribution is achieved

towards the optimized routing process (w1 = w2 = w3 = 0.333, however w1+w2+w3 = 1). As a

result, energy, hop-count and RTT metrics are given equal impact which results in construc-

tion of shortest, energy efficient and less congested routing paths. In all following simulation

experiments, RCER assigns identical values to w1, w2 and w3.

Table 2. Simulation parameters.

Parameter Value

Sensor field 300 X 300m2

Initial energy level 2j to 5j

Eelect 60nJ/ bit

Eamp 20nJ/bit/m2

Efs 0.0013pJ/bit/m4

Packet size, k 127 bits

Channel bandwidth 10mbps

Transport protocol UDP

MAC protocol IEEE 802.15.4

Simulation time 1500 sec

μ 0.5

Evaluated protocols RCER, LCM, Partition based LEACH, TBC

Δt 20 sec

Node’s transmission range 25m

w1,w2,w3 0.33,0.33,0.33

https://doi.org/10.1371/journal.pone.0222009.t002
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6.2. Simulation results

In following sub-sections, the performance of RCER protocol is evaluated in the comparison

of ETSSEP, Partition-based LEACH, TBC and LCM schemes.

6.2.1. Network lifetime analysis. For a varying number of nodes scenario, “Fig 8” evalu-

ates the network lifetime of RCER protocol in comparison with existing schemes. It is obvious

that RCER protocol has superior performance, like 11.5%, 12.2%, 14.7%, and 23% improve-

ment is achieved in network lifetime. Unlike ETSSEP, TBC, LCM and Partition based

LEACH, RCER protocol constructs geographical sized clusters and initiates CHs election

mechanism among a narrow nodes. Moreover, the most energy efficient, shortest and less con-

gested next-hops are selected to pursue data forwarding. Furthermore, the overloaded and far-

away next-hops are avoided during data forwarding, as a result, RCER protocol improves

network lifetime remarkably.

Fig 5. The impact of a number of nodes on network lifetime.

https://doi.org/10.1371/journal.pone.0222009.g005

Fig 6. The impact of a number of nodes on delay ratio.

https://doi.org/10.1371/journal.pone.0222009.g006
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For varying network load scenario, “Fig 9” measures the network lifetime of RCER with

other existing schemes. Observably, the data traffic increases by employing more network

load. On the other hand, more network load also decrease network lifetime. RCER protocol

improved network lifetime by 9.6%, 10%, 20% and 39% than present solutions. This is due to

considering of position factor in the generation of clusters, and the position of CHs is shifted

based on demand rather than periodically, thus RCER significantly reduces the rate of energy

consumption and extending network lifetime.

6.2.2. Energy consumption analysis. “Fig 10” depicts the behavior of RCER protocol

with the comparison of existing schemes for average energy consumption scenario in terms of

Fig 7. The impact of a number of nodes on network throughput.

https://doi.org/10.1371/journal.pone.0222009.g007

Fig 8. Network lifetime in high-density nodes.

https://doi.org/10.1371/journal.pone.0222009.g008
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a different number of nodes. Based on results, it is seen that RCER protocol broadly shortens

the network energy consumption by 14%, 15%, 33%, and 46% respectively than existing

schemes. Unlike ETSSEP, TBC, LCM and Partition based LEACH, RCER protocol reduces the

computational and communication overheads, as CHs election mechanism occurs within the

constrained regions. Furthermore, few numbers of nodes are accountable for in routing deci-

sion thus achieves balanced energy consumption.

Fig 9. Network lifetime in varying network load.

https://doi.org/10.1371/journal.pone.0222009.g009

Fig 10. Energy consumption in high-density nodes.

https://doi.org/10.1371/journal.pone.0222009.g010
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“Fig 11” depicts the improved performance of energy consumption by 24%, 30%, 47%, and

52% respectively in terms of varying network load. The logic behind consuming lessen energy

consumption is due to balance the network load among next-hops. In addition, only a

restricted number of nodes come to the election process and changed their positions based on

network measurement. Furthermore, incorporating the link delay factor in routing decision

highly reduces the number of re-transmission, which result in remarkably decrease energy

consumption.

6.2.3. Network throughput analysis. In “Fig 12”, the performance of RCER against exist-

ing work is compared in terms of network throughput, while considering a different number

of nodes. The simulation results show that RCER achieved higher network throughput by

17.5%, 19%, 27%, and 36% with a comparison of existing schemes. This is due to that ETSSEP,

TBC, LCM and Partition based LEACH perform non-optimum routing decision for the selec-

tion of next-hop, whereas RCER protocol selects next-hops by considering multi-criteria. As a

result, the less congested, reliable and energy efficient nodes are chosen for the forwarding of

data packets. Thus, more significance is given to neighbors which have the lowest number of

hop counts, highest residual energy, and lowest RTT. The routing decision of RCER protocol

not only lessens the length of the communication path and saves energy resource but on the

other hand, also construct a reliable path thus improving network throughput.

In varying network load scenario, “Fig 13” illustrates the performance of RCER with respect

to network throughput in the comparison of other solutions. In fact, a higher network load in

elevated traffic burden reduces network throughput and routing performance. Based on

results, it is seen that RCER protocol has the highest data delivery performance, like 17%, 18%,

29%, and 37% improvement is attained than existing work. This happens because of the

Fig 11. Energy consumption in varying network load.

https://doi.org/10.1371/journal.pone.0222009.g011
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selection of multi-criterion data forwarders, and position of next-hop is re-formulated based

on network measurement. Moreover, by considering link delay factor in routing decision,

decreases the network congestion with a numeral of re-forwarding that have a significant out-

come on data delivery performance.

Fig 12. Network throughput in high-density nodes.

https://doi.org/10.1371/journal.pone.0222009.g012

Fig 13. Network throughput in varying network load.

https://doi.org/10.1371/journal.pone.0222009.g013
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6.2.4. End-to-end delay analysis. The performance of RCER with a comparison of exist-

ing work in terms of their end-to-end delay is illustrated in “Fig 14”, by considering a varying

number of nodes. The simulation results show that RCER achieved 9%, 10%, 16%, and 23%

reduction in average end-to-end delay. Unlike ETSSEP, TBC, LCM and Partition based

LEACH, RCER routing conclusion is more adaptable in the dynamic scenarios and reduces

the probability of route breakages and re-data-forwarding. Moreover, by computing links per-

formance based on latency epoch, overloaded communication paths are identified and conse-

quently, the next-hops are re-adjusted. Accordingly, the partial re-formation of next-hop

instead of constructing the entire routing path significantly minimizes time consumption and

data delivery interruption.

Average end-to-end delay in varying network load scenario is depicted in "Fig 15”. RCER

protocol improves the performance of network delay by 18%, 19%, 32%, and 40% in the com-

parison to existing work. This happens because the construction of the route in RCER is more

active in terms of multi-facet attributes. Moreover, in routing decision, only that particular

next-hops are chosen, those condense the delay ratio with minimum network overheads and

time consumption. In addition, RCER avoids to choose faraway neighbors and dropping the

number of trails while sending data packets.

6.2.5. Route lifetime analysis. In a varying number of nodes scenario, “Fig 16” illustrates

the route lifetime in comparison of existing schemes. As can be observed from the simulation

results that RCER achieves longer route lifetime than existing schemes by 15%. 16%, 23%, and

34%. The reason behind such performance improvement of RCER is due to the incorporation

of nodes abilities and link delay factor for routes re-amendment, whereas ETSSEP, TBC, LCM

and Partition based LEACH schemes re-structured the routing paths periodically without con-

sidering network conditions. Moreover, the nodes are given lower chances for involvement in

routing decision whose energy levels are not sufficient. In addition, the multi-criteria for the

selection of next-hops improves the forwarding process consistency.

Fig 14. End-to-end delay in high-density nodes.

https://doi.org/10.1371/journal.pone.0222009.g014
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“Fig 17” depicts the behavior of RCER than existing schemes in terms of route lifetime

under varying network load. The simulation results show that RCER has superior perfor-

mance, as it conquered 17%, 18%, 37%, and 43% improvement. In high network load scenar-

ios, existing schemes reduced the route lifetime because of heavy network congestion and a

Fig 15. End-to-end delay in varying network load.

https://doi.org/10.1371/journal.pone.0222009.g015

Fig 16. Route lifetime in high-density nodes.

https://doi.org/10.1371/journal.pone.0222009.g016
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number of re-transmissions. In addition, detection of exhausted and higher latency nodes on

routing paths, RCER leads to robust routing with relatively stable performance.

6.2.6. Packet delivery ratio analysis. To evaluate the network reliability, “Fig 18” depicts

the simulation results of RCER with other solution under a varying number of nodes scenario.

Based on experimental results, it is seen that RCER protocol obtained high packet delivery

ratio than an existing solution as 20%, 21%, 24%, and 37%. This is due to that unlike ETSSEP,

Fig 17. Route lifetime in varying network load.

https://doi.org/10.1371/journal.pone.0222009.g017

Fig 18. Packet delivery ratio in high-density nodes.

https://doi.org/10.1371/journal.pone.0222009.g018
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TBC, LCM and Partition based LEACH schemes, the constructed data communication paths

of RCER protocol are more reliable, as link quality factor is incorporated in routing decision.

In addition, the energy de-efficient intermediate nodes are also avoiding from data routing,

and based on the multi-criteria RCER protocol selects next-hop in reliable manner.

“Fig 19” illustrates the behavior of RCER in the comparison of existing schemes. The simu-

lation experiments are performed to measure the reliability in terms if packet delivery ratio

under varying network load. It is seen that RCER obtained better performance of reliability

than existing schemes like 19%, 20%, 23%, and 31% because more priority is given to those

next-hops that are optimum for data forwarding. In high network load, the existing schemes

produce high network congestion because of the selection process of next-hop in non-optimal,

as a result, the packet delivery ratio is low. Moreover, as RCER periodically identifies the link

congestion and defective nodes on the basis of latency epoch, thus overburden nodes and links

are given low weightage for data forwarding and accordingly, RCER protocol succeeded to

minimize the data delivery interruption and improves overall network performance.

7. Conclusion

RCER protocol addresses the issue of energy efficiency and improved the routing performance

of WSN within realistic network scenarios. However, most of the existing solution formed

unbalanced clusters and use only distance factor in routing decision, which sources a lot of re-

transmissions and transmission cost. Some existing schemes attempted to improve the selec-

tion of next-hop by using neighbor’s information. However, such schemes lack considering

network measurements such as congestion on wireless links, which results in reducing data

delivery performance with route instability. Basically, RCER proposed energy efficient hetero-

geneous cluster-based protocol with reliable routing. RCER constructs the geographical sized

clusters and exploits light-weight multi-criteria for the selection of next-hop. Furthermore,

forwarding data packets to overburden links are eliminated and positions of next-hops are

Fig 19. Packet delivery ratio in varying network load.

https://doi.org/10.1371/journal.pone.0222009.g019
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restore based on nodes status. The simulation results expose the RCER protocol significantly

improved energy consumption, network lifetime, network throughput, end-to-end delay and

route lifetime in the comparison of existing schemes. In future work, we plan to measure the

performance of RCER protocol on mobile sensors.
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6. Boukerche A, Turgut B, Aydin N, Ahmad MZ, Bölöni L (2011) Routing protocols in ad hoc networks: A

survey. Computer networks 55: 3032–3080.

7. Song Y, Liu L, Ma H, Vasilakos AV (2014) A biology-based algorithm to minimal exposure problem of

wireless sensor networks. Network and Service Management, IEEE Transactions on 11: 417–430.

8. Nitesh K, Jana PK (2015) Grid Based Adaptive Sleep for Prolonging Network Lifetime in Wireless Sen-

sor Network. Procedia Computer Science 46: 1140–1147.

9. Zhang B, Tong E, Hao J, Niu W, Li G (2016) Energy Efficient Sleep Schedule with Service Coverage

Guarantee in Wireless Sensor Networks. Journal of Network and Systems Management: 1–25.

10. Jadoon R, Zhou W, Jadoon W, Ahmed Khan I (2018) RARZ: Ring-Zone Based Routing Protocol for

Wireless Sensor Networks. Applied Sciences 8: 1023.

RCER: Reliable Cluster-based Energy-aware Routing protocol for heterogeneous Wireless Sensor Networks

PLOS ONE | https://doi.org/10.1371/journal.pone.0222009 September 19, 2019 22 / 24

https://doi.org/10.1371/journal.pone.0222009


11. Beldiceanu N, Feris BD, Gravey P, Hasan S, Jard C (2016) Towards energy-proportional Clouds par-

tially powered by renewable energy. Computing: 1–20.

12. Hamid Z, Hussain FB, Pyun J-Y (2016) Delay and link utilization aware routing protocol for wireless mul-

timedia sensor networks. Multimedia Tools and Applications 75: 8195–8216.

13. Ji X, Wang A, Li C, Ma C, Peng Y (2017) ANCR—An Adaptive Network Coding Routing Scheme for

WSNs with Different-Success-Rate Links. Applied Sciences 7: 809.

14. Afsar MM, Tayarani-N M-H (2014) A novel energy-efficient and distance-based clustering approach for

wireless sensor networks. Soft Computing in Industrial Applications 223: 177–186.

15. Afsharfarnia A, Karimi A (2014) A New Clustering Algorithm Using Links’ Weight to Decrease Con-

sumed Energy in MANETs. 12: 411–418.

16. Mittal N, Singh U, Sohi BS (2016) A stable energy efficient clustering protocol for wireless sensor net-

works. Wireless Networks: 1–13.

17. Deng X, He L, Li X, Liu Q, Cai L (2016) A reliable QoS-aware routing scheme for neighbor area network

in smart grid. Peer-to-Peer Networking and Applications 9: 616–627.

18. Tyagi S, Kumar N (2013) A systematic review on clustering and routing techniques based upon LEACH

protocol for wireless sensor networks. Journal of Network and Computer Applications 36: 623–645.

19. Afsar MM, Tayarani-N M-H (2014) Clustering in sensor networks: A literature survey. Journal of Net-

work and Computer Applications 46: 198–226.

20. Cota-Ruiz J, Rivas-Perea P, Sifuentes E, Gonzalez-Landaeta R (2016) A Recursive Shortest Path

Routing Algorithm With Application for Wireless Sensor Network Localization. IEEE Sensors Journal

16: 4631–4637.

21. Farooq MO, Dogar AB, Shah GA. MR-LEACH: multi-hop routing with low energy adaptive clustering

hierarchy; 2010; Venice. IEEE. pp. 262–268.

22. Guo W, Zhang W (2014) A survey on intelligent routing protocols in wireless sensor networks. Journal

of Network and Computer Applications 38: 185–201.

23. Han Z, Wu J, Zhang J, Liu L, Tian K (2014) A general self-organized tree-based energy-balance routing

protocol for wireless sensor network. Nuclear Science, IEEE Transactions on 61: 732–740.

24. Hezaveh M, Shirmohammdi Z, Rohbani N, Miremadi SG. A fault-tolerant and energy-aware mechanism

for cluster-based routing algorithm of WSNs; 2015; Ottawa. IEEE. pp. 659–664.

25. Lou C, Zhuang W (2016) Energy-efficient routing over coordinated sleep scheduling in wireless ad hoc

networks. Peer-to-Peer Networking and Applications 9: 384–396.

26. Tunca C, Isik S, Donmez MY, Ersoy C (2014) Distributed mobile sink routing for wireless sensor net-

works: a survey. IEEE Communications Surveys & Tutorials 16: 877–897.

27. Yao Y, Cao Q, Vasilakos AV. EDAL: An energy-efficient, delay-aware, and lifetime-balancing data col-

lection protocol for wireless sensor networks; 2013. IEEE. pp. 182–190.

28. Cassandras CG, Wang T, Pourazarm S (2014) Optimal routing and energy allocation for lifetime maxi-

mization of wireless sensor networks with nonideal batteries. IEEE Transactions on Control of Network

Systems 1: 86–98.

29. Khalil EA, Ozdemir S (2016) Reliable and energy efficient topology control in probabilistic Wireless Sen-

sor Networks via multi-objective optimization. The Journal of Supercomputing: 1–25.

30. Guo S, He L, Gu Y, Jiang B, He T (2014) Opportunistic flooding in low-duty-cycle wireless sensor net-

works with unreliable links. IEEE Transactions on Computers 63: 2787–2802.

31. Abbasi AZ, Islam N, Shaikh ZA (2014) A review of wireless sensors and networks’ applications in agri-

culture. Computer Standards & Interfaces 36: 263–270.

32. Lazarescu MT (2013) Design of a WSN platform for long-term environmental monitoring for IoT applica-

tions. IEEE Journal on emerging and selected topics in circuits and systems 3: 45–54.

33. Ulema M, Nogueira JM, Kozbe B (2006) Management of wireless ad hoc networks and wireless sensor

networks. Journal of Network and Systems Management 14: 327–333.

34. Xu Z, Chen L, Liu T, Cao L, Chen C (2015) Balancing Energy Consumption with Hybrid Clustering and

Routing Strategy in Wireless Sensor Networks. Sensors 15: 26583–26605. https://doi.org/10.3390/

s151026583 PMID: 26492248

35. Elhoseny M, Tharwat A, Farouk A, Hassanien AE (2017) K-coverage model based on genetic algorithm

to extend WSN lifetime. IEEE sensors letters 1: 1–4.

36. Heinzelman WR, Chandrakasan A, Balakrishnan H. Energy-efficient communication protocol for wire-

less microsensor networks; 2000; Maui. IEEE. pp. 1–10

37. Jannatul Ferdous M, Ferdous J, Dey T. Central Base-Station Controlled Density Aware Clustering Pro-

tocol for wireless sensor networks; 2009; Dhaka. IEEE. pp. 37–43.

RCER: Reliable Cluster-based Energy-aware Routing protocol for heterogeneous Wireless Sensor Networks

PLOS ONE | https://doi.org/10.1371/journal.pone.0222009 September 19, 2019 23 / 24

https://doi.org/10.3390/s151026583
https://doi.org/10.3390/s151026583
http://www.ncbi.nlm.nih.gov/pubmed/26492248
https://doi.org/10.1371/journal.pone.0222009


38. Bajaber F, Awan I. Dynamic/static clustering protocol for wireless sensor network; 2008; Liverpool.

IEEE. pp. 524–529.

39. Muruganathan SD, Ma DC, Bhasin RI, Fapojuwo AO (2005) A centralized energy-efficient routing proto-

col for wireless sensor networks. Communications Magazine, IEEE 43: S8–13.

40. Gou H, Yoo Y, Zeng H. A partition-based LEACH algorithm for wireless sensor networks; 2009; Xia-

men. IEEE. pp. 40–45.

41. Liao Y, Qi H, Li W (2013) Load-balanced clustering algorithm with distributed self-organization for wire-

less sensor networks. Sensors Journal, IEEE 13: 1498–1506.

42. Baranidharan B, Srividhya S, Santhi B (2014) Energy efficient hierarchical unequal clustering in wireless

sensor networks. Indian Journal of Science and Technology 7: 301.

43. Selvi GV, Manoharan R (2015) Balanced Unequal Clustering Algorithm For Wireless Sensor Network.

i-Manager’s Journal on Wireless Communication Networks 3: 327–332.

44. Zhang D-g, Liu S, Zhang T, Liang Z (2017) Novel unequal clustering routing protocol considering energy

balancing based on network partition & distance for mobile education. Journal of Network and Computer

Applications 88: 1–9.

45. Rao PS, Banka H (2017) Novel chemical reaction optimization based unequal clustering and routing

algorithms for wireless sensor networks. Wireless Networks 23: 759–778.

46. Ding M, Cheng X, Xue G. Aggregation tree construction in sensor networks; 2003. Citeseer. pp. 2168–

2172.

47. Kim KT, Lyu CH, Moon SS, Youn HY. Tree-based clustering (TBC) for energy efficient wireless sensor

networks; 2010; Yichang. IEEE. pp. 680–685.

48. Kumar S, Verma SK, Kumar A (2015) Enhanced threshold sensitive stable election protocol for hetero-

geneous wireless sensor network. Wireless Personal Communications 85: 2643–2656.

49. Kumar D, Aseri TC, Patel R (2009) EEHC: Energy efficient heterogeneous clustered scheme for wire-

less sensor networks. computer communications 32: 662–667.

50. Karim L, Nasser N, Sheltami T. A fault tolerant dynamic clustering protocol of wireless sensor networks;

2009. IEEE. pp. 1–6.

51. Wang S-S, Chen Z-P (2013) LCM: a link-aware clustering mechanism for energy-efficient routing in

wireless sensor networks. Sensors Journal, IEEE 13: 728–736.

52. Coner DE (1995) Internetworking with TCP/IP: principles, protocols, and architecture: Prentice Hall.

53. Ganeriwal S, Kumar R, Srivastava MB. Timing-sync protocol for sensor networks; 2003. ACM. pp. 138–

149.

RCER: Reliable Cluster-based Energy-aware Routing protocol for heterogeneous Wireless Sensor Networks

PLOS ONE | https://doi.org/10.1371/journal.pone.0222009 September 19, 2019 24 / 24

https://doi.org/10.1371/journal.pone.0222009

