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RESPONSE TO KATZHENDLER AND WEINSHALL:

Initial visual degradation during developmentmay
be adaptive
Lukas Vogelsanga, Sharon Gilad-Gutnickb, Sidney Diamondb, Albert Yonasc, and Pawan Sinhab,1

We thank Katzhendler andWeinshall for their thought-
provoking comment (1) on our paper (2). They argue
that the computational simulations are insufficient to
suggest that initially poor acuity may be an adaptive
feature of visual development.

The logic of their argument is this: Our evaluation
of DNN performance is based not on classification
of high-resolution images exclusively, but a range of
image resolutions. Katzhendler and Weinshall (1) ar-
gue that low-resolution images either are not ecolog-
ically relevant and should therefore be neglected or, if
relevant, then are likely available at all developmental
time points, enabling training with a mix of low- and
high-resolution images. Using such a mix, they indi-
cate, yields better performance than a regimen that
progresses from low- to high-resolution images. We
offer responses to both possibilities.

First, even setting aside their ecological signifi-
cance, the ability to recognize low-resolution images
serves as a valuable characterization of the visual
system. As an analogy, consider our impressive ability
to recognize severely compressed or contrast-chimeric
faces (3, 4). These transformations are not found in
the natural environment, and yet knowledge of the
visual system’s ability to tolerate them provides in-
sights about the nature of internal representations
that underwrite our recognition skills. By the same
token, knowing that humans are proficient at low-
resolution face recognition (5–8), we can infer that
their underlying representational strategies must
somehow be able to accommodate such image deg-
radations. Any computational proposals that purport
to explain human performance must, therefore, also
account for good generalization across resolution
levels. In this sense, our evaluation of classification
performance across high and low resolutions is not
an ad hoc choice, but an attempt to examine how well

a given training regimen is able to explain the versa-
tility of human observers.

Let us now consider the secondpossibility Katzhendler
and Weinshall (1) bring up: If low-resolution images
are ecologically important, they would be available
early in development as well, allowing for a mixed-
resolution training regimen. However, implementing
a mixed-resolution training protocol, although straight-
forward computationally, may not be practicable in
natural development. Endogenous factors that limit
acuity (e.g., retinal immaturity) cannot be toggled to
yield mixed-resolution experiences. The external en-
vironment may be unreliable and too variable across
individuals, as a generator of these experiences. This
is especially notable since the opportunities for
experience-dependent change may be rather time lim-
ited (9). Environmental vagaries can be sidestepped by
having a developmental progression that ensures con-
sistent experience with low-resolution inputs. Fur-
thermore, the image classification scenarios (e.g.,
motion-blur, haze, low-light conditions) that benefit
from low-resolution experience may not themselves
serve as good sources of training exemplars. Although
it remains to be rigorously demonstrated, low-resolution
images might serve as a common root to achieve high
performance on a wide variety of potential transforma-
tions, while ignoring idiosyncrasies of those individual
transformations.

To summarize, we believe that endogenous fac-
tors, which enforce initial experience with degraded
inputs, may indeed serve an adaptive purpose. The
low- to high-resolution progression may be a com-
promise between the goal of maximizing perfor-
mance and the constraints of biological feasibility.
We appreciate Katzhendler and Weinshall’s (1)
thoughtful letter and the opportunity to respond
to their points.
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