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Abstract

Experimental paradigms used in affective and clinical science often use stimuli such as images, 

scenarios, videos, or words to elicit emotional responses in study participants. Choosing 

appropriate stimuli that are highly evocative is essential to the study of emotional processes in 

both healthy and clinical populations. Selecting one set of stimuli that will be relevant for all 

subjects can be challenging because not every person responds the same way to a given stimulus. 

Machine learning can facilitate the personalization of such stimuli. The current study applied a 

novel statistical approach called a recommender algorithm to the selection of highly threatening 

words for a trauma-exposed population (N = 837). Participants rated 513 threatening words, and 

we trained a user–user collaborative filtering recommender algorithm. The algorithm uses 

similarities between individuals to predict ratings for unrated words. We compared threat ratings 

for algorithm-based word selection to a random word set, a word set previously used in research, 

and trauma-specific word sets. Algorithm-selected personalized words were more threatening 

compared to non-personalized words with large effects (ds = 2.10–2.92). Recommender 

algorithms can automate the personalization of stimuli from a large pool of possible stimuli to 

maximize emotional reactivity in research paradigms. These methods also hold potential for the 

personalization of behavioral treatments administered remotely where a provider is not available to 

tailor an intervention to the individual. The word personalization algorithm is available for use 

online (https://threat-word-predictor.herokuapp.com/)
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Introduction

Laboratory and computer-based paradigms used in affective and clinical science frequently 

employ evocative images, scenarios, videos, and words to elicit an emotional response in 

study participants. For example, the International Affective Picture System (IAPS; Lang et 

al. 1999), a picture set that includes positive, neutral, and negative images, is widely used in 

clinical and affective science and has been cited over 3130 times as of March 7, 2018. 

Researchers typically select a set of stimuli that they believe will be relevant for the 

phenomenon they are studying (e.g. fear, disgust, excitement, sadness) and hope that the 

stimuli do in fact reliability elicit the intended emotion in most or all study participants. 

However, although a stimulus may strongly elicit a certain emotion on average, the 

experience of that stimulus will differ depending on the individual. For example, ratings of 

the IAPS images have a mean standard deviation of 1.6 for valence and 2.2 for arousal on a 

1–9 scale, meaning that it is quite common for participants to rate the stimuli 1.5–2 points 

above or below the mean rating. Thus, methods to select personalized stimuli for study 

participants can facilitate greater precision when activating emotional responses in the lab 

and reduce noise resulting from individual differences in responses to stimuli. Further, such 

methods could be used to personalize the content of behavioral treatments administered via 

Internet and mobile applications. In the current study, we developed and tested an algorithm 

to select emotionally evocative stimuli that are tailored to an individual participant. In the 

current demonstration, we select personalized threatening words for use with trauma-

exposed populations.

Recommender systems are machine-learning algorithms that predict how a person will rate 

an item or product (e.g. movies, music, news, books, research articles). They can be used to 

match a person with potential jobs, collaborators, restaurants, and even romantic partners. 

Recommender algorithms underlie the personalization of social media content such as one’s 

Facebook, Twitter, or Instagram feed and guide the selection of personalized advertisements 

that appear in one’s web browser. These systems are ubiquitous in technology because they 

work extremely well to personalize what a person interacts with online. Personalization 

improves the experience of the user by displaying only content that he or she will be most 

likely to enjoy or find useful. Prior researchers have yet to apply recommender systems to 

select personalized stimuli for use in psychological research.

One type of emotionally evocative stimuli that has been used to assess and modify affective 

responses, cognitive biases, and attention allocation, is words. Researchers have employed 

the use of positive, negative, and neutral words to better understand affective responses in 

both healthy and clinical populations. The affective norms for English words (ANEW; 

Bradley and Lang 1999), which provides valence and arousal ratings for thousands of 

English words, has been used in a wide variety of studies and has been cited approximately 
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2400 times as of March 7, 2018. Evocative words have been used, for example, to assess 

neural responses to emotional stimuli in depression (Siegle et al. 2002), memory for 

emotional stimuli (Kensinger and Corkin 2003), performance for sustained attention and 

attention switching (Chambers et al. 2008), and assessment and modification of attentional 

bias for threat words in anxiety disorders (Amir et al. 2009).

Although the majority of studies apply the same set of word stimuli for all study 

participants, a few investigators have attempted to select personally relevant words for use in 

computerized attention training paradigms for anxiety and alcohol use disorders. Amir and 

colleagues (2009, 2016) used what they call an “idiographic” approach to stimuli selection. 

Participants are asked to rate word stimuli on a scale, and the researchers select a subset of 

those words rated most highly by the participant for inclusion in training programs. A 

similar method involves showing participants a set of words and asking them to select the 

most relevant subset (McGeary et al. 2014). Another approach involves participants 

spontaneously producing personally relevant words (Fridrici et al. 2013). Finally, for a study 

using personalized words for individuals with PTSD, clinical interviews conducted with the 

participant were transcribed, then the interviewer selected words from the transcription 

based on emotional value, distinctiveness, and number of repetitions in the interview 

(Schoorl et al. 2014). For research in clinical populations, the approach used most frequently 

to match stimuli to the individuals in the study, is to recruit a specific patient population and 

select stimuli relevant for that population (e.g. angry faces in social phobia, contamination-

related stimuli in obsessive compulsive disorder, sad faces in depression, combat images for 

veterans with combat-trauma).

These personalization methods have limitations. For the idiographic approach, there is a 

limit to how many stimuli a participant can rate or consider, limiting the total pool of stimuli 

that can be used. The spontaneous production method requires the user to understand what 

type of word or stimulus is needed and puts a significant burden and responsibility on the 

user to produce an appropriate response. Further, the task of spontaneously producing words 

can be limited by cognitive impairment or attention deficit hyperactivity disorder (Shao et al. 

2014) and the words produced using this approach may not actually represent the most 

personally relevant words. For clinical populations, selecting words derived from a clinical 

interview requires significant time and personnel investment including availability of highly 

trained interviewers, transcription of the interviews, and a protocol for word selection from 

the interviews. This method also relies on a patient’s ability to produce a wide variety of the 

type of stimuli that are needed for a given study during the interview. Methods that allow 

selection from a large set of words and that require minimal effort by both researchers and 

users could significantly facilitate our ability to select personalized word stimuli within 

research paradigms and increase the relevance and emotional salience of word stimuli for 

every study participant. Finally, although focusing on a specific patient population may be 

ideal depending on the goals of the researcher, the selection of stimuli for research on 

transdiagnostic disorder mechanisms or treatments becomes more challenging.

The current study aimed to develop and test the accuracy of a recommender algorithm for 

identifying personalized threatening words. Because a number of prior studies have used 

words to assess various cognitive and affective processes in trauma-exposed individuals, a 
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large number of word stimuli relevant for such populations (in addition to the words from 

the ANEW dataset) were available (Beck et al. 2001; Blix and Brennen 2011; Bunnell 2007; 

Ehring and Ehlers 2011; Roberts et al. 2010; Swick 2009). Therefore, we chose to develop 

the recommender algorithm in a trauma-exposed population and used words selected for 

previous studies to create our pool of word stimuli. To develop the algorithm, we tested 

different values of model parameters to optimize performance. Then, to compare the threat 

level of the words selected using the algorithm approach to that of non-personalized words, 

we tested whether the algorithm outperformed: (a) random word selection; (b) a standard 

word set that has been used in prior studies (MacLeod et al. 2002); and (c) word selection 

based on trauma type.

Methods

Participants

The study protocol was approved by the UCSF Institutional Review Board. Participants were 

recruited via Amazon’s Mechanical Turk (MTurk) platform (Buhrmester et al. 2011). 

Participants completed a screening questionnaire to assess trauma exposure (N = 1605), and 

only those who had been exposed to trauma that “really bothered [them] emotionally” were 

invited to complete the remainder of the study (N = 1223). Eligible participants had a mean 

age of 34 years old (SD = 10.7). In terms of gender, 55.8% identified as female, and 0.4% as 

non-binary or third gender. Participants received 10 cents for the screener and $4.50 for 

completing the word ratings. Of all eligible participants, 881 (72%) participants rated all the 

words as requested, 231 (19%) participants rated some, but not all words, and 111 (9%) 

participants did not rate any words. Participants who rated some of the words were given 

partial payment.

To identify people who may have been responding randomly or whose data would not 

inform the algorithm, we used a number of tactics. We removed participants who rated 

positive or neutral words as highly threatening (N = 34), those who had very low variability 

(SD < 1) in their responses across the words (N = 10), participants who rated fewer than 50 

words (N = 155), and participants who met more than one of these criteria (N = 76). 

Participants included in the final dataset (N = 837) were 34.8 years old (SD = 11.0, Range = 

19–71) and 60.1% female. Participants reported trauma exposure as shown in Table 1. The 

average number of different trauma types reported was 4.2 (SD = 2.5) with a range from 1 to 

11.

Sample Size Determination

Data were collected in five stages to allow us to check that participants were providing 

sufficient variability of responses and to check the performance of the algorithm. Because 

we had no way to estimate the total sample size needed ahead of data collection, we planned 

to track the algorithm performance with each stage of data collection and to end data 

collection when inclusion of additional participants no longer improved the performance of 

the algorithm. Algorithm performance reached an asymptote (and even slightly decreased) at 

approximately 700 participants (as shown in Fig. 1) providing evidence that our sample size 

of 837 was sufficient to achieve optimal model performance.

Niles and O’Donovan Page 4

Cognit Ther Res. Author manuscript; available in PMC 2019 September 30.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Materials

Trauma History Screen

The Trauma History Screen (Carlson et al. 2011) is a very brief self report measure used to 

assess exposure to events associated with significant and persisting posttraumatic stress. The 

measure assesses for the occurrence of 14 traumatic or stressful events such as “a really bad 

car, boat, train, or airplane accident,” and “attack with a gun, knife, or weapon.” The 

measure then asks, “did any of these things really bother you emotionally?” In the current 

study, to increase the likelihood of identifying trauma involving threat to life or physical 

integrity, we eliminated the “other,” “sudden move or loss of home and possessions,” and 

“suddenly abandoned by spouse, partner, parent or family” items. Further, to reduce 

participant burden we only asked participants to indicate whether or not they experienced 

each event, but did not ask them to report the number of times they experienced events or to 

elaborate on events experienced. Temporal stability of the measure is good to excellent, it 

shows convergent validity with longer measures and it is well understood by people with low 

reading levels (Carlson et al. 2011).

Word Selection

Threatening words were selected based on previous studies that have used words to measure 

or modify cognitive processes in PTSD and trauma-exposed individuals (Beck et al. 2001; 

Blix and Brennen 2011; Bunnell 2007; Ehring and Ehlers 2011; Roberts et al. 2010; Swick 

2009), as well as from the affective norms for English words (ANEW) standard word rating 

set (Bradley and Lang 1999), and a study examining cognitive processing of emotional 

words (Kousta et al. 2009). ANEW words had previously been rated on dimensions of 

valence and arousal using the self-assessment mannequin (Bradley and Lang 1999). Words 

from ANEW were chosen if they had a valence rating less than or equal to 5 on a 1–9 scale 

and an arousal rating greater than or equal to 5 on a 1–9 scale (262 words). Duplicate words 

were removed. Further, when pairs or groups of words had the same stem but a different 

suffix, we selected one of the words using the following criteria. We retained (a) the more 

negative/arousing word if both had been rated in ANEW, (b) the word that had been rated in 

ANEW if only one was rated, and (c) the shorter word if neither was rated. Also, words or 

acronyms that were very specific to the military (e.g. IED, Falluja, APC, Kirkuk) were 

removed. This resulted in a total of 513 words. To help us identify random responders, we 

also included four highly positive words chosen from ANEW (champion, delight, joyful, 

lucky) and four fruit words (apple, orange, pear, tangerine).

Word Rating Scales

Participants were asked to rate how threatening each word was on a scale from 1 to 9 where 

1 was “not threatening” and 9 was “very threatening.” In the instructions, threat was defined 

as how much each word represents “the potential for harm, loss or damage for you”. A 

subset of participants also rated the words on valence and arousal using the SAM rating 

scales (Bradley and Lang 1994), which are non-verbal, pictorial scales that have previously 

been used to rate affective stimuli (N = 143).
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Although prior research has used the SAM rating scales to assess valence and arousal based 

on theories that emotion falls along these two dimensions (Carroll et al. 1999), we wanted to 

identify words that participants would identify as “threatening.” For consistency with prior 

approaches to rating stimuli, for the first 143 participants, each word was rated for all three 

dimensions: valence, arousal, and threat. We then examined the relationship between our 

threat measure and measures of valence, arousal, and a composite of the two. Threat was 

strongly correlated with arousal (r = .85), with valence (r = − .81), and very strongly with the 

composite (r = .96). Thus, to reduce participant burden and because threat had greater face 

validity for our construct of interest, we proceeded with only the measure of threat for 

additional data collection.

Procedure

Data were collected using the Qualtrics Research Platform, and participants were provided a 

link to the Qualtrics survey through the MTurk system. Participants first reviewed a consent 

form and then completed the Trauma History Screen to determine eligibility. Eligible 

participants were then sent to the word rating portion of the study. They were first provided 

with instructions for how to rate the words. Then, words were presented one at a time, and 

participants provided ratings for each word. Participants who completed the survey received 

a code for entry into the MTurk interface, which would allow the researchers to verify 

completion of the survey and to provide payment.

Algorithm Development

The recommender system was developed using R (R Core Team 2013). The code and data 

are available at https://github.com/andreaniles/threat_word_recommender.

User–User Collaborative Filtering System Development

For a target user for whom recommendations are needed, the user–user collaborative 

filtering algorithm identifies similar users in a dataset and makes recommendations based on 

the item preferences of those similar users. Aggarwal (2016) describes the algorithm as 

follows (for the current recommender algorithm we developed, “items” are words). For an m 
× n rating matrix R = [ruj] with m users and n items, let Iu represent the set of items rated by 

user u. If u has rated the 1st, 4th and 5th item, Iu = {1,4,5}. The set of items rated by another 

user v is Iv, and the overlapping items rated by users u and v is indicated by Iu ⋂ Iv. Ratings 

by each user on this set of items are used to compute the similarity between users u and v, 

Sim(u,v). Pearson’s correlation coefficient r is frequently the measure of similarity between 

users, and we have used r for the present recommender algorithm. Pearson’s correlation is 

computed between each user in the dataset and the target user (the person for whom 

recommendations are needed) on the set of common items rated. The correlation 

coefficients, representing the similarity of each user in the dataset to the target user, are 

sorted from largest to smallest. A subsample of k similar users or neighbors with the highest 

r values are then selected, and their ratings are used to predict the ratings of items not rated 

by the target user. The word ratings of the k similar users are weighted by r so that the 

ratings of more similar users are weighted more heavily in the prediction of unrated items 
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for the target user. Predicted ratings for the target user on each item are comprised of a 

weighted average of the ratings of the k similar users.

Optimizing the Model

To optimize the performance of the algorithm, various parameters can be modified or ‘tuned’ 

to achieve optimal model performance. Potential tuning parameters for recommender 

algorithms include the number of neighbors (k), what information to obtain from new users 

(termed the cold-start problem), and precisely how to calculate the similarity metric between 

users. The current study assessed multiple values for each tuning parameter and, for our final 

model, we selected values that resulted in the greatest model accuracy.

We used two methods to measure model accuracy. (1) We calculated the percentage of the 

mean of the actual top rated words that was achieved by the mean of the recommended top 

rated words for each participant. This is termed % max throughout the paper and is also 

referred to as “precision” in computer science. (2) We calculated the root mean squared error 

(RMSE) of the predicted word ratings for each person in the sample n. Calculation of these 

accuracy metrics was possible because all participants rated all words, and actual word 

ratings could be compared to the predicted word ratings based on the algorithm.

%max = ∑ A
∑B × 100 RMSE =

∑i = 1
n yi − yi

2

n

For RMSE, yi represents the predicted rating for word i, yi is the actual rating for word i, and 

n is the total number of words. For % max, A is the set of word ratings for words 

recommended to the user and B is the set of word ratings for the actual top rated words. For 

example, if we wanted to recommend 4 highly rated words to the user, and the recommender 

algorithm selected words with ratings 3, 4, 5 and 5 (out of 5), A would be {3, 4, 5, 5}. If the 

user had actually given four words ratings of 5 out of 5, B would be {5, 5, 5, 5}, and % max 

would be (3 + 4 + 5 + 5)/(5 + 5 + 5 + 5)*100 or 85%. For the current demonstration, we 

recommended 60 words.

Cold‑Start Problem—The cold-start problem concerns the absence of data for a new user 

entering the recommender system. If the goal is to make recommendations to a new user, as 

was our goal for the current project, information must be obtained from that new user in 

order to identify similar users in the training dataset. In the “ask to rate” technique, new 

users are asked to rate items until sufficient information has been obtained to make a 

recommendation. Nadimi-Shahraki and Bahadorpour (2014) reviewed and compared 

different methods to select items for a new user to rate. To select the words rated by a new 

user from the pool of 513 words, we calculated a score that weighted the entropy of words 

(i.e. variability of ratings across the threat scale) and the average threat level of the words 

(i.e. popularity). This method is one of the most effective methods for making accurate 

recommendations (Nadimi-Shahraki and Bahadorpour 2014; Rashid et al. 2002), and has 

been termed a “balanced” method because it uses information about both the entropy and 

popularity of words. Entropy and popularity were calculated for each word as follows:
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Entropy = ∑
i = 1

9
pilog pi  Popularity  = ∑

i = 1

n
yi
2

For entropy, pi refers to the probability of rating i on the 1–9 rating scale. For popularity, yi 

is the rating for user i, and n is the total sample of users. Although one approach (Nadimi-

Shahraki and Bahadorpour 2014) is to determine a balance score by combining entropy and 

popularity using the equation log(popularity) × entropy, we experimented with different 

weighting methods to identify the optimal weighting of entropy and popularity for our 

dataset. We chose to use different amplification parameters α within the equation 

popularityα * entropy in order to select the set of words a new user should rate to produce 

the most accurate word recommendation. We examined different values of α ranging from 0 

to 3 in increments of .5.

We also needed to identify the number of words a new user would rate before we could 

make a recommendation. The more words a new user rates, the more accurate the 

recommendation will be. However, we needed to balance the new user burden with the 

accuracy achieved for different numbers of initial words rated. We determined that we did 

not want users to rate more than 70 words, and preferably fewer than 70. We then examined 

the accuracy of the recommender system based on the number of words provided ranging 

from 20 to 70 by increments of 5.

Neighbors—Neighbors are the number of similar users (k) whose ratings are averaged to 

predict ratings for a target user. We examined the accuracy of the system with 10 to 80 

neighbors increasing by increments of 10.

Similarity Cutoff—When selecting the neighbors used to make a recommendation for a 

new user, the ratings of users whose ratings correlate most strongly with the new user are 

averaged. In addition to selecting the number of neighbors to be used in calculating the 

average rating, a minimum similarity value can be identified such that users with similarity 

values less than the cut off are not used for the rating. This cut off removes users who have 

very low or negative similarity values. We examined the accuracy of the model for different 

similarity cutoffs from 0 to .4 in increments of .05.

Optimization Order

Although ideally we would examine every combination of each of the tuning parameters 

described above to select the optimal model, this would result in a 7 by 11 by 8 by 9 

dimensional array (a total of 5544 possible cells). Because each cell required approximately 

1 h of computing time, the total computation time for this analysis would be 231 days. 

Instead, we examined the different values for each tuning parameter fixing all other tuning 

parameters at one value. We tuned the parameters in the order in which each entered into the 

recommender algorithm as follows: (1) amplification parameter, (2) number of words given, 

(3) number of neighbors, (4) similarity cut off. Once the optimal value was determined for 

each parameter, subsequent parameters were tuned at the optimal value of the previous 
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parameter. Initial values for the number of words given, number of neighbors, and similarity 

cut off were 50, 30, and 0 respectively.

Statistical Analysis

Because accuracy values were nested within individuals (i.e. accuracy was calculated for 

multiple methods of word selection for each person in the dataset), we used a multi-level 

model (MLM) in Stata 14 (StataCorp 2015) to compare the accuracy of words selected using 

different methods. Our outcome was % max and the predictor was word selection method. 

We included random intercepts in the model. We could not compare methods on RMSE 

because the calculation of RMSE requires a “predicted” rating, which was not available for 

word sets other than those from the recommender algorithm. We compared the algorithm 

method to three word selection methods: (1) set of 60 words (randomly selected from the 94 

words) from the MacLeod (2002) word set (coded as 0), (2) random selection of 60 words 

out of 513 words (coded as 1), and (3) trauma-group specific word sets (coded as 2). 

Significant omnibus tests were followed up with pairwise tests of simple effects using the 

“margins” command in Stata. For the trauma-specific word selection, we identified five 

studies that selected words for specific trauma groups including sexual abuse (Blix and 

Brennen 2011), physical abuse (Bunnell 2007), accident (Beck et al. 2001; Ehring and 

Ehlers 2011), and combat trauma (Swick 2009). For combat trauma, some words from the 

prior study were not included in the larger word set because they were very specific (as 

described in the “Word Selection” section above). Thus, for combat trauma, 26 out of the 40 

total words from Swick (2009) were used for the comparison. For this analysis, we selected 

only participants reporting each type of trauma and calculated the mean rating given to the 

trauma-specific words. We then compared the accuracy of the trauma-specific words to the 

accuracy of the algorithm-selected words for people in each trauma group using paired 

samples t-tests.

Results

Selecting Model Parameters

Graphs showing algorithm performance based on % max and RMSE across different values 

of the tuning parameters are shown in Figs. 2 and 3 respectively. For some of the parameters, 

the optimal algorithm performance differed depending on whether we optimized based on % 

max or RMSE. However, because our goal was to select a set of the most threatening words 

rather than obtain the most accurate prediction for all words, we prioritized optimizing % 

max over RMSE. Final parameters selected are shown in Table 2. For the selected parameter 

values, % max was 91.4% and RMSE was 1.33.

Comparing Accuracy of Different Types of Word Selection

Algorithm Versus Random and Standard Words—Results are shown in Fig. 4. 

Using MLM, we examined the effect of word selection method on model accuracy (% max). 

The overall effect of word selection method was significant χ2 (2, n = 837) = 9517.58. Tests 

of simple effects revealed that the algorithm-selected words (M = 91%, SD = 9) were 

significantly more accurate compared to the standard word set (M = 61%; SD = 14; b = .31, 
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95% CI .30, .32, p < .001, d = 2.42) and compared to a random word set (M = 61%, SD = 

12; b = .31, CI .30, .31, p < .001, d = 2.92). In contrast, the standard word set was not 

significantly more accurate compared to the random word set (p = .797).

Algorithm Versus Trauma‑Specific Words

Results are shown in Fig. 4. For sexual trauma (n = 359), the accuracy for words selected by 

the algorithm (M = 91%, SD = 9) was significantly higher than the accuracy for trauma-

specific words (M = 63%, SD = 13), t(358) = 45.5, p < .001, d = 2.50. For physical abuse (n 

= 446), the accuracy for words selected by the algorithm (M = 91%, SD = 9) was 

significantly higher than the accuracy for trauma-specific words (M = 62%, SD = 14), t(445) 

= 47.7, p < .001, d = 2.39. For accident-related trauma (n = 466), the accuracy for words 

selected by the algorithm (M = 91%, SD = 9) was significantly higher than the accuracy for 

trauma-specific words (M = 68%, SD = .15), t(465) = 40.6, p < .001, d = 2.10. Finally, for 

combat trauma (n = 69), the accuracy for words selected by the recommender system (M = 

92%, SD = 7) was significantly higher than the accuracy for trauma-specific words (M = 

70%, SD = 12), t(68) = 20.4, p < .001, d = 2.92.

Discussion

The goal of the current study was to develop and test an algorithm-based approach to 

personalizing negative affective word stimuli. Specifically, we used a collaborative-filtering 

recommender algorithm to personalize threatening words for trauma-exposed populations. 

Algorithm-based word selection identified words that were 50% more threatening compared 

to: (a) a random threatening word set, (b) a standard word set, and (c) words selected by 

researchers based on trauma type. Cohen’s d effect sizes for these comparisons were large, 

ranging from 2.10 to 2.92, supporting the superiority of this system over non-personalized 

word selection. Further, the data collection necessary to train the recommender system was 

fast (approximately 200 participants in 24 h) and simple on MTurk, indicating that this 

approach could be applied rapidly and widely to train recommender systems for many types 

of affective stimuli.

To our knowledge, this study is the first to apply an algorithm-based machine learning 

approach to the selection of personalized stimuli, and it overcomes significant limitations of 

prior stimuli personalization efforts. Previous personalization approaches have required 

participants to rate all available stimuli, asked participants to spontaneously produce stimuli, 

used transcription of clinical interviews and subsequent stimuli selection by experts, or 

required limitation of research samples to very specific groups to allow tailoring of stimuli. 

The recommender algorithm we developed requires the user to rate only 55 words, and can 

then select a personalized word set of 60 words (although any number can be requested) 

from a pool of 513 words. This approach greatly increases the number of stimuli available 

without requiring significant effort and time on the part of the participant to rate all possible 

stimuli. Further, algorithm-based word selection does not require trained personnel to help 

the user select personalized words, thus allowing for an entirely automated process. Finally, 

the recommender system can be used to personalize words for individuals with any type of 
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trauma exposure, eliminating the necessity to focus on a particular trauma group in order to 

select relevant stimuli.

Not only does the algorithm-based personalization approach resolve limitations of previous 

methods, but it also showed remarkable accuracy at identifying a highly personalized set of 

words. Algorithm-based word selection produced words that were much more threatening on 

average compared to a randomly selected word set and greatly outperformed a common set 

of words from MacLeod et al. (2002) that has been widely used (e.g. Amir et al. 2009; Amir 

and Taylor 2012; Colin et al. 2007; Hazen et al. 2009). Most remarkably, the set of words 

selected by the algorithm was far more threatening on average compared to words that were 

selected by researchers for specific trauma groups. This suggests that there is a large amount 

of variability in the types of stimuli that people find threatening, even among a relatively 

homogenous sample of people who have experienced the same type of trauma. Thus, when 

the same set of stimuli are used for every participant, even within a homogeneous 

population, the stimuli may not be personally relevant for a large portion of people. Thus, 

our ability to evoke emotional responses may be greatly improved by selecting personalized 

stimuli for each study participant, thereby reducing variability in participants’ responses and 

increasing our ability to detect psychological and biological correlates of affective 

responding. The heterogeneity of trauma exposure in our sample is a strength of the current 

study because it demonstrates that the recommender algorithm approach can be used to 

make recommendations for individuals with a wide array of traumatic experiences. Thus, 

using a recommender algorithm to select affective stimuli can facilitate the study of 

individuals with PTSD resulting from many different types of trauma.

The current study has some limitations. The algorithm we developed is based on the ratings 

of people with trauma exposure. Thus, the present algorithm may not be directly applicable 

for selection of words for other populations such as those with anxiety disorders, obsessive–

compulsive disorders, or depression. However, additional algorithms relevant to other patient 

populations and for other types of stimuli, such as images, can be easily developed. Further, 

a challenge of this type of data collection is random responding by participants, although 

research suggests that random responding is no more of an issue on MTurk than with 

convenience samples of college students (Fleischer et al. 2015). We used a number of 

methods to identify people who may have been responding randomly, but it is possible that 

some random responders were included in our training dataset. Future studies could use 

other indicators of random responding, such as reaction time. Another potential limitation is 

that participants may have provided inaccurate responses during the screening questionnaire 

to be eligible for the study. We had no way to detect such malingering. However, prior 

research indicates that an estimated 90% of people have experienced a traumatic event 

(Kilpatrick et al. 2013), which is higher than the percentage of screened participants who 

were eligible for the present study (76%). Thus, if some participants did malinger in an 

effort to be included in the study, it was likely a small number of subjects. Inclusion of these 

individuals in the training data could, however, reduce the accuracy of the recommender 

algorithm. Finally, the current collaborative filtering approach does not incorporate changes 

in ratings over time. Methods such as matrix factorization can model temporal dynamics 

more effectively than collaborative filtering (Koren et al. 2009). Thus, future research could 
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incorporate longitudinal measurement of ratings and utilize matrix factorization in an effort 

to more accurately model temporal changes and make predictions of future ratings.

In conclusion, the current study proposes a novel algorithm-based approach to the 

personalization of evocative stimuli that can maximize emotional reactivity for every 

participant in a given study. We have demonstrated that algorithm-based personalization 

results in a set of words that is far more threatening to each individual trauma-exposed 

person compared to non-personalized word selection approaches. Further, this method 

resolves significant limitations to previous methods used to select personalized words. The 

recommender algorithm approach may be used to select personalized and highly evocative 

stimuli for lab-based or neuroimaging paradigms in affective and clinical science. The 

selection of personalized stimuli can maximize affective responding in study participants, 

potentially making psychological and biological sequelae of emotion easier to detect. Our 

study demonstrates just one example of the successful application of algorithm-based 

personalization for threat word selection. Artificial intelligence may hold tremendous 

potential for personalization of evocative stimuli in psychological science.
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Fig. 1. 
Model performance by sample size
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Fig. 2. 
Model performance (% maximum rating) for different values of tuning parameters used to 

optimize the recommender algorithm. Higher values indicate better model performance. 

Amplification of popularity versus entropy (top left), words given to the recommender 

algorithm (top right), number of neighbors used to predict ratings (bottom left), and cut off 

for low similarity values (bottom right)
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Fig. 3. 
Model performance (root mean squared error) for different values of tuning parameters used 

to optimize the recommender algorithm. Lower values indicate better model performance. 

Amplification of popularity versus entropy (top left), words given to the recommender 

algorithm (top right), number of neighbors used to predict ratings (bottom left), and cut off 

for low similarity values (bottom right)
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Fig. 4. 
Violin plot of percent of maximum rating densities (i.e. accuracy) by method of word 

selection. Higher % maximum rating values indicate better accuracy. Note numbers shown 

in parentheses are the sample sizes included in the density plot
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Table 2

Final values selected for each tuning parameter in the recommender system

Parameter Final value

Popularity amplification (α) 1.5

Words given 55

Neighbors (k) 50

Similarity cutoff .25
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