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Abstract

Prediction and control of operant behavior are major goals of behavior analysis. We suggest that 

achieving these goals can benefit from doing more than identifying the three-term contingency 

between the behavior, its setting stimulus, and its consequences. Basic research now underscores 

the idea that prediction and control require consideration of the behavior’s history. As one 

example, if an operant is a goal-directed action, it is controlled by the current value of the 

reinforcer, as illustrated by the so-called reinforcer devaluation effect. In contrast, if the behavior 

is a habit, it occurs automatically, without regard to the reinforcer’s value, as illustrated by its 

insensitivity to the reinforcer devaluation effect. History variables that distinguish actions and 

habits include the extent of their prior practice and their schedule of reinforcement. Other operants 

can appear to have very low or zero strength. However, if the behavior has reached that level 

through extinction or punishment, it may precipitously increase in strength by changing the 

context, allowing time to pass, presenting the reinforcer contingently or noncontingently, or 

extinguishing an alternative behavior. Behaviors that are not suppressed by extinction or 

punishment are not affected the same way. When predicting the strength of an operant behavior, 

what you see is not all there is. The behavior’s history counts.
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A major goal of behavior analysis is the prediction and control of operant behavior. 

Accordingly, since at least Skinner (1938, 1969), and extending through today’s use of 

functional analysis (e.g., Hanley, Iwata, & McCord, 2003), it has been common to 

emphasize the three-term contingency in the analysis of an operant response: i.e., (1) the 

occasion within which the response occurs, (2) the response itself, and (3) the reinforcing 

consequences of the response. Various terms for the elements of the contingency have been 

used over the years: for example, the occasion has been variously called a discriminative 

stimulus, state, establishing operation, or context; the response an operant or action; and the 

reinforcer a reward, consequence, or outcome. But, whatever terms are used, the approach 

has implied that to predict and control a response it is sufficient to identify its specific 

setting conditions – its specific occasion - and to develop the means to selectively apply 

reinforcement. Furthermore, although it has been conceded that identifying and applying 

these key events might prove challenging in practice, from this perspective it is not a 
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problem in principle: An important assumption of the behavior analytic tradition is that each 

term of the contingency is open to direct observation. Therefore, accurately describing the 

situation, the response, and its consequences will be sufficient to specify the factors that 

control any operant.

Fundamentally, this means that if a behavior analyst wants to increase or decrease the 

strength of some specific operant, s/he needs to find its antecedents or consequences and 

manipulate them accordingly. But basic research from the animal learning laboratory now 

provides additional information that might help predict what will be effective. Two operants 

that look very much alike may actually have very different properties; depending on their 

learning histories, they may be controlled by different kinds of event, or influenced quite 

differently by the same event. In the present article, we will consider two sets of examples 

drawn from the current literature. In the first, we will show that two seemingly 

indistinguishable operants that occur at a stable rate might have a different status as either 

goal-directed actions or habits. This influences the variables or events that control them. In 

the second, we consider what we call silent operants that have very low or zero strength. 

Depending on their actual reinforcement histories, they can respond quite differently to the 

same event. Both examples violate what Daniel Kahneman (e.g., 2011) has called the What 

You See is All There Is heuristic used in human decision making. When it comes to operant 

behavior, What You See is Not All There Is. Knowledge of a behavior’s history is useful to 

predict it and control it accurately.

Actions vs. habits

Historically, the three-term contingency was developed to describe responses that, at that 

time, were commonly called habits (e.g., Hull, 1943). In accord with the then-dominant 

neobehaviorist position, the performance of any operant was thought to reflect a stimulus-

response association that was strengthened by the selective application of a reinforcer. In the 

paradigm case, a hungry rat trained to press a lever for food was argued to do so in the 

presence of various situational, contextual, or discriminative cues (serving as the S) with 

which the lever press response (the R) became associated due to the delivery of food (the 

reinforcer) after the response. Such a description accords with the argument that merely 

observing the rat lever pressing provides the basis for an adequate description of the 

response and of the contingency controlling that response.

Almost immediately a number of findings began to question the sufficiency of this account. 

Perhaps the earliest indication that something more than the simple situation-response 

association was controlling performance came from incentive contrast studies. Generally, 

these studies demonstrated that rats were more concerned with the relative value of the 

consequences of their actions than they should be if the consequence merely served a 

reinforcing function. Early studies reported that suddenly changing the value of an earned 

outcome, e.g., changing the food reward from banana to lettuce in monkeys (Tinklepaugh, 

1928), caused an immediate and powerful change in behavior from the pursuit of food to 

frustration and aggression. In one of the more famous studies involving rats running in a 

straight runway, a sudden reduction in the amount of food earned by running to the goal box 

caused an immediate reduction in performance of the response on subsequent trials to a level 
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that was below that of animals whose responding was maintained by that reduced amount of 

food from the outset; the so-called negative contrast effect (Crespi, 1942). Although 

reinforcement theories could address the overall reduction in performance, the rapidity with 

which the reduction occurred and the actual depression in responding relative to controls – 

the contrast effect – was difficult to explain in reinforcement terms. What these results 

suggested was that rather than merely being controlled by the situational cues – or the 

occasion – within which the operant was performed, it was also influenced by incentive 

motivation, which required mediation by some sort of representation or expectation of the 

consequence that the operant produced (e.g., compare Spence, 1956, and Tolman, 1932).

There have been numerous similar findings in mazes and runways supporting this general 

claim (see Flaherty, 1996 for review), as well as studies showing that even lever pressing in 

rats can be controlled by a representation of the reward value of the food. Adams and 

Dickinson (1981), for example, reported that hungry rats trained to lever press for sugar 

solution were strongly sensitive to changes in the value of the sugar when it was altered 

offline by conditioned taste aversion. In this study, acquisition of lever pressing for sugar 

and then taste aversion conditioning to sugar each occurred in separate phases. In a final test, 

the rats were returned to the lever press apparatus and lever pressing performance was 

assessed in extinction. (Note that conducting the test in extinction prevented the opportunity 

to pair the lever-press response directly with the now devalued sugar in experience.) 

Importantly, the rats with the new taste aversion to sugar nevertheless reduced their lever 

pressing immediately relative to a group that had received the sugar and the illness unpaired. 

This is the so-called reinforcer devaluation effect. As a consequence of this finding the 

authors concluded that lever pressing in rats, as implied by the performance observed in 

mazes and runways, is goal-directed and influenced by the organism’s knowledge of the 

current value of the reinforcer. The organism learns about the behavior and its reinforcer, 

and when the reinforcer’s value changes, the strength of the operant adjusts accordingly.

The benefit of encoding the actual consequence of an action is the flexibility it provides 

when the value of that consequence changes even without any obvious shift in the context or 

occasion in which the response is produced. Rather than requiring an animal to perform a 

response to learn that its consequences are no longer valuable (and potentially noxious), 

integrating the relationship between the action and its consequences with its experience of 

the altered value of those consequences is sufficient to alter the performance of the response. 

This is not always true, however. Although the above studies suggest that operants can be 

goal-directed, their performance can also appear to be consistent with simpler reinforcement 

theory. For example, Adams (1982) trained two groups of rats to lever press on a continuous 

reinforcement schedule for sugar solution. One group was given the opportunity to make 

100 reinforced lever presses whereas the other was given the opportunity to make 500 

reinforced lever presses. After this training, half of each group was given the taste aversion 

(reinforcer devaluation) treatment in which the sugar was paired with illness whereas the 

other half were given the control treatment with the sugar unpaired with illness. Lever 

pressing was then assessed in all animals in extinction. Despite the fact that the rats were all 

lever pressing in a seemingly identical manner before devaluation – suggesting that, from a 

purely observational perspective, similar contingencies should be controlling their 

performance – the different amounts of training produced very different forms of behavioral 
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control. The rats given only a moderate amount of training were sensitive to the outcome 

devaluation treatment and reduced responding compared to the non-devalued control group. 

In contrast, rats given extended training did not show this effect; although the rats given the 

devaluation treatment had a strong taste aversion to the sucrose, they lever pressed on test in 

a similar manner to the unpaired control group. As Adams observed, it appeared that with 

moderate training the rats’ actions were goal-directed whereas when given extended training 

they had become habits.

These early studies suggested that, depending on the amount of training, it is possible for 

lever pressing to become goal-directed or habitual. That is, the contingency controlling an 

operant can either be driven by a situation-response-reinforcement contingency, in the case 

of habits, or by the association between the action and outcome, in the case of goal-directed 

actions. Subsequent studies have established a number of other important differences 

between goal-directed actions and habits. For example, (1) goal-directed actions develop and 

change very quickly and so can govern choice performance: Colwill and Rescorla (1985) 

were the first to establish that the devaluation of an action alters the rats’ willingness to 

choose its associated action without affecting the performance of other, simultaneously-

available actions. Furthermore, (2) rather than being controlled by the context or situation, 

goal-directed actions are controlled by their association with a specific outcome (Colwill & 

Rescorla, 1986). As a consequence, goal-directed actions are sensitive to degradation of the 

action-outcome contingency and selectively so; in a situation where two actions are trained 

with different reinforcers, adding deliveries of one or other reinforcer that are not contiguous 

with its associated action reduces the performance of that action while leaving other actions 

unaffected (Dickinson & Mulatero, 1989; Balleine & Dickinson, 1998). Indeed, (3) when 

lengths are taken to make the performance of a goal-directed action conditional on a 

discriminative stimulus (SD), control by the SD is not over the response itself but rather over 

the response-outcome association (Rescorla, 1990; Bradfield & Balleine, 2013; see also 

Trask & Bouton, 2014). Other studies have investigated the influence of different forms of 

devaluation and revaluation of the instrumental reinforcer using shifts in primary motivation 

(Dickinson & Dawson, 1987; Balleine, 1992), and incentive learning manipulations 

(Dickinson & Balleine, 1994; Balleine, 2001) including sensory-specific satiety (Balleine & 

Dickinson, 1998).

In contrast, habits have been found to be difficult to develop in choice situations – despite 

extensive overtraining, when an explicit choice between two actions is always made 

available, rats continue to show sensitivity to outcome devaluation (Colwill & Rescorla, 

1988; Kosaki & Dickinson, 2010). Furthermore, in contrast to goal-directed actions, habits 

are strongly and immediately affected by shifts in motivational state (Dickinson et al, 1995) 

and by shifts in context (Thrailkill & Bouton 2015). And, as their strong relationship to the 

context suggests, habits have been found to be insensitive to treatments that would otherwise 

degrade the response-outcome contingency (Dickinson et al., 1996; Dezfouli & Balleine, 

2014).

It is important to note that the distinction between goal-directed actions and habits is not 

unique to rats but is also found in humans. Relatively moderately trained actions in children 

above the age of three (but not below) show sensitivity to reinforcer devaluation (Klossek, 
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Russell & Dickinson, 2008), whereas overtraining can render actions insensitive to outcome 

devaluation and make them habitual (Tricomi, Balleine & O’Doherty, 2010). It should also 

be noted that actions and habits are not only mediated by distinct contingencies and learning 

rules but also by distinct neural systems: Balleine and colleagues have established that a 

cortical basal ganglia circuit involving the medial prefrontal cortex and caudate/dorsomedial 

striatum in humans and in rodents mediates goal-directed actions whereas a parallel circuit 

involving the sensorimotor cortices and the putamen/dorsolateral striatum mediates habits 

(see Balleine & O’Doherty, 2010 for a review). The dissociation of these circuits provides 

even more evidence for a division between goal-directed actions and habits as fundamentally 

distinct forms of behavioral control.

Finally, the division between goal-directed actions and habits extends into abnormal 

behavior (Griffiths et al., 2014). For example, addiction is often characterized both as a loss 

of behavioral control and the development of a drug-taking habit (e.g., Everitt & Robbins, 

2005). Consistent with this characterization, although operant responding for everyday 

rewards (like chocolate or sugar) in animals and humans can appear relatively normal 

compared to healthy controls, tests have found that drug exposure attenuates goal-directed 

action control and causes downregulation of the neural circuitry associated with goal-

directed action while causing increases in habitual control and in habit-related circuitry 

(Hogarth et al., 2013; Furlong et al., 2015). Similarly, deficits in goal-directed action control 

have been found in adolescents with depression, social anxiety or autism spectrum disorder 

and in adults with chronic schizophrenia-- based on devaluation tests (Alvarez et al., 2014, 

2016; Morris et al., 2015). Conversely, there is some evidence to suggest that disorders such 

as ADHD and degenerative conditions, such as Parkinson’s and Huntington’s disease, 

produce deficits in the habitual control of operant responding causing deficits in operant 

performance due to the demands of multitasking (Griffiths et al., 2014; Redgrave et al., 

2010).

In summary, many studies have pointed to the fact that, depending on the training 

conditions, the performance of an operant behavior can be controlled by very different 

contingencies. Goal-directed actions are malleable, flexible, rapidly acquired and relatively 

readily suppressed or even eliminated from the response repertoire. In contrast, habits are 

inflexible, automatic and difficult to change or to suppress. Goal-directed actions are less 

dependent on the situation or occasion for support than habits, which are highly situationally 

dependent, and whereas goal-directed actions depend on the value of their specific 

consequences, habits are not concerned with the specific properties or values of their 

consequences at all. Overall, therefore, in operant or instrumental conditioning, what you see 

can be ambiguous; an action can appear to be controlled by situational cues but on closer 

inspection it may be found that shifts in context have little affect performance; it may appear 

to be controlled by its consequences but subsequent changes in the value of those 

consequences may demonstrate that it is not. To specify the contingency controlling a 

response requires, therefore, knowledge of the operant’s history and/or additional testing and 

assessment.
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Operants with low or zero strength

A related case may be made concerning operant behaviors that have very low or even zero 

rates. How they react to treatment in the future depends crucially on how they achieved 

those rates. As we describe next, if the response was once reinforced, but was then reduced 

or eliminated through extinction or punishment, it may return or relapse after some new, 

precipitating event occurs. Importantly, the return of the response cannot be predicted from 

simple observations taken before the new event. Again, what you see in behavior is not all 

there is.

Contemporary research has identified a number of triggering or precipitating events. One of 

the best studied is a change in the background context, typically the Skinner box or operant 

chamber in which the animal performs, which can be individuated by different floor 

composition, spatial locations, and scents. If the context is changed after extinction, an 

extinguished operant can return or “renew.” The renewal effect can take different forms. In 

the most-studied version, a behavior is reinforced in one context (Context A) and then 

extinguished in another (Context B). If the behavior is then tested in Context A, the response 

can return—a phenomenon known as ABA renewal. Similarly, if the response is tested in a 

third context (Context C) after reinforcement and extinction in A then B, responding also 

recovers (ABC renewal). And if responding is reinforced in A and then extinguished in the 

same context (Context A), the response also renews when tested in a second context (AAB 
renewal). All three forms of renewal have been tested and confirmed with operant behavior 

(e.g., Bouton, Todd, Vurbic, & Winterbauer, 2011; Todd, 2013). ABA renewal also occurs 

after extinction in children with developmental disabilities (Kelley, Liddon, Ribeiro, Greif, 

& Podlesnik, 2015; see Podlesnik, Kelley, Jimenez-Gomez, & Bouton, 2017, for a recent 

review). And it is also the case that, in animals at least, renewal also occurs if the operant 

has been suppressed by punishment instead of extinction. ABA and ABC renewal have both 

been observed after positive punishment, where the response is suppressed by contingent 

footshock (Bouton & Schepers, 2015); and ABA renewal occurs if the response has been 

suppressed by an omission (DRO) contingency, i.e., negative punishment (Nakajima, 

Urushihara, & Masaki, 2002). The renewal effect suggests that neither extinction nor 

punishment destroys the original operant learning. Instead, the animal learns to refrain from 

making the response (e.g., Bouton, Trask, & Carranza-Jasso, 2016), and this inhibition is 

relatively specific to the context in which it is learned (Todd, Vurbic, & Bouton, 2014). 

Thus, a behavior that has very low or apparently zero strength can come alive again if the 

context is changed. A suppressed or inhibited operant can be distinguished from a behavior 

with true zero strength by testing the effect of changing the context.

There are other events that can cause the return or relapse of extinguished or punished 

operants. In spontaneous recovery, the mere passage of time after extinction (e.g., Rescorla, 

2004) or punishment (Estes, 1944) can cause the response to return again. In our view (e.g., 

Bouton, 1988), spontaneous recovery is another renewal effect in which the context change 

is provided by the passage of time. Just as extinguished responding renews when it is tested 

in a new physical context, it recovers when it is tested in a new temporal context. In fact, 

many different types of stimuli can play the role of context (e.g., Bouton, 2002). In state-

dependent learning, drug states provide the context (e.g., Overton, 1985); for example, when 
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extinction occurs when the organism is under the influence of a drug like a benzodiazepine 

or alcohol, the response renews when the animal is tested without the drug, i.e., sober, again 

(e.g., Bouton, Kenny, & Rosengard, 1990; see also Cunnigham, 1979; Lattal, 2007). And 

recent experiments have suggested that hunger state can be a context: When rats lever 

pressed for sucrose or sweet-fatty pellets (rodent junk food) while they were satiated and 

then received extinction while they were hungry, the response recovered when it was tested 

while the rats were satiated again (Schepers & Bouton, 2017). Such renewal may explain the 

difficulties faced by dieters who might eat when they do not need food and then starve 

themselves on a diet—the inhibition of eating when dieting may not transfer to well to the 

satiated state. Other recent research has shown that when the organism must make a 

sequence of two separate responses to earn a reinforcer (specifically, in a discriminated 

heterogeneous chain), the first response provides a kind of context for the second response 

(Thrailkill & Bouton, 2016). For example, if the second response is extinguished alone, 

apart from the chain, it is renewed when it is returned to the chain and tested after the rat has 

made the first response (Thrailkill, Trott, Zerr, & Bouton, 2016). The first response is more 

affected by changing the physical (Skinner box) context than is the second response. The 

point is that many kinds of stimuli or events can play the role of context.

Another precipitating event that causes the return of extinguished or punished behavior is 

free presentations of the reinforcer. In the rat laboratory, when a few reinforcers are 

presented freely after an operant response has been extinguished, the behavior will return 

(e.g., Reid, 1958; Rescorla & Skucy, 1969; Ostlund & Balleine, 2007). We recently found 

that even reinforcers presented contingent on a second response (instead of freely) were also 

effective at reinstating an extinguished target response (Winterbauer & Bouton, 2011). One 

explanation is that reinforcer presentations are merely part of the background (or context) 

that sets the occasion for more responding (e.g., Ostlund & Balleine, 2007). Another is that 

the reinforcer presentations may condition the background context (e.g., the Skinner box), 

which might itself re-invigorate the extinguished behavior (Baker, Steinwald, & Bouton, 

1991). Presentations of the reinforcer after extinction are also known to reinstate operant 

behaviors that are reinforced by drugs (e.g., de Wit & Stewart, 1981, 1983). And 

reinstatement effects have been reported with operants that have been suppressed by 

punishment (Panlilio, Thorndike, & Schindler, 2003). Once again, low- or zero-rate operants 

that have achieved that level through extinction or punishment can return through the 

occurrence of a precipitating event.

Recent research on extinction has focused on another “relapse” effect that may be especially 

relevant to behavior analysis. In differential reinforcement of alternative behavior (DRA), a 

new operant (R2) is reinforced at the same time a previously-reinforced target operant (R1) 

is extinguished. The DRA procedure is widely used by behavior analysts in treating problem 

behavior in children with developmental disabilities or autism spectrum disorder, and it 

seems reasonable to think that in nature extinguished responses are also often replaced by 

reinforced alternative responses. However, if the alternative behavior is now put on 

extinction, the first behavior can return (e.g., Leitenberg et al., 1970). This resurgence effect 

is now being studied in several laboratories. Although several explanations have been 

suggested (Leitenberg et al., 1970; Shahan & Craig, 2017; Shahan & Sweeney, 2011), most 

evidence favors a view that is based on the principles described above: Removal of 
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reinforcement for R2 during testing changes the reinforcer context, so the inhibited R1 

renews (e.g., Winterbauer & Bouton, 2010). A number of findings support this hypothesis. 

Perhaps the most straightforward is that when R1 is reinforced with one reinforcer and R2 is 

reinforced with a different one while R1 is extinguished, free (noncontingent) presentations 

of the second reinforcer during testing eliminates resurgence, whereas presentation of the 

first reinforcer does not (Bouton & Trask, 2016). Thus, the second reinforcer is 

demonstrably a cue or context that in this case controls R1’s extinction performance (see 

also Trask & Bouton, 2016). When the reinforcer is removed, the response returns; when it 

is maintained, the response remains inhibited and suppressed. The key to preventing 

resurgence is thus to encourage generalization between treatment and testing. For a more 

complete review of resurgence and the evidence supporting the context explanation, see 

Trask, Schepers, and Bouton (2015).

It is worth mentioning that much of the early research on renewal, reinstatement, and 

spontaneous recovery was actually done in Pavlovian (respondent) conditioning (e.g., 

Bouton, 1988, 2004, 2017). (Resurgence has been studied exclusively in the operant domain, 

although we expect that an analogous effect would occur in respondent conditioning; e.g., 

see Lindblom & Jenkins, 1981). The characteristics of extinguished respondents and 

operants are thus highly similar. We know that a conditional stimulus (CS) that elicits a very 

weak response or even no response at all can elicit the response again with a change of 

context (renewal), presentation of the Pavlovian unconditional stimulus or reinforcer 

(reinstatement), or the passage of time (spontaneous recovery); see Bouton (2017) for one 

recent review. Renewal, reinstatement, and spontaneous recovery have also been shown after 

counterconditioning, in which (for example) CS-shock pairings are followed by CS-food 

pairings or CS-food is followed by CS-shock (e.g., Bouton & Peck, 1992; Brooks, Hale, 

Nelson, & Bouton, 1995; Holmes, Leung, & Westbrook, 2016; Peck & Bouton, 1990). The 

effects of the precipitating events in turn depend on the CS’s conditioning history.

In a clear illustration of this, Bouton (1984, Experiment 5) paired a CS with a strong 

footshock in an initial phase. He then extinguished the response (“fear”) that the CS elicited 

by presenting the CS several times without shock. Importantly, extinction was stopped 

before the response completely disappeared. A second set of rats received only a small 

number of pairings of the CS with a weak shock-- without extinction. They received just 

enough conditioning trials so that the CS elicited a low level of responding that was 

indistinguishable from that in the conditioned-then-partially-extinguished group. Then both 

groups received footshock presentations (a reinstatement treatment). When the CS was then 

tested, there was a robust increase in responding to the conditioned-then-extinguished CS, 

but no increase to the conditioned-only CS. Thus, the effects of the reinstating shocks (and 

the conditioning of the context they demonstrably produced) depended crucially on the 

conditioning history of the CS. One could not have predicted the effect of the reinstatement 

shocks from prior responding to the CS alone. In respondent conditioning, like operant 

conditioning, behavioral silence can be misleading. What you see is not all there is.
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Conclusions

To summarize the argument, it may be easiest to predict what events will control a particular 

behavior by first considering the behavior’s history. Silent operants (those that have been 

inhibited, for example, by extinction or punishment) may “inexplicably” seem to increase in 

strength after context change, the passage of time, reinforcer presentation, or the extinction 

of an alternative behavior that replaced it. Non-extinguished or non-punished behaviors 

would not change in response to these events in the same way. To predict or control future 

behavior, as well as predict the effects of context change, the passage of time, reinforcer 

presentation, or the extinction of an alternative, one would need to know if the behavior has 

been inhibited or suppressed below some earlier rate. Goal-directed actions, on the other 

hand, can be strengthened or weakened by degradation of the action-outcome contingency or 

by offline changes in the value of the reinforcing outcome—as shown in the reinforcer 

devaluation effect. In contrast, habits are operants that are relatively immune to the 

immediate effects of reinforcer devaluation and in reducing the action-outcome contingency. 

Actions and habits (like silent and non-silent operants) can be distinguished by the kinds of 

events that control them. But knowing ahead of time whether a behavior is an action or habit 

will again depend on understanding the behavior’s history: actions have usually had little 

practice, have developed in choice situations, or have been reinforced on ratio schedules. 

Habits have contrastingly had larger amounts of practice, and have often been reinforced on 

interval schedules.

We already know that a behavior’s history is important. For example, it is widely understood 

that a behavior that has been intermittently reinforced can be more resistant to extinction 

than one that has been consistently reinforced (e.g., Capaldi, 1967). However, the concepts 

of actions, habits, and inhibited or silent operants may have unique implications for the 

control and treatment of problem behavior. For one, if a problem behavior is a habit (rather 

than an action), current thinking suggests that it might be difficult to change. And of course, 

extinction (and punishment) treatments, including DRA or DRO, can be vulnerable to lapse 

and relapse effects (e.g., Bouton, 2014; Podlesnik et al., 2017). On the more positive side, 

extinction of an undesirable behavior might in principle allow a more desirable one (that was 

previously learned and replaced by an undesirable one) to resurge. And reinforcement of a 

positive new operant to the point of becoming a habit might make it especially resistant to 

change. These ideas and applications beg for more research to give them more richness and 

detail.

More generally, it is proposed that the accuracy and precision of prediction and control, the 

behavior analyst’s two main desiderata, will be enhanced by considering the basic research 

and principles just reviewed. Moreover, prediction and control are also crucially enhanced 

by understanding a behavior’s history. What you see is not necessarily all there is.
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