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Abstract

Recent theoretical accounts argue that conceptual knowledge dynamically interacts with 

processing of facial cues, fundamentally influencing visual perception of social and emotion 

categories. Evidence is accumulating for the idea that a perceiver’s conceptual knowledge about 

emotion is involved in emotion perception, even when stereotypic facial expressions are presented 

in isolation1–4. However, existing methods have not allowed a comprehensive assessment of the 

relationship between conceptual knowledge and emotion perception across individuals and 

emotion categories. Here we use a representational similarity analysis approach to show that 

conceptual knowledge predicts the representational structure of facial emotion perception. We 

conducted three studies using computer mouse-tracking5 and reverse-correlation6 paradigms. 

Overall, we found that when individuals believed two emotions to be conceptually more similar, 

faces from those categories were perceived with a corresponding similarity, even when controlling 

for any physical similarity in the stimuli themselves. When emotions were rated conceptually 

more similar, computer-mouse trajectories during emotion perception exhibited a greater 

simultaneous attraction to both category responses (despite only one emotion being depicted; 

studies 1 and 2), and reverse-correlated face prototypes exhibited a greater visual resemblance 

(study 3). Together, our findings suggest that differences in conceptual knowledge are reflected in 

the perceptual processing of facial emotion.

Without effort or a moment’s deliberation, we perceive the emotions of others based on 

facial actions that are often subtle and fleeting. This everyday phenomenon is a feat of 
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information processing and perceptual efficiency that presents a problem for researchers: 

how does the perceptual system reach these categorizations so quickly and confidently? A 

classic and influential solution to this problem is the ‘basic emotion’ approach, which treats 

emotional facial expressions as one example of unambiguous signals produced by the body 

during emotional experiences. These signals are typically assumed to cohere to specific 

emotional states, projecting these states to nearby conspecifics that are so evolutionarily 

attuned to these signals that they spontaneously read them off the face as categorical 

instances of discrete emotion7,8. Evidence for this approach comes from the remarkable 

speed and consistency that perceivers often show in categorizing facial emotion 

expressions9–15.

Although such work traditionally focused on how specific and unambiguous facial actions 

drive particular emotion categorizations, factors such as context, prior experience and 

emotion concept knowledge have been increasingly acknowledged to play a role in emotion 

perception as well. Much research acknowledges the role of context and conceptual 

knowledge when facial expressions are ambiguous, incongruent with the surrounding visual 

context or as a regulatory influence (for reviews see refs16,17), but in the absence of such 

top-down biasing factors or extreme bottom-up ambiguity, a common view is that 

prototypical facial expressions of emotion (for example, a scowling face for Anger, a 

frowning face for Sadness) are directly tied to perceptions of discrete categories of emotion. 

However, the strong and rapid impact of context on perception of even prototypical 

expressions with very little ambiguity18–22 suggests that facial emotion perception may be 

integrative, routinely utilizing available cognitive resources and associative cues such as 

context and conceptual knowledge to make meaning of facial expressions as instances of 

emotion.

Based on these empirical insights, approaches such as the theory of constructed emotion 

posit that emotion perception is an ‘active inference’ process in which early processing of 

facial cues tentatively linked to emotion categories through prior experiences (for example, a 

scowling face for Anger) implicitly activate related conceptual knowledge, which plays a 

crucial role in resolving perceptual input and integrating it with aspects of the situation and 

context for a categorization to solidify23. Similarly, computational models of social 

perception such as the dynamic interactive model24 argue that a stable percept is the end 

result of an interplay between facial features, categories and associated conceptual 

knowledge, with recurrent feedback from higher-level conceptual knowledge influencing 

processing of facial cues before categorization is complete. Critically, these approaches 

assume that conceptual knowledge is integrated into the perceptual process well before a 

categorical percept (Angry, Disgusted) is reached, potentially allowing subtle differences in 

this conceptual structure to influence the way these categories are perceived from facial 

expressions. Thus, these approaches hypothesize that emotion concept knowledge not only 

comes into play to resolve ambiguity, or to communicate or label perceptions, but also 

provides associations that are able to influence the perceptual process itself23–25. An 

important implication of this perspective is that inter-individual variability in conceptual 

knowledge about emotion categories may shape how even prototypical facial expressions of 

emotion are perceived.
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Despite considerable theoretical work positing a constitutive role for conceptual knowledge 

in facial emotion perception, relatively few studies have directly assessed the relationship 

between conceptual knowledge and emotion perception. The strongest evidence comes from 

behavioural studies showing that individuals who have reduced access to emotion concepts, 

either due to experimental manipulations1,2 or neurological disease3, show poor encoding of 

emotion percepts and diminished speed and accuracy in emotion perception tasks. A similar 

line of research shows that when access to emotion concepts is increased (usually through 

conceptual priming with emotion-related language), speed and accuracy of categorization 

increases4,26, and memory for facial actions is biased towards categorical facial 

expressions27,28. These findings suggest that conceptual knowledge weighs in on processing 

of facial cues during facial emotion perception. However, examining a patient population or 

experimentally manipulating perceivers to have more or less access to conceptual knowledge 

than they usually have access to in daily life does not address the fundamental role that 

conceptual knowledge may have in naturalistic emotion perception. Moreover, while such 

approaches have been valuable in manipulating conceptual knowledge of specific emotions 

in isolation, a more comprehensive assessment of how individual differences in conceptual 

knowledge relate to the representational space of facial emotion perception across emotion 

categories is still needed.

To permit this kind of comprehensive assessment, we adopted a representational similarity 

analysis (RSA29) approach. The RSA approach, originating from systems neuroscience, is to 

measure similarity (for example, correlation, distance) for all pairwise combinations of 

conditions based on one variable (for example, neural activity, reaction time, mouse 

trajectory) and correlate this pattern of similarity values with what one would expect from a 

specific model (for example, derived from another experimental modality, such as 

conceptual similarity ratings). This allows researchers to measure correspondence between 

different modalities or levels of analysis and adjudicate between competing models29. To 

study conceptual influences on emotion perception, RSA would permit an analysis of how 

the entire similarity structure or representational space of various emotion categories maps 

across conceptual, perceptual and visual levels. Here, we used RSA to predict the similarity 

in how any two emotion categories (for example, Anger and Disgust) are perceived from the 

similarity in how those categories are conceived conceptually, even when acknowledging the 

contribution of visual similarity between face stimuli belonging to those categories. Indeed, 

the RSA approach has already been a useful tool in other studies on emotion and person 

perception, allowing researchers to parse out the roles of visual features versus stereotypes 

in the neural representation of social categories30 and test how well different models of 

affective experience predict neural patterns elicited by reading emotionally evocative 

scenarios31.

Thus, in the present research, we aimed to provide a comprehensive test of the relationship 

between conceptual and perceptual similarity in facial emotion perception. In studies 1 and 

2, we measured each subject’s idiosyncratic conceptual similarity between each pairwise 

combination of the six ‘basic’ emotions commonly studied in the literature: Anger, Disgust, 

Fear, Happiness, Sadness and Surprise. Study 1 used a single rating of subjective similarity 

and study 2 used a more sophisticated method of assessing each category’s conceptual 

contents. To measure perceptual similarity, we used computer mouse-tracking (Fig. 1), 
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which is a well-validated measure of how multiple perceptual categories activate and resolve 

over hundreds of milliseconds, allowing a measure of the early processing of facial features 

before categorizations are complete. During two-choice categorization tasks (for example, 

Angry versus Disgusted), maximum deviation (MD) in a subject’s hand trajectory towards 

an unselected category response provides an indirect measure of the degree to which that 

category was simultaneously co-activated during perception, despite not being explicitly 

selected. If conceptual knowledge about a given emotion category (for example, Anger) 

overlaps with conceptual knowledge about an alternative category (for example, Disgust), 

we hypothesize that subjects’ perceptions will be biased towards that category and, 

consequently, their hand trajectories will deviate towards that category response in mouse-

tracking tasks32. Indeed, such trajectory-deviation effects have been recently linked to neural 

markers of co-activated categories in brain regions involved in perceptual processing33. 

Thus, in studies 1 and 2, we hypothesized that conceptual similarity would significantly 

predict perceptual similarity, above and beyond any possible inherent physical similarity in 

the stimuli themselves. Finally, in study 3, we sought converging evidence using a reverse-

correlation technique that can measure subjects’ visual ‘prototype’ faces for each emotion 

category in a data-driven fashion. This allowed a test of how conceptual similarity predicts 

perceptual similarity with a more unconstrained approach and without making assumptions 

about stimuli or emotion-related features in advance (Fig. 2).

In study 1 (N = 100), we measured perceptual and conceptual similarity for each subject and 

for each pairwise combination of the emotion categories Anger, Disgust, Fear, Happiness, 

Sadness and Surprise (thus totalling 15 unique emotion category pairs under the diagonal of 

the 6 × 6 dissimilarity matrices (DMs); see Fig. 2). We also computed the inherent visual 

similarity of the emotion category pairs to statistically control for any physical resemblances 

among them (using Facial Action Coding System (FACS) measurement of the face stimuli 

used; see Methods). We hypothesized that, for each of the 15 emotion category pairs, 

conceptual similarity (conceptual DM) would predict perceptual similarity (perceptual DM), 

even when controlling for visual similarity. Conceptual similarity in study 1 was assessed 

with subjects providing a rating of the conceptual similarity of each emotion category pair 

(for example, Anger and Disgust) on a 10-point scale, comprising the conceptual DM (Fig. 

2). Perceptual similarity of each emotion category pair was indexed by the trajectory-

deviation effect (MD) on mouse-tracking trials where subjects made a categorization 

between the two categories (for example, Angry versus Disgusted; see Figs. 1 and 2), 

comprising the perceptual DM. Visual similarity of each emotion category pair was indexed 

by the extent to which face stimuli belonging to the two categories (for example, Anger and 

Disgust) shared overlapping facial action units (AUs), as assessed by FACS coding (see 

Methods), comprising the visual DM (Supplementary Fig. 2a).

Multiple regression RSA was used to predict the perceptual DM from the conceptual DM, 

while controlling for potential visual similarity (visual DM), for each subject and for each of 

the 15 emotion category pairs. Conceptual, perceptual and visual similarities were calculated 

and recoded into comparable distance metrics, such that higher values indicate greater 

dissimilarity and lower values indicate greater similarity between any given emotion 

category pair (see Methods). Due to the multilevel nature of our design (15 similarity values 

for each variable nested within each subject), we conducted multilevel regression analyses 
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using generalized estimating equations (GEEs), which can incorporate nested data while 

accounting for the intra-correlations in repeated-measures designs34, consistent with 

previous RSA studies30. For all analyses, we report Wald Z tests with unstandardized 

regression coefficients (Bs). Note that these regression coefficients indicate the expected 

change in the outcome variable given a one-unit change in the predictor. As such, the B 
values reported provide a measure of effect size in the original units of the outcome variable.

Since our analyses aimed to predict the perceptual DM (15 unique emotion category pairs 

per subject) from the conceptual DM across subjects, noise (that is, inter-subject variability) 

in subjects’ perceptual DMs can limit the ability of the perceptual DM to be explained by 

other models, such as the conceptual or visual DMs. Thus, we computed an estimate of the 

noise ceiling35, which represents the range of variance that could be possibly explained if 

the unknown ‘true’ generative model was used as a predictor, given the noise in the 

perceptual DM. To estimate the lower bound of the noise ceiling (as in, for example, 

refs31,36), multilevel regressions analogous to our primary analyses were used to predict the 

group-average perceptual DM from each subject’s perceptual DM. The effect size for this 

analysis (Wald Z) thereby served as the lower bound on the theoretical maximum effect size 

we could expect to observe given the noise in individual subjects’ perceptual DMs. In all 

analyses, the effect size for each model (conceptual and visual DM) is provided as a 

proportion of this value, given as the percent of noise ceiling (%NC). The %NC thereby 

serves as an estimate of the relative importance of each model to variance in the outcome 

variable, constrained by any limitations inherent to measurement of this variable.

An inspection of the distribution of conceptual and perceptual similarity in emotion category 

pairs revealed substantial inter-subject variability in all studies (Supplementary Figs. 3 and 

4). For study 1, we first regressed each subject’s perceptual DM onto their own conceptual 

DM. The noise ceiling for this analysis was Z = 5.54, representing the lower bound on the 

theoretical maximum effect size we could expect to observe given the noise in individual 

subjects’ perceptual DMs. Consistent with our predictions, conceptual similarity values 

predicted perceptual similarity values, B = 8.5 × 10−3, s.e. = 1.1 × 10−3, 95% confidence 

interval (CI) [6.4 × 10−3, 1.1 × 10−2], Z = 8.00, %NC = 144.4%, P < 0.0001. Further, when 

including the visual DM (based on FACS AUs) as an additional predictor, the relationship 

between conceptual and perceptual similarity remained highly significant, B = 7.9 × 10−3, 

s.e.= 1.1 × 10−3, 95% CI [5.7 × 10−3, 1.0 × 10−2], Z = 7.29, %NC = 131.6%, P < 0.0001 

(Figs. 1–3). The model of visual similarity (FACS) did not significantly predict perceptual 

similarity, B = 2.4 × 10−3, s.e. = 1.5 × 10−3, 95% CI [− 5.0 × 10−4, 5.3 × 10−3], Z = 1.64, NC

% = 29.6%, P = 0.102. Average conceptual, perceptual and visual DMs are found in Fig. 2 

and Supplementary Fig. 2a. Note that individual subjects’ conceptual and perceptual DMs 

were used in the multilevel regression analyses.

To provide more conservative estimates of visual similarity, we generated two additional 

visual DMs based on subsets of the FACS AUs that were specific to the emotion categories 

in question (see Methods; Supplementary Fig. 2b,c). Rerunning the regression models using 

these more conservative visual DMs did not change the significance of the conceptual DM 

(Supplementary Table 1). Note that the more conservative visual DMs did significantly 

predict the perceptual DM (Supplementary Table 1), which is sensible as physical 
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resemblances in AUs among emotion categories should help drive perceptions. Thus, the 

more similar two emotion categories’ stimuli were visually also predicted how similarly the 

categories were perceived. Critically, however, regardless of which variant of the visual DM 

was used, the effect of the conceptual DM remained highly significant and outperformed the 

visual DM in all cases. Thus, these results show that the extent to which any given pair of 

two emotions (for example, Anger and Fear) was deemed conceptually more similar 

predicted the extent to which those categories were perceived more similarly as reflected in a 

greater simultaneous attraction towards both categories during facial emotion perception 

(despite only one emotion being depicted; Figs. 1–3). Further, this effect of conceptual 

similarity between pairs of emotion categories holds above and beyond any effects of 

inherent visual similarity between the categories as assessed with three different visual 

models.

As the conceptual similarity ratings of study 1 were somewhat unconstrained, it is difficult 

to know exactly what drove the relationship between this conceptual similarity measure and 

the mouse-tracking data. One possibility is that subjects spontaneously chose to imagine 

how similar they find the stereotypical facial expressions associated with each category, and 

used this mental image as the main criterion for their judgements of similarity. While 

simulation of facial expressions may indeed be an important aspect of emotion concept 

knowledge (and conceptual knowledge more generally; see, for example, refs37,38), for our 

specific purposes we wanted to control as much as possible for the potential influence of 

physical similarity between categories. In study 2 (N = 91), we sought to replicate and 

extend the results of study 1 using a more fine-grained measure of conceptual similarity that 

minimizes the potential contribution of imagined physical overlap between categories. In 

particular, subjects rated each emotion category on its conceptual relationship with a large 

set of traits including thoughts, bodily feelings and associated actions (40 items). From the 

category-specific responses, we measured the conceptual similarity (that is, overlap) 

between all category pairs (see Methods). This measure therefore enabled us to capture a 

wide range of conceptual contents for each category and the overlap of those contents 

between categories (rather than similarity ratings, which may be more influenced by 

perceptual imagery effects).

As in study 1, we first regressed subjects’ perceptual similarity values onto their conceptual 

similarity values. The lower bound of the estimated noise ceiling for this analysis was Z = 

5.56. Replicating the previous results, the conceptual DM strongly predicted the perceptual 

DM, B = 7.1 × 10−5, s.e. = 1.7 × 10−5, 95% CI [3.7 × 10−5, 1.0 × 10−4], Z = 4.12, %NC = 

74.1%, P < 0.0001. Including visual similarity (FACS) as an additional predictor did not 

affect the relationship between conceptual and perceptual similarity, B = 6.6 × 10−5, s.e. = 

1.7 × 10−5, 95% CI [3.3 × 10−5, 9.9 × 10−5], Z = 3.92, %NC = 70.5%, P < 0.0001 (Figs. 1 

and 3). The model of visual similarity predicted perceptual similarity at marginal 

significance, B = 2.3 × 10−3, s.e. = 1.3 × 10−3, 95% CI [− 2.0 × 10−4, 4.8 × 10−3], Z = 1.83, 

%NC = 32.9%, P = 0.067. As in study 1, we re-ran the model including more stringent 

visual DMs, which had a negligible impact on the effect of the conceptual DM 

(Supplementary Table 2). As in study 1, the two additional visual DMs were significant 

predictors of the perceptual DM (Supplementary Table 2), which is expected given that such 

visual resemblances in AUs should help drive perception. Most importantly, the conceptual 
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DM remained a strong and significant predictor of the perceptual DM regardless of 

including any of the three visual DMs. These results extend the findings of study 1, showing 

they hold even when using a more comprehensive measure of conceptual similarity that 

minimizes possible imagined physical overlap. Thus, in studies 1 and 2, we have shown that 

when emotion categories are more conceptually similar, they co-activate more strongly 

during perception of facial emotion as reflected in perceptual dynamics (Figs. 1–3). Further, 

this relationship between conceptual and perceptual structure held even when controlling for 

any bottom-up physical overlap that may be present between the categories in question.

Such findings demonstrate a fundamental correspondence between idiosyncratic conceptual 

and perceptual spaces of emotion perception, suggesting that early processing of facial cues 

is subject to input from conceptual knowledge about emotion categories. Further, 

idiosyncratic differences in emotion concept knowledge may partly shape how emotion is 

perceived from a face. However, during the mouse-tracking tasks, emotion category labels 

were present on the screen in every trial. A great deal of previous research has shown that 

the presence of emotion-related language increases the accessibility of emotion concept 

knowledge, impacting judgements of facial emotion4, memory for facial emotion27,28 and 

potentially decreasing affective reactivity to emotional stimuli in general39. As two emotion 

category labels were present on the screen in every trial, the correspondence between the 

conceptual similarity between any given pair of categories and their perception could, in 

theory, be explained by the pairs of linguistic labels priming related conceptual knowledge 

on each trial, causing a spurious influence on mouse trajectories that does not reflect an 

actual influence on perception. Study 3 aimed to address this issue. It also permitted a test of 

our predictions using a more data-driven approach that is not constrained to a particular 

face-stimulus set or normative assumptions about how the six emotion categories ought to 

appear on a face.

In study 3 (N = 368, see Methods for details on sample size), we used a reverse-correlation 

paradigm to assess correspondence between conceptual similarity and perception. On each 

trial of a reverse-correlation task, subjects must decide which of two faces are most likely to 

belong to a given category (for example, Anger, Disgust) even though the two faces are 

actually the identical neutral face, overlaid with different patterns of random noise. 

Averaging the faces chosen by a subject on each of many trials yields a ‘classification 

image’, representing a subject’s visual prototype for that category (see Methods). 

Importantly, in this task, each category in question is attended to in isolation. Thus, if a 

subject with a higher level of conceptual overlap between Anger and Disgust yields an 

Anger prototype with a greater resemblance to their Disgust prototype (and vice versa), this 

would provide evidence that conceptual similarity impacts perceptual similarity in a case 

where no emotion-related stimuli or features were specified a priori and in a case where 

priming from response labels (for example, the presence of a ‘Disgust’ label priming 

judgements of Anger) is not possible.

Subjects were randomly assigned to one of the 15 possible emotion category pairs (for 

example, Anger and Sadness), and completed the reverse-correlation task for the two 

categories in separate randomized blocks, permitting us to generate reverse-correlated 

classification images for the two categories. We also assessed subjects’ conceptual overlap 
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between the two categories in question in a manner identical to study 2. Following 

completion of the study, we ran two independent rating tasks on the classification images 

from the reverse-correlation task. The first set of independent raters (N = 95) rated each 

classification image on emotion using a 7-point scale, where the categories on either end of 

the scale corresponded to the condition to which the initial subject was assigned. For 

example, if a rater was judging a classification image that was produced by a subject in the 

Anger–Disgust condition, they would rate the image on a scale from Angry to Disgusted. To 

provide converging evidence using an approach that did not draw raters’ explicit attention to 

emotion categories, a second set of independent raters (N = 92) provided pairwise similarity 

ratings on pairs of classification images using a 7-point scale with 1 = not at all similar and 7 

= extremely similar (see Methods). All pairs of classification images came from a single 

subject from the reverse-correlation task (that is, a rater might have to rate the Angry and 

Disgusted classification images from a subject in the Anger–Disgust condition). Note that 

this task did not feature any emotion category labels and only required raters to attend to the 

perceived similarity between any two images. Perceptual DMs from the two independent 

ratings tasks are presented in Fig. 2 and Supplementary Fig. 1a.

As in studies 1 and 2, we hypothesized that conceptual similarity between emotion 

categories would predict a greater similarity in how those categories are perceived. 

Perceptual similarity here was indexed by the bias in how the reverse-correlated 

classification images were perceived by independent raters. For example, we predicted that a 

subject with greater conceptual overlap between Anger and Sadness would yield an Anger 

classification image appearing more Sad, and a Sadness classification image appearing more 

Angry (as assessed by independent raters). Further, we predicted that pairs of classification 

images would appear more similar to independent raters when they were produced by a 

subject with greater conceptual overlap between those categories. To provide a comparable 

distance metric with the conceptual similarity measure for RSA, ratings of classification 

images from the independent emotion rating task were averaged across raters and recoded 

such that more negative values indicate similarity (greater resemblance between the two 

categories) and more positive values indicate dissimilarity (less resemblance between the 

two categories) (see Methods). Using ratings from the emotion rating task, we regressed 

perceptual similarity in subjects’ classification images (that is, biased resemblance between 

the two classification images) onto subjects’ conceptual similarity value (that is, conceptual 

overlap between the two categories), which revealed a highly significant effect, B = 8.2 × 

10−4, s.e. = 1.4 × 10−4, 95% CI [5.5 × 10−4, 1.1 × 10−3], Z = 5.85, P < 0.0001 (Figs. 2–4). 

Using ratings from the similarity rating task, we regressed average perceptual similarity 

ratings onto subjects’ conceptual similarity value, which similarly revealed a highly 

significant effect, B = 6.6 × 10−4, s.e. = 1.5 × 10−4, 95% CI [3.6 × 10−4, 9.6 × 10−4], Z = 

4.34, P < 0.0001. Unlike studies 1 and 2, noise ceilings were not computed for these 

analyses as each subject completed different conditions and there was no estimate of the 

‘true effect’ (that is, group-average DM) that we could use to compute an estimate of the 

noise ceiling.

Finally, to assess perceptual similarity in a manner that did not rely on subjective judgements 

from human perceivers, we analysed the physical structure of the classification images 

themselves by computing the Pearson correlation distance between the flattened pixel maps 
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for each pair of images from each subject in the reverse-correlation task (see Methods). The 

resulting perceptual DM is presented in Supplementary Fig. 1b. These values were regressed 

onto each subject’s conceptual similarity values, revealing a highly significant effect, B = 

3.4 × 10−5, s.e. = 5.6 × 10−6, 95% CI [2.3 × 10−5, 4.5 × 10−5], Z = 6.30, P < 0.0001. Thus, 

when subjects held a greater conceptual overlap between two emotion categories, they 

yielded visual prototypes for those categories that exhibited a biased resemblance towards 

either category, as measured through emotion labelling judgements, pairwise similarity 

judgements and an objective measure of the physical similarity of the classification images 

(Fig. 4). These results converge with the results of studies 1 and 2, showing a fundamental 

correspondence between how emotions are conceptualized and perceived, but here using a 

more unconstrained task that makes no a priori assumptions about particular stimuli or 

emotion-related features.

To better assess the consistency and size of the effect of conceptual structure on perceptual 

structure obtained across studies 1–3, we conducted a local meta-analysis using all data 

across the three studies relevant for the hypothesis that conceptual knowledge predicts facial 

emotion perception (see ref.40). Specifically, we aggregated data across the three studies in a 

GEE multilevel model and added an additional nesting factor of study (subjects nested 

within study), and regressed subjects’ perceptual similarity values onto their conceptual 

similarity values. This indicated a strong and consistent effect across the three studies, B = 

1.8 × 10−2, s.e. = 2.3 × 10−3, 95% CI [1.4 × 10−2, 2.3 × 10−2], Z = 7.81, P < .0001. Note 

that, as the visual similarity controls were only relevant for studies 1 and 2, they were not 

included in this meta-analysis. Further details on the correspondence across studies may be 

found in Supplementary Table 3.

Supplementary Figs. 3 and 4 indicate considerable inter-subject variability in perceptual and 

conceptual similarity for the various category pairs. The multilevel regression analyses 

presented thus far have all factored by subject, thereby showing that within a given subject, 

category pairs with higher conceptual similarity values tend to also have higher perceptual 

similarity values. However, we additionally wanted to more directly assess the role that 

idiosyncratic differences across subjects have in the relationship between conceptual and 

perceptual structure. To do so, we conducted an additional set of analyses that instead factor 

by category pair, thereby aiming to show that, within a given category pair (for example, 

Anger–Disgust), subjects with higher conceptual similarity values tend to also have higher 

perceptual similarity values for that category pair. Although such analyses may have limited 

power due to N = 15 (total number of category pairs), they provide a complementary means 

to assess the overall effects while better characterizing the role of individual differences in 

similarity values across subjects.

Rerunning the analyses of studies 1–3 factoring by category pair rather than subject 

indicated that conceptual similarity significantly predicted perceptual similarity in study 1 

(B = 4.2 × 10−3, s.e. = 1.5 × 10−3, 95% CI [1.2 × 10−3, 7.1 × 10−3], Z = 2.78, %NC = 

49.91%, P = 0.0055), study 2 (at marginal significance: B = 4.3 × 10−5, s.e. = 2.3 × 10−5, 

95% CI [− 2.0 × 10−7, 8.7 × 10−5], Z = 1.89, %NC = 62.79%, P = 0.0591) and study 3 (B = 

2.9 × 10−4, s.e. = 1.1 × 10−4, 95% CI [7.3 × 10−5, 5.0 × 10−4], Z = 2.63, P = 0.0085) (Figs. 2 

and 3). Estimates of the noise ceiling for models factored by category pair showed a lower 
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bound on the theoretical maximum possible effect size Z of 5.57 in study 1 and 3.01 in study 

2. Note that because the analyses are factored at the level of the stimulus condition (category 

pair), the visual similarity control of studies 1 and 2 was unnecessary. Conducting an 

analogous local meta-analysis by aggregating data across the three studies and nesting by an 

additional factor of study (category pairs nested within study) revealed a strong and 

consistent effect of conceptual similarity on perceptual similarity across studies, B = 9.3 × 

10−3, s.e. = 3.0 × 10−3, 95% CI [3.5 × 10−3, 1.5 × 10−2], Z = 3.16, P = 0.0016. These results 

complement the primary analyses and suggest that idiosyncratic differences in conceptual 

knowledge across subjects manifest in facial emotion perception.

To provide an even more conservative test that individual differences in conceptual similarity 

predict perceptual similarity, we conducted an additional set of analyses nested within 

category pair. We wished to control for the possibility that individual differences in 

conceptual and perceptual similarity reflected differences in magnitude or scale in these 

variables (that is, some subjects have higher or lower similarity values overall, or less or 

more dispersion, across all 15 category pairs), rather than relative differences in the ordering 

of which emotion category pairs are more or less similar across subjects. To control for this 

possibility, we rank ordered each subject’s conceptual similarity and perceptual similarity 

variables in studies 1 and 2. (This approach was not undertaken for study 3 as only one 

conceptual similarity variable was collected per subject, making rank ordering impossible.) 

Thus, these analyses isolate inter-subject variability in the form of relative ordering of which 

emotion category pairs are more or less similar and remove inter-subject variability in the 

form of any absolute differences in similarity values’ magnitude and scale.

We regressed rank-ordered perceptual similarity onto rank-ordered conceptual similarity 

using a GEE multinomial logistic regression, nesting by emotion category pair. These 

analyses indicated that, within a given emotion category pair, subjects whose conceptual 

structure placed that emotion category pair at a higher rank (that is, more conceptual 

similarity), were significantly more likely to have that emotion category pair more highly 

ranked in their perceptual structure in study 1 (B = 8.9 × 10−2, s.e. = 1.9 × 10−2, 95% CI [5.1 

× 10−2, 0.127], Z = 4.57, %NC = 42.43%, P < 0.0001) and in study 2 (B = 5.1 × 10−2, s.e. = 

1.8 × 10−2, 95% CI [1.6 × 10−2, 8.6 × 10−2], Z = 2.86, %NC = 44.06%, P = 0.0042). 

Estimates of the noise ceiling for these analyses showed a theoretical maximum possible 

effect size Z of 10.77 in study 1 and 6.49 in study 2. These analyses show that variance in 

perceptual similarity values was largely due to inter-subject differences—specifically where 

each category pair fit into an individual’s idiosyncratic conceptual structure. Thus, within 

each of the 15 emotion category pairs (for example, Anger–Disgust), these results show that 

the relative ranking of that category pair’s conceptual similarity for a given subject predicts 

the relative ranking of that pair’s perceptual similarity for a given subject. If such relative 

ordering were stable across subjects (no inter-subject variability), these analyses nesting by 

category pair would not yield a significant relationship.

In sum, across three studies, we observed that the structure of emotion conceptual 

knowledge manifests in emotion perception. In studies 1 and 2, we showed that idiosyncratic 

differences in emotion concept knowledge can predict subtle differences in how those 

emotions are perceived. Specifically, we found that the extent to which any two emotion 
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categories are conceptually more similar in the mind of a subject predicts a stronger co-

activation of the two categories and a conceptual-biasing effect during emotion perception. 

Our results suggest that, even within the same culture, people may perceive identical facial 

expressions differently based on their individual differences in conceptual knowledge. In 

study 3, we obtained converging evidence that a greater conceptual similarity between 

emotion categories predicts a greater resemblance in the facial prototypes of those categories 

and how they may be visually represented. This was accomplished using a data-driven task 

that did not rely on emotion linguistic labels, potential artefacts of a given stimulus set or on 

normative assumptions of how different facial emotion expressions should appear. Together, 

converging evidence across both the dynamic process of perceiving faces (mouse tracking) 

and in estimating facial prototypes (reverse correlation) suggests that emotion concept 

knowledge is a cognitive resource that comes into play during emotion perception, providing 

a structure for how facial expressions are visually perceived.

Such findings bolster recent models of emotion and person perception23–25, which suggest 

that emotion perception is so rapid and flexible because early processing of facial cues 

activate related top-down expectations that effectively take on some of the visual processing 

load. This top-down guiding of emotion perception supplements the visual input, in some 

cases biasing it to be in line with prior expectations. Importantly, we view these results not 

necessarily as revealing a special role for conceptual knowledge in emotion perception, but 

rather showing that emotion perception is subject to domain-general characteristics of a 

dynamic, predictive and interactive perceptual system41. These findings dovetail with 

research on visual perception more generally42,43, suggesting that emotion perception relies 

on the same kinds of top-down predictions as those observed in perceiving objects, words, 

non-emotional social categories and other non-social stimuli alike.

Few studies to date have used RSA to study facial emotion perception specifically, but those 

that do have also suggested that more abstract conceptual information may affect the 

perceptual representation of emotion. Neuroimaging work using classification approaches 

similar to RSA shows a correspondence between the neural representations of valence 

information from perceived human facial expressions and inferences from situations44. More 

closely related to the current approach, one study measured the representational similarity 

between emotion categories in their perception from faces and voices45, showing high 

correspondence between modalities even when controlling for low-level stimulus features, 

suggesting that the representational structure of emotion perception may be shaped by more 

abstract conceptual features. The present work was able to build on these previous 

approaches, providing an estimate of how well an explicit conceptual model fits the 

representational space of facial emotion perception, as well as an estimate of how much this 

conceptual structure may vary between individuals.

One question of interest concerns the origins of individual differences in emotion concept 

knowledge. In the cross-cultural domain, researchers have interpreted differences in 

performance on emotion perception tasks as reflecting culture-specific knowledge about the 

situational and normative factors that constrain facial expressiveness, which is instantiated in 

subtle ‘dialects’ in how facial actions are interpreted as instances of emotion46,47. Indeed, 

recent research shows that regardless of explicit customs, normative facial expressions of 
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emotion may simply consist of different configurations of facial actions between 

cultures48,49. However, the present work suggests that there may be more subtle and 

idiosyncratic within-cultural variability as well, and future work is necessary to directly 

investigate where these individual conceptual differences come from in the first place. Given 

the recent increase in interest into the role of conceptual knowledge in emotion perception, 

ongoing research is working to describe the process by which developing minds acquire 

emotion concepts. Recent work suggests that the strongest predictor of emotion concept 

acquisition is a child’s verbal development more generally50. While speculative, it is 

possible that subtle differences in conceptual knowledge between individuals could emerge 

from the nonverbal and verbal information about emotion that is present in the social 

environment during this sensitive period in conceptual development. Future studies could 

investigate this possibility directly. Beyond the developmental origins of individual 

differences in conceptual knowledge, an additional task for future research is to further 

understand the nature of these differences. One possibility is that individual differences in 

conceptual structure are due to individual differences in emotion differentiation, emotion 

granularity or emotional complexity, variables that have primarily been used in affective 

science to study individual differences in the structure of emotion experience51–53. An 

important question for future research is whether similar constructs shape the structure of 

emotion perception as well.

The studies are not without their limitations. As the studies are correlational, it is not clear 

whether conceptual knowledge has a causal relationship with perceptual similarity. For 

example, while the mouse-tracking technique allows an index of the temporal dynamics of 

emotion perception, it is difficult to know precisely at what level of representation the 

mouse-trajectory-deviation effects reflect. An alternative explanation of the correspondence 

between conceptual knowledge and perceptual similarity (as measured with mouse tracking 

in studies 1 and 2) could be that the unchosen category response acted as a distractor when it 

was held as conceptually more similar to the chosen response. While study 3 was designed 

to be resistant to this particular concern, future work using mouse tracking to estimate 

models of perceptual similarity could manipulate conceptual knowledge for particular 

emotions to permit stronger causal claims (for example, combining the paradigms we used 

with previous ‘semantic satiation’ procedures) or correlate with additional methodologies 

(for example, neuroimaging) to better understand at what level of representation such 

impacts manifest.

Our use of the six ‘basic’ emotions is also worth discussing. These emotion categories have 

been the most traditionally studied and their corresponding facial expressions depicted in 

stimulus sets are unambiguous and extreme. This can differ from naturalistic emotion 

perception, where facial actions are often more subtle, ambiguous and fleeting54 (for a 

discussion, see ref.55). In our view, the fact that we are able to demonstrate such top-down 

effects of conceptual knowledge on clear-cut and canonical facial expressions of the six 

basic emotions only speaks to the strength of these effects. While such stimuli are perhaps 

less ecologically valid, our findings speak to the routine integration of conceptual knowledge 

in emotion perception, and with more naturalistic and ambiguous stimuli we would expect 

such top-down effects only to be magnified. But one goal of the present work was to show 
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that these idiosyncratic conceptual differences can manifest even in the most unambiguous 

and traditional categories of emotion.

These findings also likely have implications for social interaction. In each of our studies, a 

perceiver never saw a face again after placing it into an emotion category, but this of course 

rarely happens in daily life. Future work could explore whether the structure of conceptual 

knowledge influences downstream consequences of emotion perception, including affective 

and behavioural reactions to conceptually shaped emotional expressions. If so, this approach 

could have both theoretical and practical implications for understanding a variety of 

emotion-related responses to other people.

Methods

Subjects in all studies were financially compensated and provided informed consent in a 

manner approved by the New York University Institutional Review Board.

Study 1.

Participants.—Given no strong precedent for calculating sample size, we aimed to collect 

roughly 100 subjects. One hundred and ten individuals participated in exchange for 

monetary compensation on Amazon’s Mechanical Turk. Ten subjects were excluded for not 

following instructions correctly on the mouse-tracking task, resulting in a final sample of 

100 (62 female; mean age (Mage) = 37.25; s.d.age = 10.86; all White, 2 Hispanic).

Stimuli.—Stimuli in the mouse-tracking task were 150 colour photographs of posed human 

emotional expressions from the NimStim stimulus set56. To minimize complexity due to the 

perceptual interdependence between race and emotion57, we only included images depicting 

Caucasian individuals. The resulting stimulus set included 25 images for each of the 6 

emotion categories (that is, depicting posed emotional expressions corresponding to 

normatively Angry, Disgusted, Fearful, Happy, Sad and Surprised facial expressions). No 

single identity was shown more than once per emotion condition.

Procedure.—Mouse-tracking data were collected using MouseTracker software5, 

implementing a standard two-choice design. On each of 150 trials, subjects clicked a ‘Start’ 

button at the bottom centre of the screen to reveal a face stimulus, which stayed on the 

screen until they chose one of two response options located in either top corner. On each 

trial, the response options were two emotion categories (for example, Angry, Fearful), one of 

which corresponded to the posed emotional expression of the face stimulus. Each stimulus 

was seen only once, and the response options changed on every trial, resulting in a total of 

10 trials for each of the 15 possible pairwise combinations of the 6 emotion categories 

included (for example, Anger–Fear, Surprise–Happiness). Trials were randomized and the 

position of response options (left/right) was counterbalanced across subjects. After 

completing the mouse-tracking task, subjects completed a conceptual similarity task in 

which they made 15 similarity judgements corresponding to each pairwise combination of 

emotions, on a 10-point scale (for example, “From 1 = not at all to 10 = extremely, how 

similar do you find the emotions Anger and Fear?”).

Brooks and Freeman Page 13

Nat Hum Behav. Author manuscript; available in PMC 2019 October 11.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



After completing these tasks, subjects also completed three survey measures for use as 

potential covariates: the 20-item Toronto Alexithymia Scale (TAS-2058), the Positive and 

Negative Affective Schedule (PANAS59), and a single question asking for self-reported 

political ideology on a scale from 1 = extremely liberal to 7 = extremely conservative. The 

inclusion of these variables did not change the significance of the reported results, so they 

are not discussed further.

Data preprocessing.—Any trials with response times exceeding 2,000 ms were excluded 

from analysis. As we were interested in mouse-trajectory deviation towards the unselected 

category regardless of eventual response (reflecting greater similarity in how a face was 

perceived between the two emotion categories), exclusions were not made based on eventual 

response. This also obviates any need to define trials as ‘correct’ or ‘incorrect’ simply 

because they do not conform to an a priori normative category label. For instance, even if the 

ostensibly correct and normative answer is Angry on a trial where Disgusted was ultimately 

selected, deviation towards the Angry response still reflects a greater Anger–Disgust co-

activation during perception that we aim to measure. Per standard procedures5, trajectories 

were normalized into 100 time bins using linear interpolation and rescaled into a coordinate 

space with [− 1.0,1.5] at the top left and [1,0] at the bottom right, leaving [0,0] at the start 

location. MD of each mouse trajectory towards the unselected response option on the 

opposite side of the screen was calculated as the maximum perpendicular deviation from an 

idealized straight line between its start and end point. MD has been well-validated by 

previous behavioural and neuroimaging research as an index of how much the unselected 

category response was co-activated during perception33,60.

Visual controls.—To account for the potential contribution of bottom-up overlap in 

physical features between images in two categories (for example, physical overlap between 

faces belonging to the Fear and Surprise categories), we included a visual control in our 

model. To model the similarity between emotion-related facial features, we used FACS61. 

FACS is a widely studied anatomically based technique for quantifying the precise activity 

of facial musculature (delineated into independent facial AUs, each of which represents the 

action of one or more specific facial muscles, for example, ‘nose wrinkler’, ‘lip tightener’) in 

facial expressions and dynamic facial movements. An independent certified expert FACS 

coder, who was blind to our hypotheses, coded each of the 150 stimuli on the presence or 

absence of 30 AUs. Using this coding, we also assessed how well our stimuli agreed with 

EMFACS, a subset of FACS meant to isolate only emotionally meaningful facial actions, 

including codes which the creators of FACS tentatively deemed ‘critical’ for perception of 

each basic emotion62,63. For each EMFACS code, the same independent certified FACS 

coder coded each image on which AUs it displayed that were critical for perception of its 

stimulus category, and whether it displayed any AUs critical for perception of other 

categories. Across all of the stimuli used in studies 1 and 2, this approach showed an 85.85% 

agreement between the AUs present in the stimuli and the ‘critical’ AUs traditionally 

described by the authors of FACS. Full results for each stimulus category are presented in 

Supplementary Table 4.
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Analytic approach.—Our analytic approach was to use multiple regression RSA, 

predicting perceptual similarity (MD) from conceptual similarity (conceptual ratings), while 

controlling for potential visual similarity in the stimuli themselves (overlap in facial AUs). 

Perceptual, conceptual and visual similarity was calculated for each of the pairwise 

combinations of the six emotion categories (a total of 15 pairwise combinations). 

Calculating similarity in the present study was intuitiveas the primary independent variable 

(conceptual similarity rating) and dependent variable (MD) were already direct measures of 

similarity (this differs in study 2). Thus, subjects’ rating of how similar two categories are 

conceptually (for example, Anger and Disgust) served as conceptual similarity, and subjects’ 

trajectory-deviation effect when making a categorization between those two categories 

served as perceptual similarity. When similarity must be calculated based on patterns of a 

variable (rather than a single value), various similarity metrics may be used with RSA (for 

example, Pearson correlation distance, Euclidean distance). However, because multiple 

regression RSA in particular assumes a linear combination of multiple predictors, squared 

Euclidean distance (that is, sums of squared differences) is used to meet the linearity 

assumption30,64. Thus, to compute visual similarity, for each of the 15 pairwise 

combinations, we calculated the squared Euclidean distance between the two categories’ 30 

FACS AUs, thereby reflecting how dissimilar or similar any pair of two categories’ face 

stimuli are in terms of configurations of all FACS AUs. We additionally computed two more 

stringent versions of visual similarity: one that captured the pairwise similarity of the stimuli 

in each condition across all EMFACS (that is, similarity between the conditions in all AUs 

traditionally defined as critical for Angry, Disgusted, Fearful, Happy, Sad, and Surprised 

expressions) and one that strictly captured the similarity of each pair of emotion categories 

on category-relevant EMFACS (for example, for Anger–Disgust, the similarity between the 

stimuli in these conditions on the specific AUs traditionally defined by EMFACS as critical 

for Anger and Disgust). All visual control DMs are depicted in Supplementary Fig. 2.

As squared Euclidean distance is a measure of dissimilarity rather than similarity (higher 

values = dissimilar, lower values = similar), for simplicity and ease of interpretation, we 

recoded conceptual and perceptual similarity measures to also reflect dissimilarity. In 

particular, conceptual similarity ratings were recoded such that a rating of 1 denoted 

maximum similarity and a rating of 10 denoted maximum dissimilarity. MD for all trials 

within a subject were rescaled to vary between [0,1], such that 0 corresponded to a subject’s 

largest MD (reflecting perceptual similarity) and 1 corresponded to their smallest (reflecting 

perceptual dissimilarity). MD values were then averaged for each pairwise combination of 

the categories, resulting in 15 average MD values per subject.

Study 2.

Participants.—One hundred individuals completed the task in exchange for monetary 

compensation on Amazon’s Mechanical Turk (continuing the targeted sample size from 

study 1). Nine subjects were excluded from analysis due to not following instructions on the 

mouse-tracking task, resulting in a final sample of 91 (49 female; Mage = 40.451; s.d.age = 

13.03; all White, 5 Hispanic).
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Stimuli.—The mouse-tracking task used the same 150 images (25 per emotion category) as 

those used in Study 1. Word stimuli were generated for the conceptual similarity rating task 

through a pre-test administered on Mechanical Turk (N = 47). Using a ‘feature listing’ 

approach65, in which the conceptual contents of a category is elucidated by having subjects 

generate and list features of category exemplars, we asked subjects to “list the top 5 bodily 

feelings, thoughts or actions” they associate with each of the six emotion categories used in 

study 1. We then took the top 40 words and phrases that occurred most frequently across all 

emotions and all subjects and used these as stimuli in the conceptual rating portion of the 

main experiment (Supplementary Table 5).

Procedure.—The mouse-tracking task followed an identical procedure to that in Study 1. 

The conceptual similarity task followed the mouse-tracking task and required subjects to 

attend to each emotion category in isolation, for a total of six blocks presented in a 

randomized order. In each block, subjects rated each of the 40 word and phrase stimuli in a 

randomized order on how related they were to the category in question, on a 7-point scale 

(for example, “On a scale from 1 = not to all to 7 = extremely, how related is ‘crying’ to the 

emotion Fear?”), for a total of 240 trials. Finally, subjects completed the three survey tasks 

for use as potential covariates, as in study 1: TAS-20, PANAS and political ideology. As in 

study 1, including these variables as covariates did not change the pattern of results, so are 

not discussed further.

Mouse-trajectory preprocessing was conducted in a manner identical to that in study 1, as 

was the rescaling of MD. As the stimuli used in the mouse-tracking task were the same as 

those used in study 1, the same FACS-based visual models were also included in the present 

analysis. Unlike study 1 where we had a direct single-value measure of conceptual 

similarity, here conceptual similarity was calculated as the squared Euclidean distance 

between vectors of responses to the word and phrase stimuli for each emotion category. For 

example, to measure each subject’s conceptual similarity between Anger and Fear, we 

calculated the squared Euclidean distance between their Anger vector of 40 ratings and Fear 

vector of 40 ratings (items such as ‘crying’, ‘clenching fists’ and so on; see Supplementary 

Table 5).

Study 3.

Participants.—As reverse-correlation tasks require a large number of trials per condition, 

it was unfeasible to have a single subject complete the task for all 6 emotion categories 

(which would total 1,200 trials). Instead, we randomly assigned subjects to 1 of 15 

conditions corresponding to each pairwise combination of emotions (for example Anger–

Fear, Disgust–Happiness). Analyses would be aggregated across these conditions, but for 

adequate representativeness of all pairwise combinations we recruited 25 subjects per 

condition, leading to a total sample size of 375. The 375 subjects completed the initial 

reverse-correlation task in exchange for monetary compensation on Mechanical Turk. Seven 

subjects were excluded for not following instructions, resulting in a final sample of 368 (234 

female; Mage = 37.35; s.dage = 12.37; 74.7% White, 8.97% Black, 7.34% Asian, 8.97% 

other). Once reverse-correlated images were generated for the subjects, a separate group of 

independent raters (N = 95) were recruited to rate their images on emotion category (48 
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female; Mage = 36.38; s.d.age = 11.19; 72.63% White, 11.58% Black, 8.42% Asian, 7.37% 

other). Due to a technical error, classification images from 15 subjects (that is, 30 

classification images) were not properly presented to these independent raters and thus were 

excluded from the final analysis. A second separate group of independent raters (N = 92) 

were recruited to provide pairwise similarity ratings (40 female; Mage = 38.58; s.d.age = 

13.52; 69.56% White, 15.22% Black, 9.78% Asian, 5.44% other).

Stimuli.—The base face used in the reverse-correlation task was the same image used in the 

first published study to use the reverse-correlation technique6, which was also used in our 

recent work taking a similar approach66. The image is the average neutral male face from the 

Karolinska Directed Emotional Faces database67.

Procedure.—The initial reverse-correlation task followed the standard procedure 

implemented in other studies6,66,68. Each subject in the task was randomly assigned to 1 of 

15 conditions corresponding to one of the possible pairwise combinations of the 6 emotion 

categories (for example, Anger and Disgust). Participants in each condition classified each 

of the two emotion categories in the reverse-correlation task, and also provided conceptual 

similarity data for these two categories. On each trial in the reverse-correlation task, subjects 

were presented with two side-by-side faces obscured with different patterns of randomly 

generated visual noise. The task was split into 200 trials per emotion category. For a subject 

in the Anger–Disgust condition, this would require them to complete 200 trials where they 

were instructed to “Choose the face that looks more Angry” and 200 trials where they were 

instructed to “Choose the face that looks more Disgusted” (order was counterbalanced). 

Participants also completed the conceptual similarity rating task (40 word and phrase 

stimuli) used in study 2. However, instead of completing ratings for all six emotion 

categories, they only completed ratings for the two emotion categories in their randomly 

assigned condition. Due to the existing length of the task and given that they did not 

influence the results of studies 1 and 2, we did not include the previous survey measures in 

this study.

Following the standard data preprocessing approach for reverse-correlation research68, we 

averaged the face selected on each trial for each subject, resulting in classification images 

for each category that each subject classified (that is, for each subject in the Anger–Disgust 

condition, we would have subject-specific classification images produced for the Anger and 

Disgust categories). Across all subjects, this resulted in a total of 736 classification images.

In the first independent rating task, independent groups of subjects rated the generated 

classification images on emotion category labels. Due to the large number of classification 

images, we split the classification images into three groups corresponding to a randomly 

chosen subset of five of the fifteen conditions from the reverse-correlation task. Three 

separate groups of raters rated the images in a series of five randomized blocks. For 

example, one rater might have to rate classification images from the Anger–Disgust, Fear–

Sadness, Happiness–Surprise, Disgust–Fear and Surprise–Fear conditions. Raters were 

instructed to rate the images on a 7-point scale that ranged from one emotion category to 

another, where the categories on either end of the scale corresponded to the condition to 

which the initial subject was assigned. For example, if a rater was judging an image that was 
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produced by a subject in the Anger–Disgust condition, they would rate the image on a scale 

from 1 = Angry to 7 = Disgusted. We chose to use bipolar scales to measure independent 

ratings as we were interested in the relative effects between the two emotion categories 

depending on conceptual overlap. Since individual classification images can be relatively 

noisy and ambiguous, we were concerned about the possibility of floor effects if we had 

given raters separate unipolar scales with a ‘neutral’ option.

In the second independent rating task, independent groups of subjects rated pairs of the 

generated classification images on perceptual similarity. For consistency with the last 

independent rating task, we once again split the classification images into three groups of 

randomly chosen conditions from the reverse-correlation task. In this case, raters completed 

all ratings within one block, as response options did not change throughout the task. Raters 

saw pairs of classification images (where each pair corresponded to the two classification 

images produced by one subject in the reverse-correlation task) and were instructed to “Rate 

how similar the two images appear” on a 7-point scale that ranged from “Not at all similar” 

to “Extremely similar”.

Analytic approach.—We aimed to assess the relationship between each individual’s 

conceptual associations between emotion categories (conceptual similarity) and how their 

classification images appeared (perceptual similarity). To do so, we conducted a regression 

analysis testing whether the degree of overlap in conceptual knowledge between a given pair 

of emotion categories (for example, conceptual similarity between Anger and Disgust) 

reliably predicted the extent to which their classification images were biased in physical 

appearance (for example, for an Anger–Disgust subject, how Disgusted their Angry 

classification image appeared and how Angry their Disgusted classification image 

appeared). Consistent with study 2, conceptual similarity was measured as the squared 

Euclidean distance between the 40 ratings for the two emotion categories in question. 

Independent ratings for each subject’s two classification images served as the dependent 

measure of perceptual similarity. Emotion ratings for a given classification image were 

averaged across raters and recoded such that – 3 indicated a maximally biased appearance 

(for example, an Angry classification image rated as Disgusted) and 3 indicated a maximally 

unbiased response (for example, an Angry classification image rated as Angry). Because 

higher values in squared Euclidean distance reflect dissimilarity and lower values reflect 

similarity, as in studies 1 and 2 this recoding ensured our measure of perceptual similarity 

was consistent (higher values = dissimilarity). With this approach, we expected a positive 

relationship between conceptual similarity and perceptual similarity, such that subjects with 

low conceptual similarity between emotion categories would produce classification images 

without biased appearance, and subjects with high conceptual overlap would produce 

classification images with biased appearance.

To analyse the relationship between conceptual similarity and ratings of subjective 

similarity, ratings of similarity for a given pair of classification images were averaged across 

raters. To increase interpretability of results, these ratings were also recoded such that – 3 

indicated maximum similarity (that is, pairs of classification images rated as ‘Extremely 

similar’) and 3 indicated maximum dissimilarity (that is, pairs of classification images rated 

as ‘Not at all similar’). To analyse the relationship between conceptual similarity and 
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objective physical similarity between classification images produced by each subject, 

classification images were read into MATLAB using the imread function and the resulting 

pixel intensity maps were flattened. The Pearson correlation distance (1 – r) was computed 

for each pair of images from subjects in the reverse-correlation task. As with independent 

ratings of subjective similarity, the resulting values were regressed onto subjects’ conceptual 

similarity values (squared Euclidean distance).

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Fig. 1 |. Mouse-tracking effects.
On each trial of the mouse-tracking tasks, subjects were presented with a face stimulus and 

categorized it as one of two emotion categories, one of which corresponded to the posed 

emotion in the stimulus. MD of subjects’ hand trajectories towards an unselected response is 

an index of how much that category was co-activated during perception. Complete mouse-

tracking results for studies 1 and 2 are presented in Figs. 2 and 3 and Supplementary Fig. 3. 

To provide a visual example of the pattern of results for one category pair (Sad–Surprised), 

mean mouse trajectories during Sad versus Surprised trials in study 2 are depicted, 

separately for subjects with low and high conceptual similarity between Sad and Surprised 

categories (using median split). Trajectories are averaged across both Sad and Surprised 

responses and only arbitrarily depicted here as selecting the Surprised response. Subjects 

with high conceptual similarity exhibited a greater simultaneous attraction to select both 

emotion categories (even though only one was depicted on a given trial), manifesting in the 

mean trajectories and MD. Note that median split is only used here for visualization 

purposes; all analyses were conducted treating conceptual overlap as a continuous variable.
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Fig. 2 |. Average conceptual and perceptual DMs for studies 1–3 and schematic of the analytic 
approach.
In all studies, conceptual similarity and perceptual similarity were assessed for all pairwise 

emotion combinations (for example, Anger–Disgust). Each subject’s 15 unique emotion 

category pairs (unique values under the diagonal) for both conceptual structure and 

perceptual structure were vectorized and submitted to multilevel regression analyses, 

predicting perceptual similarity values from conceptual similarity values. Average 

conceptual and perceptual similarity structure (dissimilarity matrices (DMs)) are shown for 

all studies (study 1, N = 100; study 2, N = 91; study 3, N = 368). Average DMs for the two 

additional measures of perceptual similarity collected in study 3 are presented in 

Supplementary Fig. 1. Note that the average DMs for study 3 are presented for illustrative 

purposes only, as each cell under the diagonal included a different set of subjects. Due to the 

length of the task in study 3, each participant was randomly assigned to a different 

condition, where each condition was a given emotion category pair (for example, Anger–
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Disgust). The overall hypothesis was that a greater conceptual similarity between any two 

emotion categories (for example, Anger–Disgust) would correspond to a greater bias to 

perceive those emotions more similarly, measured by a simultaneous attraction to select both 

emotions during face perception with mouse tracking (studies 1 and 2) and a greater 

resemblance in estimated visual prototypes for the two emotions using reverse correlation 

(study 3).
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Fig. 3 |. Multilevel regression results for studies 1–3.
For illustrative purposes only, each subject’s relationship between conceptual and perceptual 

similarity values are plotted as linear slopes (using ordinary least squares). Actual analyses 

were conducted using GEE multilevel regression. Individual subject slopes are not depicted 

for study 3 (instead, all data points are depicted) due to study 3’s design in which no 

individual subject completed all experimental conditions. A positive relationship between 

conceptual and perceptual similarity was observed across studies. In studies 1 (N = 100) and 

2 (N = 91), perceptual similarity was measured as average MD towards the unselected 

category response on mouse-tracking trials with the two categories in question as response 

options (for example, Angry–Disgusted). In study 3 (N = 368), perceptual similarity was 

measured through independent ratings of reverse-correlated prototype faces from each 

category. Mean slopes are shown in blue.
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Fig. 4 |. Reverse-correlation effects.
Reverse-correlation allows an estimation of each subject’s visual prototype for a given 

emotion category. Complete reverse-correlation results for study 3 are presented in Fig. 3. To 

provide a visual example of the pattern of results for one category pair (Angry–Sad), 

reverse-correlated classification images are depicted, separately for subjects in tertiles of 

high, average and low conceptual similarity between the Angry and Sad categories. Subjects 

with higher conceptual similarity between two categories exhibited a greater resemblance in 

the appearance of their classification images for those two categories, as assessed by 

independent ratings of emotion category, independent ratings of subjective perceptual 

similarity and an objective measure of pixel-based similarity of the classification images 

themselves.
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